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ABSTRACT With the exponential rise of the number of IoT devices, the amount of data being produced
is massive. Thus, it is unfeasible to send all the raw data directly to the cloud for processing, especially
for data that is high dimensional. Training deep learning models incrementally evolves the model over
time and eliminates the need to statically training the models with all the data. However, the integration
of class incremental learning and the Internet of Things (IoT) is a new concept and is not yet mature. In the
context of IoT and deep learning, the transmission cost of data in the edge-cloud architecture is a challenge.
We demonstrate a novel sample selection method that discards certain training images on the IoT edge
device that reduces transmission cost and still maintains class incremental learning performance. It can be
unfeasible to transmit all parameters of a trained model back to the IoT edge device. Therefore, we propose an
algorithm to find only the useful parameters of a trained model in an efficient way to reduce the transmission
cost from the cloud to the edge devices. Results show that our proposed methods can effectively perform
class-incremental learning in an edge-cloud setting.

INDEX TERMS Incremental learning, convolutional neural network, IoT edge device, cloud, data sampling.

I. INTRODUCTION

In the computer vision domain, deep learning has shown a
great amount of success and in some tasks even surpassing
the level of human accuracy. A lot of this success has been
obtained in an offline setting whereby all the data is already
present on a machine before training starts and also deep
learning models are trained on big datasets just once and then
they are deployed. In the real-world, however, not all the data
can be present with us beforehand. Even if all the data is
available, it is challenging to train deep learning models as it
requires powerful hardware to train such models and it is also
time-consuming to train on a huge amount of data altogether.
Another problem with training a deep learning model offline
is that once it is trained and deployed, the model will not learn
any more parameters in the future. However, deep learning
models should be able to learn in a continuous environment
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whereby new data arrives over time. The learning of a new
task is dependent on the previous task [1].

One of the main challenges of incremental learning is
a phenomenon known as catastrophic forgetting [2], [3]
whereby representations of the old classes are lost when
the model is fine-tuned on new data. The most basic way
to mitigate this problem is to use a combination of both
the old and new data when new data arrives and use this
combined dataset to train the model. However, if such process
is performed on the edge-cloud architecture, this indicates
that all of the data from each class will need to be sent
to the cloud for incremental training. This leads to a more
expensive transmission cost from the IoT edge device to the
cloud [4], [5].

While there have been several applications of deep learning
in the Internet of Things (IoT) [6]-[13] but for incremental
learning, the majority of the research is being carried out on
a centralized computer [14], [15], i.e., incremental learning
has not been explored in the context of IoT where a model
has to be partitioned in an edge-cloud architecture [16]. There
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is a clear for incremental learning to be integrated with IoT
because in the real-world, smart devices that are collecting
raw data can be geographically spread and new data belong-
ing to new tasks can also be collected over time. In practice,
a large number of IoT devices are highly dependent on cloud
assistance for deep neural network training [18]. However,
in a real IoT environment where there are a huge number of
devices that are collecting data at a high rate, it is infeasible
to make the devices send all the raw data to the cloud because
bandwidth costs would be very high. This would result in a
sheer amount of load the cloud would have to handle. Fur-
thermore, the IoT edge device is the first device that receives
new raw data. Therefore, it would be a much more feasible
solution to deploy certain parts of a deep learning model to
the IoT edge device in an effort to assist the cloud in the entire
continuous learning process instead of relying completely on
the cloud [19]. When a given deep learning model is trained in
a distributed manner between two or more devices, this will
present certain challenges such as deciding how many and
which specific layers of a model must be run on the edge and
the cloud (this is known as offloading [20]-[23]), dealing with
the transmission load between the IoT edge device and the
cloud [24] and evaluating whether it is important for the loT
edge device to transmit all of the data to the cloud for model
training or whether some of the data be discarded [25]. These
challenges have not yet been addressed in a distributed incre-
mental learning scenario which is what this paper attempts
to do. This paper largely extends the work of [16] whereby
data sampling is performed at the IoT edge device, however,
in [16], the new data samples do not belong to novel classes.
Our data sampling algorithm is capable of sampling data from
completely novel classes without any need for hyperparame-
ters by automatically selecting the number of samples needed
per incremental training round which is the core novelty of
our data sampling algorithm.

Nomenclature
c Class index
L¢ Set of losses of all samples sorted in ascending
order belonging to class ¢
ne Number of samples in class ¢ just before trans-

mission from IoT edge device to cloud
w’ Newly initialized weights of the SoftMax layer
on the IoT edge device

v Newly initialized biases of the SoftMax layer on
the IoT edge device

x{ Feature map output of image i belonging to
class ¢

¥ One-hot label corresponding to x{

Iy Cross entropy loss corresponding to x{

o) SoftMax function

My Median value of set L€

of Deviation that denotes by how much the values
of L deviate from u§

I¢) Indicator function

LS o Cut-off loss of set L°
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Set containing loss values smaller than
Lgutoff

Total number of samples to be discarded
from n.

Time taken to forward propagate the first
mini batch of images on IoT edge device
Time taken to forward propagate a mini
batch of images on IoT edge device after
first mini batch

Label string format

Feature map tensor at index n of feature
maps of a mini batch

Depth of feature map tensor of FM,,
Width of feature map tensor of FM,,
Height of feature map tensor of FM,,

Size of FM,,

Incremental training round ¢

Output of feature extractor of sample x
belonging to incremental training round ¢
Set of all features at every incremental
training round up until round ¢

Operating System

Random Access Memory

Parameters of layer / of the classifier the on
cloud before training

Parameters of layer / of the classifier on the
cloud after training

Differences of values of parameters
! l
between Cupdel and C,y

Sorted values of Céiff in ascending order
Acceptable training accuracy loss
Training accuracy of the trained classifier
on the cloud

Number of quantiles

List of thresholds of layer [ of the classifier
on the cloud

Parameters of layer / of the temporary
model

Parameters of layer [ of the temporary
classifier in a list holding every temporary
model

Training accuracy of Cremporary

Useful weights of layer [ of the trained
classifier on the cloud

Set of useful weights of each layer of
trained classifier on the cloud

Indices corresponding to Wéest

Set of indices corresponding to Whest
String containing feature maps and labels
transmitted from the IoT edge device to the
cloud

String containing Wyeg and Ipeg transmit-
ted from cloud to the IoT edge device

No Sampling

Random Sampling
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ES Entropy Sampling [17]

MTS Median Test Sampling

WRSTS  Wilcoxon Rank Sum Test Sampling
LCS Least Confidence Sampling [17]
DDC Data Discard Counting

Class incremental learning can have many applications.
For example, in social media whereby incremental learning
can be used to learn new contents, behaviors etc.

Instead of a novel Al learning algorithm, the novelty of this
paper is about reducing the transmission load between the IoT
edge device and the cloud without affecting the incremental
learning performance regardless of the model architecture or
the learning hyperparameters. The two main contributions of
this paper are as follows:

« A novel data sampling technique to filter certain training
samples from novel classes on the IoT edge device for
reducing the transmission cost from the edge to the cloud
with a very small effect on the incremental learning
performance.

e An improved version of a novel algorithm [16] for
sending only the useful parameters of a classifier after
training back to the IoT edge device instead of sending
back all the parameters of the classifier.

The rest of this paper is organised as follows: we first dis-
cuss a review of incremental learning approaches in Related
work and Motivation. We then explain about our proposed
system architecture and the working mechanisms in the
Methodology section. Experimental setting explains all the
learning settings used, hyperparameters, and the learning pro-
cedures. In the Results and Discussion section, we show and
discuss our findings, and this is followed by the Conclusion
section and the Future Work section.

Il. RELATED WORK AND MOTIVATION

In the incremental learning context, there are three main
approaches, namely regularisation, rehearsal, and dual mem-
ory system approaches. In the regularisation approach,
the loss function is designed in a way to retain representations
of the old classes, i.e., by not changing the values of the
important parameters much of a given model. In the rehearsal
approach, the focus is on using a mixture of both the old and
new data in appropriate proportions. By using the old data,
the old knowledge is retained.

The incremental classifier and representation learning
(iCaRL) [15] techniques both use rehearsal and regularisation
approaches. This approach uses exemplars of the old classes
together with the new training data for learning and to retain
the old knowledge. Since it is not feasible to continue storing
exemplars of all the old classes every time a task is learnt,
the number of exemplars per class is decreased by selecting a
limited number of exemplars that is closest to their respective
class mean. The downside of this approach is that the greater
the number of classes that are observed, the lesser the number
of exemplars will be available for each old task, and also, [15]
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stores raw images as exemplars which tends to have high
memory demands and may not be feasible for either [oT edge
devices or the cloud. Other researchers have developed an
incremental classifier learning with a generative adversarial
network (GAN) (ICwGAN) [26]. In [26], a similar approach
to iCaRL [15] is used except that instead of using real images
as exemplars, GANs are used to generate images that repli-
cate the original exemplars. Although this approach solves the
issue of privacy, the drawback is the computational overhead
of training and running a GAN. In addition, the system needs
to store the original images as well as a GAN to gener-
ate images and such a process is memory demanding. The
REMIND approach in a neural network that can be used to
prevent catastrophic forgetting [27] is another Convolutional
Neural Network (CNN)-based model that tackles the problem
of catastrophic forgetting using rehearsal. Unlike the prior
work where raw images of the previous classes are stored,
these methods store quantized tensors for rehearsal, which
is less memory demanding. As the model learns incremen-
tally, at the end of each incremental training step, instead
of storing raw images, the images are passed through the
convolutional layers and these output features are quantized
and stored in the memory as exemplars. However, this work
does not address how the model can be distributed between
the cloud and IoT edge devices. Other researchers developed
an Autoencoder-Based Incremental Class Learning without
Retraining on Old Data method [28] which uses an autoen-
coder as a classifier instead of the traditional SoftMax classi-
fication layer. The main reason for this is that when using a
SoftMax layer, neurons must be added to the layer whenever
a new class is encountered. By using an autoencoder, this
issue can be avoided. For classification, the mean of the
feature maps of the respective classes is stored as code vectors
thus reducing memory and computation cost. However, this
work requires base training. Base training is conducted when
the model is trained on a few initial classes, and only after
this stage, the incremental learning begins. Synaptic intelli-
gence [29] or Memory aware synapses [30] loss methods are
added to reduce the effect of forgetting.

Federated learning [31], [32] is a new upcoming area of
research in decentralized training in an edge-cloud setting i.e.,
there is a common shared model that is trained on millions
of IoT devices using the local data that is present on the
device itself. The updated model is then sent to the cloud for
global model aggregation. This work greatly reduces commu-
nication with the cloud and ensures data privacy by training
models on IoT edge devices. This method only transmits the
encrypted updated model to the cloud instead of sending the
data to the cloud. However, there are several drawbacks if
this work is applied in the incremental learning context. First,
the training time taken on the edge devices to learn patterns
from high dimensional data such as images is very long.
It is reported in [33] that for a simple dataset such as the
Canadian Institute For Advanced Research (CIFAR)-10 [34],
it takes 8 hours 41 minutes to train a MobileNets [35] model
for one epoch on a Raspberry Pi. Moreover, Raspberry Pi is
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considered a high-end IoT device but if the same model is
split between the Raspberry Pi and the cloud i.e., some layers
running on the IoT edge device and the remaining layers on
the cloud, then the training time for one epoch is be reduced
to 2.5 hours. Therefore, when dealing with high dimensional
data such as images, local training of the entire model may
not be feasible. Such data requires sheer processing power
for training which can only be fulfilled by powerful hardware
such as the graphics processing unit (GPU)s which generally
reside on the cloud.

A common technique to accelerate training of deep neural
networks without degrading accuracy is by discarding data
samples that have very low loss values after a number of
training epochs where the loss values of such samples do
not decrease further [36]—[38]. This is because once the loss
values of certain samples do not decrease, it means the model
already understands such samples very well, and thus training
is accelerated by focusing on samples that have high loss val-
ues that are yet to be understood by the model. However, such
approaches can only perform the data sampling after model
training begins, whereas we aim to perform data sampling
before training starts. Another way to perform data sampling
is by eliminating redundant images from a given dataset [39].
The downside of this approach is the slow computational
speed because every image has to be compared with every
image in the dataset to find out all the dissimilarities.
When training support vector machines (SVM) on large-scale
datasets, pre-selecting support vectors is a solution to acceler-
ate SVM training [40], techniques include using genetic algo-
rithms [41], clustering to select scattered samples because
samples that are densely clustered are deemed redundant [42],
enclosing samples in a convex hull and selecting boundary
points [43], [44]. However, our work focuses on pre-selecting
data for reducing the number of samples being transmitted to
the cloud and accelerating neural network training.

Active learning [17] also has several query strategies that
are used to select samples based on a given criteria, for
example, samples with least confidence, highest loss, highest
expected model change, etc. However, these methods do not
mention how many such samples should be selected from a
given data distribution in a way such that the selected data
samples can still yield nearly the same learning performance
if trained on a given model as compared to using all of the
data distribution.

The FitCNN [16] approach proposes a cloud-assisted
framework to run deep learning models on IoT devices. The
method proposes two main strategies as follows: firstly, a data
sampling algorithm i.e., to reduce data transmission to the
cloud during incremental learning and secondly, to select
useful weights of the new model trained on the cloud and
to update the old model on the 10T edge device only based
on these useful weights. To reduce the amount of data trans-
mission to the cloud, a CNN runs inference on the IoT edge
device and only sends the samples to the cloud for further
learning [45]-[47] if the confidence of the samples is less than
a certain threshold value. To keep the CNN model on the IoT
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devices up to date, after carrying out model training on the
cloud, a weight difference is computed between the trained
model and the old model. The weight difference is then used
to select which updated parameters of the model should be
sent back to the IoT edge device.

In general, FitCNN [16] is the most closely related work
to ours except that [16] is a single task incremental learning
system i.e. the model learns examples of the same class
in an incremental learning manner. Our method is a mul-
titask incremental learning system i.e., learning completely
new classes incrementally. That is why it is of paramount
importance to have efficient data streaming techniques in
place for the multi-task incremental learning scenarios. Next,
the parameters of the trained model on the cloud must
also be transmitted back to the IoT edge device effectively.
FitCNN [16] has already achieved this by sending back only
the important parameters. We propose to improve this algo-
rithm by finding the important parameters much faster.

ill. METHODOLOGY

Fig. 1 shows our system flow chart. The design is capable of
running on multiple IoT edge devices. The blocks highlighted
in Fig.1 are our contributions. To explain the methodology
from a high-level perspective, an ImageNet [48] pre-trained
feature extractor is run on the IoT edge device along with
a classifier. The classifier on the IoT edge device, however,
is used only for inference. The training of the classifier
takes place on the cloud. The weights associated with the
newly added neurons in the SoftMax layer of the classi-
fier are randomly initialized on both the IoT edge device
and the cloud for the new classes to be learnt. The learn-
ing rate of the feature extractor is set to O i.e., the CNN
feature extractor layers are frozen. This indicates that the
feature extractor parameters will not be modified any further
and implies that once backpropagation takes place on the
cloud, there is no need to transmit the gradients back to the
IoT edge device.

At every incremental training round, n number of classes
are trained together at a time. Data sampling takes place
per class therefore, all samples in each class are forward
propagated through the model to obtain the loss values of
all the samples. The samples with very low loss values with
respect to the losses of training samples are counted on the
IoT edge device based on which data sampling takes place.
After forward propagating the selected samples through the
feature extractor of the CNN, the output feature maps of
the selected samples are converted from tensor to a string
format and stored on the IoT edge device. As the tensor
converted strings are stored on the IoT edge device, RAM
consumption increases which can slow down the process-
ing on the IoT edge device, and as soon as a slowdown is
detected, the tensor strings are transmitted to the cloud via the
Transmission Control Protocol (TCP/IP). Otherwise, trans-
mission takes place once data sampling has been performed
for a given class. The cloud listens for the incoming data
streams and converts the strings into tensor feature maps and
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FIGURE 1. Our proposed system flow chart. Incremental learning system partitioned between an loT edge device and the cloud.

saves them. The training on the cloud only starts once all
the classes belonging to an incremental training round have
arrived. As new classes are sent to the cloud for training, if
an imbalanced dataset is detected then the minority classes
are oversampled using the Synthetic Minority Over-sampling
Technique (SMOTE) [49]. The features of all the previous
classes are used as exemplars for incremental learning. So,
when learning new tasks, all the features of the previous
classes are used together with the features of the current
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samples belonging to the new classes to train the classifier
on the cloud.

Once all of the data of a particular incremental training
round has been sent to the cloud, all the tensor feature maps on
the cloud are used to train the classifier. During the classifier
training on the cloud, the only part of the classifier that
changes dynamically is the SoftMax classification layer on
the cloud i.e., new neurons are added to the SoftMax layer
based on the number of new tasks to be learnt after every
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incremental training round. Once the classifier is trained,
weight extraction is performed whereby only the useful
weights of the trained model are chosen to be transmitted
back to the IoT edge device. Together with the useful weights,
the indices of the useful weights are also transmitted to the
IoT edge device. These indices denote the exact connections
of the classifier at the IoT edge device that must be updated
with the useful weights received from the cloud.

A. DATA SAMPLING FROM NOVEL CLASSES ON AN IOT
EDGE DEVICE

The objective of data sampling is to discard certain samples
on the [oT edge device and to reduce the communication load,
in exchange for a very small difference in the incremental
learning performance. This can improve the efficiency of a
deep learning model partitioned between the cloud and an
IoT edge device while retaining the incremental learning
performance. Although data sampling may result in slight
accuracy changes, we found that a 3% difference in classi-
fication accuracy is acceptable. This is because when a given
deep learning model is trained on separate occasions with
the same hyperparameters and model architecture, the model
will yield slightly different classification accuracies. This is
due to the random initialization of the model weights. So,
because of this natural stochastic property of neural network
training in which slightly different classification accuracies
are yielded every time a model is run, a slight difference in
accuracy should also be acceptable due to data sampling on
the IoT edge device. The size of the test dataset can also
vary for different datasets. Consequently, incremental learn-
ing performance can also vary with respect to data sampling.
This is why we choose a margin of 3% for classification
accuracies obtained after data sampling as compared to no
data sampling.

Here, we propose our Data Discard Counting (DDC) algo-
rithm. Let ¢ be the class index of the current class being
processed, n. be the number of samples in each class thus the
number of losses of all samples in class c is also n.. Consider
a set L¢ which contains all the losses for all the samples in the
current training class, such that L € {[g, I{, I3, ... lflc} where
L¢ is sorted in ascending order. L€ is computed using the
cross-entropy loss function and p is the median of the losses
of n. samples. In our method, we use a pre-trained feature
extractor with a single layer neural network whose weights
are completely randomly initialized for data sampling. The
formulas used to discard training samples at the IoT edge
device are described one step at a time below.

If=- Zj 09); - log (p(W'x{ + b)), M

In (1), the cross-entropy values of incoming samples are
calculated as the first step of our DDC algorithm where x{ is
the feature map i of class ¢ coming into the SoftMax layer,
y§ is the one-hot label corresponding to x{. W’ and b’ are
the weights and biases of the new randomly initialized n
neurons in the SoftMax layer on the IoT edge device where n
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is the new number of classes to be learnt. ¢ () is the SoftMax
function. j is the index of the newly added neurons (in the
SoftMax layer). [ is the loss of the sample i of set L°.

S U — up)?

ne

oy = )

In (2) we propose the term oy that denotes by how much
the metrics [{ differ from the median (1} ) of the distribution
of the set L€ of class c. We use the median value instead of
the mean in order to protect our DDC algorithm from skewed
entropy values in L. For example, a skewed value can be an
extremely high entropy value in L¢ that would largely affect
the mean value of L¢. This could greatly increase the value
of LS, in (3) which would lead to an extremely high data
sampling rate and thus affecting the learning performance of
the model on the cloud. However, the median of L¢ does not
get affected by such skewed values. As a result, the data sam-
pling rate remains stable as per (3) and (4). This is the second
step of our DDC algorithm.

e A I(jug—1f] < of)), Ix)=1,i>0
cutoft ™ ) ge, I(*) =0,i=0

3)

In (3), I(-) is the indicator function whose output is 1 if
the condition inside the indicator function is true or else the
output is 0. The term L{, g is the cut-off loss which also
tells us about the number of samples with low loss values
with respect to the training distribution. Determining the
value of LS, . is the third step of our DDC algorithm. The
total number of samples to be discarded from class ¢ () is
expressed in (4) which is the final step of our DDC algorithm.

In (4), let V¢ be a set containing all loss values smaller than

LC
¢ = Zlevc 1 4)

cutoff”

In (3), if the distance between the low loss values in L€ and
uj is smaller than o7, then we count all such samples that
satisfy this condition. This process repeats iteratively until a
sample is encountered where the distance between its loss and
the median is greater than the standard deviation which means
the largest loss value in L€ that satisfies (3) is considered to
be the cut off 1oss (LS,s) Loyos 1S then used to count the
number of samples to be discarded i.e., the number of values
in L€ that have values less than L{ . is denoted by € i.e.,
the number of samples to be discarded.

For each class, the loss distribution L€ is sorted in ascend-
ing order. of denotes how far apart the values in L¢ differ
from MZ in general. However, in such distributions, there
can be values in L whose distance from pf is less than o}
and there can also be values in L¢ whose distance from uj
is greater than o] due to the variations in the images per
class which also means varying entropies of images per class
as well. Images with high loss values can be beneficial for
neural network training, because a high loss value implies a
lot of weights will have to be fine-tuned thus improving the
generality of the model as compared to images with low loss
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values. Images with already low loss values cannot have their
values greatly reduced as compared to images with high loss
values. Hence, we must count the low loss values in L¢ that
vary slightly from u§ with respect to oy which is why (3) has
been designed. By doing so, we can determine the number of
samples to be discarded from a class just before transmission
to the cloud.

B. TRANSMISSION OF DATA TO THE CLOUD

Initially, the IoT edge device has no data. However, during
training, when new class data arrives, such data is forward
propagated through a CNN feature extractor. The output fea-
ture map is then converted to a string format and saved in
a buffer along with its respective label. The same process
is applied to the other incoming mini batches of images.
All the output feature maps of images are concatenated to
a buffer which stores all the tensor converted strings. This
buffer (M..) is what is transmitted to the cloud via the TCP/IP
protocol. The format of M. is shown in (7). The description
of “act” is as follows: "a!" (for data concatenation), "t!" (for
training), "d!" (for process termination).

Along with the feature maps, the associated labels must
also be transmitted to the cloud. Since each feature map has
one unique label (denoted by “lab’ in (5)), let N be the total
number of feature maps and thus the label format is shown
in (5).

labg, = lab,,, lab,y1, ... lab,n 5)

A single feature map will have a depth of one and the same
width (W) and height (H,) as the overall feature map of
an image. The string format of a single feature map can be
expressed as shown in (6).

FM,, = val,, ;, val, iy1, val, iy2, ... val, s, (6)

All values are comma-separated when the feature maps and
the labels are converted to a string and each feature map string
is separated by the character ‘k’. The overall message format
is written as shown in (7).

M,.=D,, Wy, Hy,<labgy >, FM,,, k, . FMy, <act>!  (7)

On the cloud, the incoming stream is accepted, and the
reading operation continues until the end of message char-
acter ‘I’ is detected. Once the end of message character is
detected, the action character (“‘act”) is obtained, and based
on that action, an appropriate process is carried out. For exam-
ple, if the action character is '@’ then tensor concatenation is
carried out, and if the action character is 't then training is
carried out, and if the action character is 'd’ then the program
on the cloud stops executing. At the end of every incremental
training round on the cloud, only the useful weights of the
trained classifier are sent back to the IoT edge device. Upon
receiving this message, the IoT edge device then proceeds
with processing the next batch in the dataset i.e., converting
the images and labels to strings. This process continues until
all the samples in the dataset are processed.
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In (7), the end of message character (“‘act’) is appended
at the end of the tensor converted string because the TCP/IP
protocol is not a message-based protocol but a stream-based
protocol. It means that there is no guarantee that all the
bytes that are transmitted will arrive at the recipient. So,
the recipient must keep listening for the incoming string from
the IoT edge device and only stop reading when the end
of message character ‘!’ is encountered. The character ‘!’ is
always appended at the end of the message, therefore if this
character is encountered, the recipient device knows that all
the transmitted bytes from the sender have been received.

Synchronization between the IoT edge device and the cloud
is ensured by the following steps: firstly, when the IoT
edge device transmits feature maps of the images to the
cloud, the IoT edge device waits for a reply from the cloud.
Secondly, if the reply is not received from the cloud, the IoT
edge device will not carry out any other processes. Thirdly,
the cloud will keep listening for incoming data and will only
proceed once the end of message character is read (‘!').

The amount of memory available in the IoT edge device
hardware is limited and this is a key factor to consider in dis-
tributed processing scenarios. Since we store the CNN feature
extractor output of the input images at the [oT edge device,
this may lead to RAM scarcity which causes a slowdown in
the processing speed. This is because in any modern operating
system (OS), when a program requires more RAM, the OS
will allocate the required memory to that program. However,
when RAM starts to run out, the OS will move some of the
program’s memory to disk. In other words, the OS now needs
to move the data more frequently between disk and RAM,
resulting in a slower response time. For a given deep learning
model, if it is required to store more feature maps on the IoT
edge device, more memory will be consumed with respect to
the number of samples, resulting in a slowdown of the IoT
edge device processing speed. To account for this scenario,
a very simple algorithm is formulated in (8).

K

yes,  (fmpy — fmb,) > 1
no, otherwise

transmit =

®

In (8), the time taken to forward propagate the first mini
batch is recorded (denoted by iy, ). If the difference between
the time taken to process subsequent mini batches (denoted by
Imb,,) and fmp, exceeds one second, it indicates that the pro-
cessing speed of the [oT edge device is slowing down. In such
a scenario, all feature maps, stored on the IoT edge device
thus far, are sent to the cloud and subsequently, the memory
on the IoT edge device will be cleared.

C. INCREMENTAL LEARNING ON THE CLOUD

In our work, only the SoftMax classification layer grows in
size. The number of neurons added to the SoftMax layer at
every incremental training round is equal to the number of
new tasks to be learnt at every training round. Once the feature
extractor outputs are sent from the IoT edge device to the
cloud, these features are saved on the cloud and as the training
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process continues, these features are used as exemplars. The
exemplar set is constructed following (9) below.

E=0X)UP XD UIXi2)U...0Xo) (9

In (9), let X be all the samples of an incremental training
round and @(-) be the output of the CNN feature extractor and
t be the incremental training round. E; is defined as the exem-
plar set at incremental training round ¢ and represents the new
set of samples being fed into the classifier. The new batch of
feature maps and their respective labels are randomly shuffled
after every epoch to maintain the classification accuracy.
Next, the combined feature maps (E;) are passed through the
fully connected layers. During the backpropagation process,
only the fully connected layers are updated (we freeze the
feature extractor layers). This process of training is known as
joint training and is one of the most common techniques to
alleviate catastrophic forgetting.

D. IMPROVED WEIGHT EXTRACTION ALGORITHM

After training the classifier on the cloud, the updated param-
eters of the classifier need to be transmitted back to the IoT
edge device to keep the model on the IoT edge device up
to date. The work in [16] shows that it is not mandatory
for all the weights of a trained model on the cloud to be
transmitted back to the IoT edge device as there are a number
of parameters in a model that do not change after the training
i.e. the difference between the weight value of a connec-
tion in the trained classifier and the pre-trained classifier
is the same. The juicer strategy (proposed in FitCNN [16])
performs useful weight extraction layer by layer. For each
layer, the FitCNN [16] juicer algorithm takes the differ-
ence between the weights of a layer of the trained and the
pre-trained model and divides the weight difference distri-
bution into 30 quantiles to obtain a threshold list. For each
threshold value, if the absolute weight difference between
a classifier’s post-trained weight and pre-trained weight is
greater than the threshold value, then for that particular con-
nection, the post trained weight value will be considered
useful, or else the pre-trained weight value will be consid-
ered useful. A temporary model is then formed that has the
same architecture as the trained model which has a mixture
of useful and non-useful weights. The training accuracy is
then computed on this temporary model. For every thresh-
old value, the constructed temporary model is different in
terms of the number of the useful parameters. Therefore, for
every threshold value, the training accuracy, the number of
useful weights, and the indices of the useful weights of the
temporary model are stored. For a given threshold, as soon
as the difference between the training accuracy of the tem-
porary model and the trained model is greater than the pre-
defined acceptable training accuracy loss, the useful weights
and indices associated with the previous threshold value are
considered useful weights for the layer of the model being
processed. Next, the layer of the trained model being pro-
cessed is frozen, and the next layer of this model undergoes
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the same weight extraction process. This is how the useful
weights of a trained model are extracted in FitCNN [16].

However, in the case of class incremental learning,
the number of negative weight differences can increase with
respect to the training rounds due to catastrophic forgetting.
Fig. 2 shows the frequency distribution of the weight differ-
ences where the x-axis represents the value of the weight
difference and the y value represents the frequency i.e.,
the number of times a specific weight difference occurs.
For example, the points highlighted in the red circles in
Fig. 2 show the number of weight differences whose values
are zero. This means the value of such weights before and
after training remain the same. So, it is not necessary to send
such weights back to the IoT edge device.

As shown in Fig. 2b, if the FitCNN [16] juicer strategy
is used in our problem, the threshold list will contain more
negative threshold values which will simply yield the same
number of useful weights. This is because according to the
FitCNN [16] juicer algorithm, if the absolute value of a
weight difference is greater than a threshold, the correspond-
ing weight of the post trained model will be considered
useful. However, we find that the absolute value of any weight
difference value will always have positive values. Hence,
the condition in line 15 of Algorithm 1 will never be satisfied
if the threshold is negative thus all the weights of the trained
model will be considered useful. Choosing negative threshold
values, therefore, yields a lot of redundancy and is also time-
consuming, especially for class incremental learning. In class
incremental learning, the size of the training dataset can be
very large as new tasks arrive which is why there is a clear
need to extract useful weights using as few thresholds as
possible from the weight difference distribution list.

We propose to sort the weight difference distribution of
each layer in ascending order and use only non-negative
threshold values (line 6 of Algorithm 1) in order to speed
up the process of finding the minimum useful weights of
a trained classifier with negligible training accuracy loss.
Algorithm 1 shows our improved version of the original
FitCNN [16] juicer algorithm. In Algorithm 1, all the weight
matrices are converted into 1-D vectors to make it easier to
work with indexing.

For each layer in the model, the weight differences are
computed between the weights of the layers before and after
training which are then sorted in ascending order. Just like
the FitCNN [16] juicer algorithm, we divide the weight dif-
ference distribution into 30 quantiles. However, we store the
weight difference value at every quantile as a threshold only
if the weight difference value is non-negative. Next, a tempo-
rary model with the same architecture as the classifier on the
cloud is created which has the same parameters as the newly
trained model but if the weight difference of a parameter of
the trained model at a specific index is less than the threshold,
the weight of the pre-trained model will be inserted at the
given index into the temporary model. The accuracy of the
temporary model is computed using the data used to train
the model at the respective incremental training round. If the
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FIGURE 2. Distribution of the weight difference between the classifier on the cloud before and after training when learning (a) the first 10 classes
(b) last 10 classes of the CIFAR-100 [34] dataset with rehearsal (training all samples accumulates so far) using the SqueezeNet [50] model.

difference between the accuracy of the temporary model and
the newly trained model is within Ay, then the process of
finding the useful weights continues using a larger weight
difference threshold value i.e., the next threshold value in
our threshold list. The larger the threshold value, the higher
the chances of the condition in line 15 being satisfied thus
the number of useful weights of a layer decreases, and as a
result, reduces the communication costs when transmitting
only the useful weights of the trained model back to the IoT
edge device.

Once the difference between the accuracy of the temporary
model and the original trained model is greater than Ay, then
the weights of the latest temporary model are considered to
be the final set of useful weights and the iterative process will
stop. Our algorithm reduces the number of iterations needed
to find the useful weights as compared to the FitCNN [16]
juicer algorithm by simply using positive threshold values
of the weight difference distribution. At the same time,
we ensure that the accuracy of the temporary model is similar
to the accuracy of the original trained model. Once the useful
weights are determined for a specific layer in the temporary
model, the parameters of that layer are frozen in order to find
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the useful weights in the next layer of the temporary model
that undergoes the same weight extraction process.

Line 11 in Algorithm 1 is another improvement that we
propose. We first use the maximum value in the threshold list
to find the useful weights and check if the accuracy of the
temporary model is close to the accuracy of the trained model.
We do this because, if this is the case, then there will be no
need to iterate through the entire threshold list to find the
useful weights which further reduces the number of iterations
needed to find the useful weights.

Apart from the useful weights, it is also mandatory to
send the indices of the weights of the trained model back
to the IoT edge device. This is to let the IoT edge device
know which specific connections of a layer of the model
must be updated. Indices are chosen depending on the number
of useful weights. If the useful weights are greater than the
number of non-useful weights, then obviously the number of
indices that indicate the position of the useful weights will be
larger. However, to make the communication more efficient,
if the number of useful weights is greater than the number of
non-useful weights then the indices of the non-useful weights
will be sent back to the IoT edge device. The message format
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Algorithm 1 Our Proposed Improved Juicer Algorithm

Input:  Cypdated> Cold:, ACCEPLys» Aoris ¢
Output: Wyeg and lyeg

1: forl/inL do
2 C(liiff = Clllpdated - Céld

3 sortedC(liiff <« sort (C(Iﬁff)

4: Divider <« lengthofsortedC(lﬁff/q
5: for wyigr in sortedC (lﬁff do

6: if |wgigr| > O then

7 [T!] < wyisr at every divider
8: end if

9: end for

10: max; < Max (TI)

11: T! < Remove max, from the last index of 7! and insert it at the first index of T

12: Ctemporary < Cupdated
13:  for threshold in 7! do
14: for way in Cjy do

est

15: if [wgir| < threshold then

16: Ctlemporary <~ C (l)l 4 at respective index

17: end if

18: end for

19: [CliSttemporary] <~ Ctemporary

20: Agemp < Get Ciemporary accuracy on training data

21: if (Aori - Aremp) > Accepty, then

22: Wéest, Iéest <« ClistfemporaIy at previous index of list, indices of Wé
23: break

24 else if (threshold == max;) then

25: Wéest, Iéest <~ Clist{emporary at current index of list, indices of Wéest
26: break

27: else

28: Wéest, Iéest <« Clistfemporary at current index of list, indices of Wéest
29: end if

30: end for

31t [Whest] < Wl
32 [oest] < Iy,
33: end for

of sending the weights and indices back to the IoT edge device
is expressed in (10) below.

Mee =< Whest >, i, <Ipest >, b, < Birained > <act>!  (10)

Whest 1s converted into a 1-D vector and as shown in (10),
this flattened weight vector is converted into a comma-
separated string. The character ‘i’ denotes that the next
sequence of comma-separated strings is the indices. The
character 'i’ denotes the next sequence of comma-separated
strings are the biases. The term “act” is either the char-
acter 'y’ or 'n’. Character 'y’ indicates that the indices
present in the string are exactly where the weights need
to be assigned in the weight matrix on the IoT edge
device and the character 'n’ indicates that the indices
present in the string are where the updates are not
needed.
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IV. EXPERIMENTAL SETTING
In this section, we conduct experiments to evaluate the
performance of our DDC algorithm in the context of the
incremental learning system shown in Fig. 1. The datasets
used in the experiment are the CIFAR-100 [34] dataset and
the Caltech-UCSD Birds (CUB)-200 [51] dataset. CIFAR-
100 [34] dataset contains RGB images of size 32 x 32 x
3 pixels and has a total of 100 classes with 500 training images
per class and 100 testing images per class. For the CUB-
200 [51] dataset, there are a total of 200 classes where the
number of training and testing images per class is different.
This is an imbalanced dataset and the spatial dimensions of
the images in this dataset are also different i.e., not all the
samples have the same width and height.

Before the incremental training begins, we randomly ini-
tialize our SoftMax layer with n neurons where n is the
number of classes to be learnt per incremental training round.
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For the communication between the IoT edge device and the
cloud, the features are encoded into a utf-8 format and then
transmitted via the TCP/IP protocol. Since the aim of this
work is not representation learning, we use pre-trained CNN
models as feature extractors on the IoT edge device and a
single SoftMax classification layer on the cloud. The number
of neurons in the SoftMax layer increase by n after every
incremental training round.

For CIFAR-100 [34], this dataset contains samples from
100 classes that are shuffled. Therefore, before beginning
incremental training, all of the samples are grouped together
with respect to the label. We use the pre-trained convolutional
layers of both SqueezeNet [50] and ShuffleNet V2 [52] as the
feature extractors. We use the Adam Optimizer [53] together
with the categorical cross-entropy loss function. All the lay-
ers except the SoftMax classification layer use the ReLU
activation function, the fully connected layers use dropout
with a probability of 0.25, and a batch size of 128. However,
for SqueezeNet [50], 70 epochs of training are used per
incremental training round with a learning rate of 0.0001 and
for ShuffleNet V2 [52], 25 epochs of training are used per
incremental training round with a learning rate of 0.001.

The CUB-200 [51] dataset is organized in sub-directories
whereby each sub-directory represents a single class,
therefore we automatically assign an integer label for each
sub-directory. The pre-trained convolutional layers of both
ShuffleNet V2 [52] and SqueezeNet [50] are used as fea-
ture extractors with a single SoftMax classification layer.
We use the Adam Optimizer [53] together with the categorical
cross-entropy loss function. All the layers except the Soft-
Max classification layer use the ReLLU activation function,
the fully connected layers use dropout with a probability
of 0.25, and a batch size of 128. For the CUB-200 [51] dataset,
the images are resized to 90 x 90 x 3 pixels. However, for
SqueezeNet [50], 25 epochs of training are used per incre-
mental training round with a learning rate of 0.0015 whereas,
for ShuffleNet V2 [52], 30 epochs of training are used per
incremental training round with a learning rate of 0.002.

All the accuracies reported in the experiments are the top-
5 accuracies (rounded off to 2 decimal places) on the test
dataset and averaged over executing the respective exper-
iment three times. We choose SqueezeNet [50] and Shuf-
fleNet V2 [52] feature extractors because these models are
lightweight and are specially designed for embedded devices
with resource constraints. The PyTorch [54] library is used
for developing and testing the experiments. The input images
are normalized by converting the RGB images from a range
of 0 to 255 to become 0 to 1. A laptop with an i7 processor
and 8 Gigabytes RAM is used as an edge device. The Google
cloud platform is used as the cloud with the Nvidia Tesla
K80 GPU.

V. RESULTS AND DISCUSSIONS

In this section, we show the results of our DDC and improved
weight extraction on the cloud algorithms, analyze, and dis-
cuss the results. For our DDC algorithm on the IoT edge
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device, we compare our method with three baseline methods:
NS, MTS, and WRSTS. We compare our weight extraction
algorithm with the novel FitCNN [16] weight extraction algo-
rithm. For evaluating our DDC algorithm and the improved
weight extraction algorithm in the class incremental learning
scenario, we test our proposed algorithms by incrementally
learning a different number of classes at a time. This is to
observe the performance of our algorithms under different
learning settings. As learning a different number of classes
at a time also means learning a different number of samples
at a time, we would like to observe the performance of our
DDC algorithm when it learns a different number of samples
at a time. This can give a good insight as to whether the data
sampling algorithms can maintain the classification accuracy
of the model when learning a different number of data sam-
ples per incremental training round. It is important to test
our proposed juicer algorithm under these settings where a
different number of classes are learnt incrementally at a time
because the learning process of a deep learning model varies
with respect to the number of samples. We can also observe
how many useful weights the improved juicer algorithm can
extract when learning a different number of classes at a time.

It is very important to note that though we carry out
data sampling using various methods such as RS, ES [17],
LCS [17], MTS, WRSTS. We apply our DDC algorithm to
RS, ES [17], and LCS [17] and we use NS, MTS, and
WRSTS as the baselines. NS is the upper boundary since it
involves no data sampling at all. The reason why MTS and
WRSTS are also treated as baselines is because they can auto-
matically detect a statistical difference between a selected
data distribution with respect to the overall data distribution
thus naturally becoming data sampling algorithms. MTS and
WRSTS are non-parametric statistical significance tests that
deduce whether there is a significant difference between any
two given data distributions. MTS does this by comparing
the medians of the data distributions and WRSTS does this
by comparing the rank sums of the given data distributions.
This is the reason these statistical tests are also chosen as
baselines. We apply MTS and WRSTS on the loss distribution
of samples obtained in (1) and transmit the samples with high
loss values such that statistically, the distribution of the high
loss samples is minimum in terms of the number of samples
and such that it also represents the overall loss distribution.
For statistical significance, we set the p-value for MTS and
WRSTS at 5%. When applying our DDC algorithm to LCS
[17], we simply replace the loss values in our DDC algorithm
with the SoftMax probabilities of a sample at its given label
index, t¢ samples with the highest SoftMax probabilities are
discarded. When applying our DDC algorithm to ES [17],
¢ samples with the lowest entropies are discarded.

A. EVALUATION OF CIFAR-100

The reason for choosing this dataset is because of the large
number of classes and a relatively large number of images
per class. A large number of classes implies more incremen-
tal training rounds which provides a better testing ground
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TABLE 1. Incrementally learning 10 classes at a time from CIFAR-100 [34] using SqueezeNet [50] and ShuffleNet V2 [52].

Total number of classes trained

10 20 30 40 50 60 70 80 90 100
Classification accuracies when using SqueezeNet [S0] feature extractor (%)
NS 95.40 83.70 78.43 71.45 66.60 64.85 62.56 60.56 58.73 56.72
MTS 94.60 83.45 78.03 71.45 66.56 64.08 62.71 60.24 58.33 56.67
WRSTS 95.40 83.25 78.13 71.33 66.80 64.72 63.09 59.85 58.09 56.60
RS (DDC) 94.20 82.65 77.13 70.75 66.10 64.20 62.11 60.28 57.62 56.30
ES [17] (DDC) 95.70 82.60 76.93 69.50 66.02 63.23 61.04 59.34 57.29 55.28
LCS [17] (DDC) 94.60 81.30 75.80 69.63 65.16 62.93 60.96 59.09 56.74 55.24
Accuracy when using ShuffleNet V2 [52] feature extractor (%)
NS 94.70 85.20 80.17 75.70 71.86 69.50 68.14 66.35 64.73 62.78
MTS 94.40 84.30 79.97 75.10 71.42 68.53 67.53 65.50 63.94 62.41
WRSTS 94.70 84.85 80.30 75.58 71.76 69.07 67.70 65.76 64.10 62.33
RS (DDC) 94.50 84.65 79.87 74.60 71.20 69.07 67.43 65.36 64.03 62.55
ES [17] (DDC) 94.60 83.85 79.13 73.70 70.40 67.70 66.49 64.60 63.19 61.61
LCS [17] (DDC) 93.90 83.05 78.70 74.10 70.54 67.97 66.76 65.06 63.24 61.56
TABLE 2. Incrementally learning 20 classes at a time from CIFAR-100 [34] using SqueezeNet [50] and ShuffleNet V2 [52].
Total number of classes trained
20 40 60 80 100
Classification accuracies when using SqueezeNet [50] feature extractor (%)

NS 83.80 71.67 65.23 60.99 56.94

MTS 83.05 71.35 64.22 60.32 56.64

WRSTS 83.45 71.65 64.63 60.79 56.63

RS (DDC) 83.25 71.25 64.47 60.45 56.39

ES [17] (DDC) 83.50 71.15 63.33 59.04 55.26

LCS [17] (DDC) 81.20 68.98 62.82 58.43 54.74

Classification accuracies when using ShuffleNet V2 [52] feature extractor (%)

NS 84.60 74.98 69.03 65.85 63.06

MTS 83.85 74.20 68.38 65.30 62.32

WRSTS 84.35 74.65 68.73 65.48 62.65

RS (DDC) 84.15 74.08 68.47 65.09 62.27

ES [17] (DDC) 83.55 73.38 67.25 64.30 61.30

LCS [17] (DDC) 83.45 73.40 67.18 64.13 61.40

for our DDC algorithm to see whether incremental learning
performance can be retained at every incremental training
round.

To test our DDC algorithm, we train our model by learn-
ing a different number of classes incrementally i.e. train-
ing 10 and 20 classes incrementally on CIFAR-100 [34].
By applying our DDC algorithm to RS, ES [17], and
LCS [17], it can be seen from Table 1 and Table 2 that for
each incremental training round, the classification accuracies
obtained is less than 3% irrespective of the data sampling
method with respect to the accuracies obtained without any
data sampling. This shows that our DDC algorithm can
be successfully integrated with various data sampling tech-
niques, resulting in the transmission of less samples to the
cloud and still retain the model performance with respect to
no data sampling. Fig. 3 shows the other performances of
incremental learning under various data sampling techniques
such as the number of samples transmitted to the cloud,
the training time on the cloud, the number of useful weights
extracted from the classifier, and the number of iterations
needed to find the useful weights.
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From Fig. 3, all data sampling methods result in a smaller
number of samples being transmitted to the cloud and a faster
training time on the cloud as compared to NS. The WRSTS
method appears to be sending more samples to the cloud as
compared to other data sampling techniques indicating that
this method is able to quickly detect a statistical significance
difference between the overall loss distribution and the dis-
tribution of the losses whose associated samples are to be
transmitted to the cloud. Such quick detection of statistical
significance difference is undesirable in such cases because
we can clearly see that using other data sampling methods
results in fewer samples being transmitted to the cloud as
compared to WRSTS while the model performance is similar
to that of the accuracies obtained using NS.

It can be noted that learning 10 classes at a time takes
more time than learning 20 classes at a time on the cloud
because the more the number of classes to be learnt at a
time, the more the number of rehearsals needed for incre-
mental learning thus the overall training time on the cloud
increases. As Fig. 3c and Fig. 3d show, the cloud training
time is faster after data sampling is performed at the IoT edge
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FIGURE 3. Total samples transmitted to the cloud (a) using SqueezeNet [50] (b) using ShuffleNet V2 [52]. The cloud training time (c) using features
from SqueezeNet [50] (d) using features from ShuffleNet V2 [52]. Total iterations needed to find useful parameters of the classifier (e) using classifier
associated with SqueezeNet [50] (f) using classifier associated with ShuffleNet V2 [52]. Total useful parameters received by the loT edge device from
(8) using classifier associated with SqueezeNet [50] (h) using classifier associated with ShuffleNet V2 [52]. Evaluation of CIFAR-100 [34] dataset on
SqueezeNet [50] and ShuffleNet V2 [52] using the following data sampling techniques: NS, RS (DDC), ES [17] (DDC), LCS [17] (DDC), MTS, WRSTS.

device because not all samples have been transmitted to the For the improved juicer algorithm that we propose,
cloud. The classifier residing on the cloud is trained on lesser the number of useful weights we extract from the classifier is
data samples when data sampling is applied at the IoT edge the same as that of FitCNN [16]. However, the main improve-
device. ment is in the number of iterations needed to find the useful

29192 VOLUME 9, 2021



S. Dube et al.: Novel Approach of IoT Stream Sampling and Model Update on the loT Edge Device

IEEE Access

TABLE 3. Incrementally learning 40 classes at a time from CUB-200 [51] using SqueezeNet [50] and ShuffleNet V2 [52].

Total number of classes trained

40 80 120 160 200

Classification accuracies when using SqueezeNet [50] feature extractor (%)
NS 58.49 43.85 36.68 31.53 27.77
MTS 51.15 37.81 29.44 23.59 20.90
WRSTS 56.84 42.53 33.59 29.90 25.60
RS (DDC) 57.39 42.71 36.53 29.00 27.53
ES [17] (DDC) 57.85 43.01 35.19 30.03 28.30
LCS [17] (DDC) 57.66 42.88 34.87 30.49 27.29

Classification accuracies when using ShuffleNet V2 [52] feature extractor (%)

NS 71.99 59.94 49.26 41.98 37.15

MTS 63.73 49.85 39.16 32.85 28.46
WRSTS 69.15 55.58 43.95 37.45 33.26

RS (DDC) 71.63 57.68 47.33 40.29 35.30
ES [17] (DDC) 69.77 57.21 46.75 39.42 35.15
LCS [17] (DDC) 69.97 56.59 46.75 39.18 34.82

weights. The original FitCNN [16] juicer algorithm requires
30 iterations after every training round i.e. using 30 threshold
values to find the best set of weights that represent the trained
model which can be sent to the IoT edge device. In all the
cases, we reduce the number of iterations required to find the
best set of weights by at least 75% which greatly reduces the
computational cost on the cloud required to find the useful
set of weights. Since the classification accuracies at every
incremental training round are less than 3% after applying
the juicer algorithm, this suggests that not all the parameters
learnt after training are useful.

B. EVALUATION OF CUB-200

We choose to test our proposed algorithms on this dataset
because it has a much smaller number of samples per class
as compared to CIFAR-100 [34] but with twice as many total
classes as CIFAR-100 [34]. Performing data sampling is very
challenging if the number of samples per class is small, for
example, discarding 2 samples out of 100 samples reduces
the sample size by only 2% but discarding 2 samples out
of 10 samples reduces the sample size by 20% which is
why it is very critical to test our DDC algorithm on small
scale datasets. We test our algorithms under two settings
i.e., learning 40 and 50 classes at a time. This is done to
observe the performance of our algorithms when learning a
large number of classes at a time.

For data sampling, it is important to note the size of image
features, for example, when using the SqueezeNet [50] fea-
ture extractor, its output has a dimension of 3 x 3 x 512 when
the size of the input image is 90 x 90 x 3. However, the size
of the output feature map of ShuffleNet V2 [52] is 1024 x
3 x 3, when the input image size is 90 x 90 x 3. The
ShuffleNet V2 [52] feature extractor output size is 2 times
greater than the SqueezeNet [50] feature extractor output size
in this case. The reason why we emphasize this is because
even if the data sampling rate is very low at the IoT edge
device, the transmission cost reduced can still be high given
that the size of the feature maps obtained is very large either
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due to the CNN feature extractor architectural design and/or
a higher image resolution. This shows the importance of data
sampling at the IoT edge device for a large output feature map
size and/or dealing with very high dimensional data.

To transmit data over TCP/IP protocol, the data must be
converted to a byte stream. Moreover, since deep learning sys-
tems work with high precision floating-point numbers, each
value in the feature map can contain many decimal places. For
example, if the value at a given index of a single feature map
is 0.462134632, then this value is worth 11 bytes. Therefore,
the size of the data to be sent to the cloud increases in
proportion to the precision of floating-point values. Similarly,
when a high dimensional feature map is converted to a byte
stream, this will need a huge amount of data to be transmitted.
Hence, it becomes more important to reduce communication
costs in an edge-to-cloud IoT context.

It can be seen from Table 3 and Table 4 that using MTS
and WRSTS results in a severe model performance degrada-
tion in terms of the classification accuracies at every incre-
mental training round. This implies that when using such
non-parametric data sampling techniques, a lot of images
per class are discarded at the IoT edge device as evident
from Fig. 4a and Fig. 4b, leading to very few samples being
transmitted to the cloud which also results in a smaller cloud
training time as compared to other data sampling algorithms.
When using the MTS method, by the time this test detects a
significant difference between the means of the selected sam-
ples with respect to the total number of samples per class, a lot
of samples have already been discarded. The same applies for
WRSTS in which case a lot of samples already get discarded
by the time the test finds a significant difference between
the filtered samples and the overall dataset. This is very well
because of the small number of images per class. Given the
fact that the classification accuracies obtained when using
the MTS method are extremely low, it means that WRSTS is
faster at detecting statistical differences between the entropies
of samples to be transmitted as compared to the entropies of
all the samples. However, both of these non-parametric data
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TABLE 4. Incrementally learning 50 classes at a time from CUB-200 [51] using SqueezeNet [50] and ShuffleNet V2 [52].

Total number of classes trained

50 100 150 200

Classification accuracies when using SqueezeNet [50] feature extractor (%)
NS 53.42 42.81 34.15 27.48
MTS 47.08 33.98 27.21 21.36
WRSTS 52.05 38.95 29.73 2547
RS (DDC) 55.72 40.24 32.01 27.53
ES [17] (DDC) 54.64 41.23 31.28 26.96
LCS [17] (DDC) 51.48 37.93 29.06 27.89

Classification accuracies when using ShuffleNet V2 [52] feature extractor (%)

NS 68.97 56.60 4452 38.43

MTS 61.12 46.48 34.94 28.67
WRSTS 65.51 51.45 4021 34.25

RS (DDC) 6739 54.12 4227 36.79
ES [17] (DDC) 67.10 53.12 41.65 36.03
LCS [17] (DDC) 66.16 53.10 42.00 35.75

sampling methods fail to retain classification accuracies with
respect to NS. This shows that a very high data sampling rate
at the IoT edge device can lead to a very fast training time but
at the expense of severe model performance degradation.

On the contrary, when our DDC algorithm is extended
to RS, ES [17], and LCS [17] data sampling methods,
the training time of the classifier on the cloud is nearly the
same because the number of samples transmitted to the cloud
is also very similar for each of these methods as evident
from Fig. 4a, Fig. 4b, Fig. 4c, and Fig. 4d. Table 3 and
Table 4 show that the accuracy difference between NS and
DDC is within 3% at every incremental training round with
the exception of LCS [17] (DDC). When using LCS [17]
(DDC), at certain incremental training rounds, the classifica-
tion accuracies are less than 3%. LCS [17] uses SoftMax
probabilities for data sampling, however, the results show
that SoftMax probabilities of novel samples cannot be used
as a basis for data sampling as it leads to a larger amount
of catastrophic forgetting with respect to NS as compared to
RS (DDC) and ES [17] (DDC).

For the improved juicer algorithm that we propose, we can
again observe from Fig. 4e, Fig. 4f, Fig. 4g, and Fig. 4h
that our juicer algorithm is able to find the same number of
useful weights as FitCNN [16] juicer algorithm but using a lot
fewer iterations. Our algorithm is able to reduce the number
of iterations needed to find the useful weights of the trained
classifier on the cloud by up to 71%.

C. OVERALL DISCUSSION

Firstly, because of the random initialization of weights in
deep learning models, there is no guarantee that the classifi-
cation accuracies that are obtained after incremental learning
will be the same if the training is repeated despite having
no changes in the input dataset and the hyperparameters.
This is the reason why the classification accuracies, number
of samples discarded at the IoT edge, cloud training time
also vary slightly whenever the same experiments are run.
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To observe objectively, all the experiments are carried out
three times.

For data sampling, we can immediately conclude that out
of all the data sampling algorithms we evaluated, WRSTS
and MTS are not suitable data sampling methods because
they lead to a huge amount of catastrophic forgetting when
evaluated on the CUB-200 [51] dataset. This shows that
these non-parametric tests are not able to detect a statistical
significance difference fast enough between the entropies of
the samples to be transmitted to the cloud with respect to the
entropies of all the samples. This is why a lot of samples per
class are discarded at the IoT edge device which affects the
incremental learning process. Furthermore, when evaluating
the CIFAR-100 [34] dataset, using WRSTS leads to the worst
data sampling performance as a lot of samples are transmitted
to the cloud as compared to other data sampling methods.

In order to find the best data sampling algorithm out of RS
(DDC), ES [17] (DDC), and LCS [17] (DDC), we compute
how much the classification accuracies obtained with DDC
deviate from the classification accuracies obtained with NS.
Atevery incremental training round, we compute the standard
deviation of the classification accuracies obtained with NS
and DDC after which we average all of the standard devia-
tions. Table 5 shows the results.

It can be noted that the majority of the least amount of stan-
dard deviations in the classification accuracies are obtained
when using RS (DDC). Therefore, we can conclude that
RS (DDC) is the best data sampling algorithm. In LCS [17]
(DDC), ¢ samples with the highest SoftMax probabilities
are discarded, in ES [17] (DDC), t¢ samples with the lowest
entropies are discarded and in RS (DDC), t¢ samples are dis-
carded randomly. The reason why RS (DDC) performs better
than ES [17] (DDC) and LCS [17] (DDC) is that after every
incremental training round, when new neurons are added to
the SoftMax layer in our classifier on the cloud, the weights
associated with these new neurons are randomly initialized.
Furthermore, due to the stochastic nature of neural networks,
there is no guarantee that the initial entropies of all samples
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FIGURE 4. Total samples transmitted to the cloud (a) using SqueezeNet [50] (b) using ShuffleNet V2 [52]. The cloud training time (c) using features
from SqueezeNet [50] (d) using features from ShuffleNet V2 [52]. Total iterations needed to find useful parameters of the classifier (e) using classifier
associated with SqueezeNet [50] (f) using classifier associated with ShuffleNet V2 [52]. Total useful parameters received by the loT edge device from
(g) using classifier associated with SqueezeNet [50] (h) using classifier associated with ShuffleNet V2 [52]. Evaluation of CUB-200 [51] dataset on
SqueezeNet [50] and ShuffleNet V2 [52] using the following data sampling techniques: NS, RS (DDC), ES [17] (DDC), LCS [17] (DDC), MTS, WRSTS.

will reduce in magnitude after training. A number of samples
can end up with higher entropy values as compared to their
respective initial loss values thus affecting the performance of
the model as evident from Table 5. The same concept applies
to SoftMax probabilities thus the low accuracies which lead to
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higher standard deviations from NS as evident from Table 5.
In order to prevent such samples to affect the model training
on the cloud, novel samples must be discarded randomly
because this reduces the probability of letting such samples
affect the incremental training process.
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TABLE 5. Standard deviation of the classification accuracies obtained via data sampling (DDC) and without data sampling.

Dataset Model Classes Learnt at a time RS (DDC) (%) ES [17] (DDC) (%) LCS [17] (DDC) (%)
SqueezeNet [50] 10 0.54 0.90 1.24
ShuffleNet V2 [52] 10 0.42 0.98 1.01
CIFAR-100 [34]
SqueezeNet [50] 20 0.40 0.90 1.76
ShuffleNet V2 [52] 20 0.49 1.09 1.13
SqueezeNet [50] 40 0.73 0.71 0.73
ShuffleNet V2 [52] 40 1.15 1.70 1.84
CUB-200 [51]
SqueezeNet [50] 50 1.25 1.88 2.18
ShuffleNet V2 [52] 50 1.41 1.88 2.03

TABLE 6. Effectiveness of RS (DDC) in maintaining classification accuracies while reducing data sampling rate and training time on the cloud.

Standard deviation of Reduction in the

Reduction in training

Dataset Model Classes learnt at a time classification samples transmitted .
. time on the cloud (%)
accuracies (%) (%)
SqueezeNet [50] 10 0.54 15.83 13.52
ShuffleNet V2 [52] 10 0.42 18.42 17.33
CIFAR-100 [34]
SqueezeNet [50] 20 0.40 14.53 10.76
ShuffleNet V2 [52] 20 0.49 18.10 19.21
SqueezeNet [50] 40 0.73 14.83 11.36
ShuffleNet V2 [52] 40 1.15 14.59 12.42
CUB-200 [51]
SqueezeNet [50] 50 1.25 14.72 1422
ShuffleNet V2 [52] 50 1.41 14.79 14.83

The central part of our DDC algorithm is the formulation
shown in (3). If we observe and analyze (3) more closely,
we are trying to find the maximum entropy value (LS ) in
L€ such that all the entropies smaller than L¢ i differ from
the median of L° by a magnitude that is even smaller than
the general deviation of all entropies in L¢ from the median
of L¢. This theoretically means that the total number of
samples with entropy values that satisfy (3) are samples with
entropies that hardly differ from the median of L¢ and such
samples do not largely help neural networks generalize the
data distribution they belong to [37,38]. The results obtained
in Table 5 and Table 6 support our theory.

Even though we claim RS (DDC) is the best data sampling
algorithm out of all the data sampling algorithms we used,
we must still test the effectiveness of RS (DDC). An effective
data sampling algorithm is able to retain a model’s learning
performance while improving the model training time and
reducing the number of samples being transmitted to the
cloud. Table 6 shows the standard deviation of the classifica-
tion accuracies obtained with RS (DDC) from NS, the reduc-
tion in the number of samples transmitted to the cloud, and
the reduction in the training time on the cloud.

It can be seen that when evaluating CIFAR-100 [34],
the standard deviation of the classification accuracies after
applying DDC is within 1%, the reduction in the number
of samples being transmitted to the cloud is greater than
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14% and the reduction in the classifier training time on the
cloud is greater than 10%. When evaluating CUB-200 [51],
the standard deviation of the classification accuracies after
applying DDC is within 1.5%, the reduction in the number
of samples being transmitted to the cloud is greater than 14%
and the reduction in the classifier training time on the cloud is
greater than 11%. This proves that after applying RS (DDC),
the changes in the classification accuracies are very small
as compared to NS whereas the reduction in the classifier
training time on the cloud and the transmission cost is huge.

The objective of the juicer algorithm is to send only
the most useful weights of the trained model on the cloud
back to the IoT edge device. The juicer algorithm requires
only one hyperparameter and that is the acceptable accuracy
loss(Accept,,,)- The goal is to minimize the number of use-
ful weights of a trained model on the cloud that must be
transmitted back to the IoT edge device. However, we must
also ensure that the training accuracy of the model on the
cloud is not affected due to weight extraction which is why
Accept,, 15 a required hyperparameter. Accept, is set to
0.25 in the FitCNN [16] juicer algorithm and also in our juicer
algorithm (Algorithm 1). As mentioned earlier, the number
of useful weights that our improved juicer algorithm is able
to extract is the same as the FitCNN [16] juicer algorithm.
However, we reduce the number of iterations needed to find
the useful weights of the classifier after every incremental
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training round. Our improved juicer algorithm can loosely
be compared to the early stopping strategy used in neural
networks. In early stopping, model training is stopped as
soon as the validation error starts increasing, similarly, our
improved juicer algorithm will stop the iterative process of
using different threshold values to find the useful weights as
soon as the accuracy of the temporary model falls outside the
acceptable accuracy limit. Hence, our approach uses much
fewer iterations to find the useful weights of the trained model
on the cloud.

Results show that our weight extractor algorithm greatly
speeds up the process of finding the useful parameters of
a trained model as compared to the weight extractor algo-
rithm presented in [16]. We achieve this speedup by mod-
ifying the original FitCNN [16] algorithm by sorting the
weight differences between the trained model and the tem-
porary model in ascending order and using only positive
weight differences as thresholds for determining the useful
parameters.

VI. CONCLUSION

In this paper, we present two main contributions. Firstly, by
performing data sampling on an IoT edge device in a class
incremental learning scenario and secondly, by efficiently
finding specific useful weights in a trained model on the cloud
to be sent back to the IoT edge device. Both the contributions
reduce the communication costs between the IoT edge device
and the cloud.

After an extensive set of experiments, we show that our
proposed DDC algorithm is able to perform data sampling
at the IoT edge device and is able to retain the learning per-
formance whereby the classification accuracy that we obtain
at every incremental training round is within 3% compared
to the baseline method (no data sampling) at every incre-
mental training round irrespective of the dataset, CNN, fully
connected layers based classifier, hyperparameters, and the
number of classes being learnt incrementally. From the results
obtained, we conclude that applying our DDC algorithm to
RS is the most consistent method compared to all the data
sampling algorithms we used for our experiments. RS (DDC)
always reduces the transmission cost from the IoT edge
device to the cloud and leads to a faster training time on
the cloud while maintaining the class incremental learning
performance.

We also propose an algorithm for extracting only the useful
weights of a trained model to be sent back to the IoT edge
device in an effort to reduce the transmission cost. Our weight
extraction algorithm is able to extract the same number of
weights as FitCNN [16] but our work improves the efficiency
of the original juicer algorithm [16] and manages to reduce
the workload on the cloud in terms of the total iterations
needed for finding the useful weights by at least 75% when
evaluating CIFAR-100 [34] on both SqueezeNet [50] and
ShuffleNet V2 [52] and by at least 71% when evaluating
CUB-200 [51] on both SqueezeNet [S50] and ShuffleNet
V2 [52].
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VII. FUTURE WORK

There are a number of advancements that can be made as an
extension to this work such as having multiple [oT devices in
which case the cloud needs to sync the overall learning mech-
anism across several devices. Coming up with a novel cost
function that can incrementally place importance on certain
classes with respect to the imbalance can be another useful
idea because this will eliminate the need for oversampling
of underrepresented classes. Another main advancement that
can be made is to design an algorithm for IoT edge device
such that they can automatically assign labels for the new
incoming classes.

We would like to stress that the number of samples we
discard at the IoT edge device is not the optimal number of
samples that can be discarded before training, we believe that
to reap the full benefits of data sampling, a certain number of
samples can be discarded at the IoT edge device in an effort to
reduce both the transmission cost and the cloud training cost.
However, certain samples out of the transmitted samples must
be sent and discarded on the cloud during training.

Although our DDC algorithm is able to largely retain incre-
mental learning classification accuracies while greatly reduc-
ing data transmission costs and training time on the cloud,
we understand that some researchers would prefer control
over the trade-off between the classification accuracies and
the data transmission rate depending on their applications.
In order to do so, our DDC algorithm can easily be re-used by
multiplying the term in (4) with a hyperparameter w as shown
in (11) below.

v= Lw ' (Zlch I)J (D

The hyperparameter @ should be in the range 0 and 1. The
term |-| is known as the floor function which is used to
round-off a floating-point number to the greatest integer less
than or equal to the floating-point number, the floor function
is required because w can represent a floating-point number.
When w is 0, no data sampling takes place, however, when the
value of w starts to increase, the magnitude of data sampling
also increases with a small deviation in the classification
accuracies starting to become evident. Therefore, researchers
can tweak the value of w to control the trade-off between
the data sampling rate and the deviation in the incremental
learning classification accuracies as per their applications.

A shortcoming of our weight extraction algorithm is that
this algorithm must be run on very powerful hardware accel-
erators. Our weight extraction algorithm computes the train-
ing accuracy of the classifier a few times to come up with the
most useful parameters. This means multiple forward passes
on the classifier are required suggesting that if the hardware
accelerator is not powerful enough, this process itself could
be very time-consuming. This shortcoming leads to an open
research question and that is how to quickly determine the
useful weights of a neural network-based classifier after train-
ing or perhaps during the training process itself.
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