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ABSTRACT One of the most important classification problems is selecting proper features, i.e. features that
describe the classified object in the most straightforward way possible. Then, one of the biggest challenges of
the feature selection is the evaluation of the feature’s quality. There is a plethora of feature evaluationmethods
in the literature. This paper presents the results of a comparison between nine selected feature evaluation
methods, both existing in literature and newly defined. To make a comparison, features from ten various
sets were evaluated by every method. Then, from every feature set, best subset (according to each method)
was chosen. Those subsets then were used to train a set of classifiers (including decision trees and forests,
linear discriminant analysis, naive Bayes, support vector machines, k nearest neighbors and an artificial
neural network). The maximum accuracy of those classifiers, as well as the standard deviation between their
accuracies, were used as a quality measures of each particular method. Furthermore, it was determined,
which method is the most universal in terms of the data set, i.e. for which method, obtained accuracies were
dependent on the feature set the least. Finally, computation time of each method was compared. Results
indicated that for applications with limited computational power, method based on the average overlap
between feature’s values seem best suited. It led to high accuracies and proved to be fast to compute. However,
if the data set is known to be normally distributed, method based on two-sample t-test may be preferable.

INDEX TERMS Classification, dimensionality reduction, distribution overlap, feature evaluation, feature
extraction, feature selection, filter methods, machine learning, overlap coefficient, pattern recognition.

I. INTRODUCTION
In the current, Big Data driven research, the quality of the data
is often neglected in favor of the quantity [1]. The data quality
estimation, however, is not as straightforward as it may seem.
There are lots of evaluation methods and the vastness of
the literature devoted to the feature extraction and selection
makes the matter quite complicated.

Features are evaluated depending on their application,
however, most often the feature is considered ‘‘good’’ if it
makes the classification task easier. In other words, features
that are characteristic for considered class, and for this class
only, are desirable. Every object, real or abstract, can be
described in infinitely many ways, thus generating infinitely
many features. Therefore, specific features are often defined
for specific tasks. For example, feature of ‘‘having feathers’’
would be considered useful to distinguish a parrot from a
cat, but not from a pigeon. The main problem is: how to
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quantitatively represent the ‘‘goodness’’ of a feature, i.e. how
to evaluate it.

Different feature evaluation methods are often divided into
three main categories: filter, wrapper and embedded meth-
ods [2]. Wrapper and embedded methods evaluate feature (or
a set of features) based on their effectiveness as an input for
some selected classification algorithm. Filter methods, on the
other hand, evaluate feature quality independently of the
classification algorithm. They can be further grouped based
on their definition; there can be filters based on the correlation
measures, information theory, probability distributions etc.
Since the last group is easiest to interpret and implement, this
paper provides a summary of the research devoted to it. That
is, the comparison of some existing and some newly proposed
filter methods based on the probability distributions.

It was assumed that the features are continuous, i.e. their
values are real numbers. The simplest methods utilize basic
statistical measures, while more sophisticated ones require
probability density estimates. All methods were used to eval-
uate features distinguishing two classes. The evaluation itself
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was conducted using discrete features, i.e. two sets of values
representing those classes.

Features used in this study came from ten data sets: three
describing vibroarthrographic signals [3], [4], two describing
breast cancer [5], [6], one describing swarm behavior [6],
one devoted to gene expression in various tumors [6], [7],
one composed of chemical characteristics of some wine
cultivars [6], [8], and two concerning voice processing [6],
[9], [10]. This ensured obtained results to be most possibly
universal.

There are several filter comparisons present in the literature
already. However, most studies are devoted to the feature
selection problem rather than feature evaluation itself (for
example, see: [11]–[15]). That is, for a given feature set,
a subset of arbitrarily big size can be selected [11]. In such
approach, the feature evaluation step is also present, however,
different feature evaluationmethods are not subjected to com-
parison.

There is a plethora of different feature selection algorithms
present in literature. For example, in [16], authors proposed
an algorithm based on particle swarm optimization rules, sig-
nificantly reducing feature space in identification of potential
clinical syndromes of Hepatocellular carcinoma. For similar
task, different algorithm was later proposed, based on non-
negative matrix factorization [17].

In [18] author proposed a feature selection algorithm based
on global sensitivity analysis, improving prediction perfor-
mance obtained by state-of-the-art principal component anal-
ysis dimensionality reduction method.

In [19] authors studied a particle swarm optimization
based, unsupervised feature selection method. To achieve
this, they used filter methods based on information theory,
such as average mutual information.

In this research, however, most trivial feature selection
algorithm was implemented: selecting one best feature to
differentiate one class pair. That is, for every pair of classes,
one feature, evaluated to be the best, was selected. This
resulted in

(n
2

)
features for each data set, where n is num-

ber of classes. For example, for 5 classes, there would be
10 features selected: one to distinguish classes 1-2, one for
classes 1-3, one for 1-4, 1-5, 2-3, 2-4, 2-5, 3-4, 3-5, and
one for classes 4-5. Different feature selection algorithms
would greatly increase final classification results. However,
classification accuracy was not focus of this study. Imple-
mentingmore sophisticated algorithmswould probably lower
classification variance for bigger feature sets, since including
more features in classification task would probably enhance
accuracy regardless of the classifier used. Because variance of
classification between different classifiers was one of param-
eters used to compare feature evaluation methods, described
simple algorithm was utilized.

In summary, every method was used to evaluate every
feature in given feature set. Best features were then selected
and used to train a set of classification algorithms. Their
accuracies allowed to decide on the qualities of different
evaluation methods. Computation time of every method was

additionally measured. Presented methodology allowed to
answer four main questions:

1) Which method is the most precise, leading to the high-
est classification accuracy?

2) In this research, classification accuracy depended on
three elements: the original feature set, the feature sub-
set (chosen using a method) and the algorithm itself.
The second question then is: which method is the most
robust? That is, for which method the classification
accuracy depends on the algorithm the least?

3) Which method is most universal? That is, for which
method the classification accuracy depends on the orig-
inal data set the least?

4) And which method is the least computationally
expensive?

II. COMPARED METHODS
All of the compared methods are functions of two vectors, i.e.
values of the first and the second class. The outputs of those
functions are coefficients taking values from 0 (when the
feature is perfect, or themost informative possibly) to 1 (when
the feature cannot be less informative). Therefore, features
with lower values are preferred to those, which values are
higher.

There were nine methods compared in this research, giv-
ing nine different coefficients: two based on values’ ranges,
two with additional information about the spreads of val-
ues, two based on p-values of statistical tests, normalized
Kullback-Liebler divergence, overlap coefficient and the
Bhattacharyya coefficient. Brief description of each was
given below.

A. THE coefMEAN COEFFICIENT
The average overlap between values’ ranges. Visualization of
this methodwas given in Figure 1a and 1b. Grayed areas visu-
alize the range of the values for class I (Figure 1a) and class II
(Figure 1b). The overlap is defined as the number of values
in one class that overlap with another class, divided by the
number of observations. This definition generates two values
(the overlap between class I and II and the overlap between
class II and I). Their average will be called coefMEAN in the
rest of this paper. The coefficient can be defined as:

coefMEAN =
1
2n

n∑
k=1

[P1(k)+ P2(k)], where (1)

P1(k) =

{
1 min(S2) ≤ S1(k) ≤ max(S2)
0 otherwise

, (2)

P2(k) =

{
1 min(S1) ≤ S2(k) ≤ max(S1)
0 otherwise

, (3)

S1 is the class I sample set and S2 is the class II sample
set. The coefMEAN coefficient indicates what average frac-
tion of the values is unclassifiable. As it can be seen on
Figure 1, the coefficient is highly susceptible to outliers - even
one extreme measurement can highly affect the coefficient’s
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FIGURE 1. Visualization of the two spreads of values. Red line indicates
the median of the feature values for a given class, blue box indicates the
interquartile range, whiskers indicate the rest of the values, which are not
considered outliers. Outliers are indicated by red crosses. Plots a) and b)
show the spread of the first and the second class values, respectively.

value. Authors of this paper could not find definition of
such coefficient in the literature, but given its rudimentary
character, it was, most possibly, used before.

B. THE coefMAX COEFFICIENT
The greater value of two overlaps will be called coefMAX in
the rest of the paper. This coefficient indicates, again, what
fraction of the values is unclassifiable. It is defined as

coefMAX = max
(
1
n

n∑
k=1

P1(k),
1
n

n∑
k=1

P2(k)
)
, (4)

where all of the values are defined same as in Equation 1.
Using the greater value, instead of the mean, makes it much
more rigorous. For example, if one range of values is con-
tained in the other one, this coefficient will take a maximum
value. Additionally, it is also very susceptible to outliers.

This coefficient is even simpler than coefMEAN . Hence,
most probably, it was defined somewhere before. However,
authors could not find any references, in which it would be
used.

C. THE coefMOR COEFFICIENT
The distance between medians to overall spread ratio (DBM
to OVS ratio) [20]–[22] is another measure which does not
need probability density estimation. The visualization of the
DMB and the OVS values was given in Figure 2. In the rest of
this paper, the coefficient will be called coefMOR . It is defined

FIGURE 2. Visual representation of the distance between medians (DMB),
the overall spread (OVS) and the distance between spreads (DBS) values.

as:

coefMOR = 1−
|m1 − m2|

max(QU1,QU2)− min(QL1,QL2)
, (5)

wherem1 andm2 are medians of the specific classes,QU1 and
QU2 are values of their third quartiles, and QL1 and QL2 are
values of their first quartiles.

The coefMORcoefficient is insusceptible to outliers, as only
interquartile range of vales is considered. When the medians
are identical, the coefficient is equal to one. Originally, it was
defined without the difference, taking maximal value of one,
when the feature was distinguishing the classes in the best
way possible. However, the definition with the difference (as
in Equation 5) will be consistent with the rest of the compared
coefficients.

D. THE coefSOR COEFFICIENT
The distance between spreads to overall spread ratio (DBS to
OVS ratio) is similar to the previous coefficient. It is defined
as:

coefSOR= 1−
|DBS|

max(QU1,QU2)− min(QL1,QL2)
, (6)

DBS =



QL1 − QU2
if QU1>QU2

and QL1>QL2

QU1 − QL2
if QU1<QU2

and QL1<QL2

QL1−QU2+QU1−QL2
2

otherwise

(7)

where DBS is the distance between spreads, defined in Equa-
tion 7 and visualized in Figure 2. Note, that when one dis-
tribution is contained in another one, the distance between
spreads is the mean value of two distances. The coefficient
will be called coefSOR in the rest of the paper.

Authors could not find any references, in which such coef-
ficient was defined.

E. THE coefTT COEFFICIENT
The p-value of the two-sample t-test [23], will be called in the
rest of this paper coefTT . The student t-test was widely used
as a feature evaluation tool [24]–[31]. It is used to test the
null hypothesis that two sets of values come from the same
distribution. The test statistic is given by [23]:

t =
x̄1 − x̄2√
σ 2x1
n1
+

σ 2x2
n2

, (8)

where x1 and x2 are the means of the feature values, σ1 and
σ2 are their standard deviations, and n1 and n2 are the sizes
of the classes.

The p-value is the probability of observing t values equal or
more extreme than the observed one. Therefore, the p-value
is lower, when two vectors are more statistically different.
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The biggest disadvantage of this method is that, in order
for the test to be interpretable, the values in compared vectors
should follow a normal distribution [23]. Despite this assump-
tion, estimation of the probability density is not required to
calculate coefTT .

F. THE coefKS COEFFICIENT
The p-value of the Kolmogorov–Smirnov (K-S) test [32] will
be called coefKS in the rest of this paper. It also was widely
used as a feature evaluation method [33]–[35], since it elimi-
nates the data normality requirement. The K-S test evaluates
the biggest difference in (empirical) cumulative distribution
functions (cdf) of two classes. Visualization of the difference
was given in Figure 3.

FIGURE 3. Visual representation of the Kolmogorov-Smirnov statistic. The
dashed line corresponds to the cumulative distribution function F̂ from
Equation 9, the solid line corresponds to the Ĝ, and the dotted line shows
the d statistic.

The test statistic is given by [36]:

d = max
X
|F̂(x)− Ĝ(x)|, (9)

where d is the statistic, X is the feature values domain, and
F̂ and Ĝ are empirical cdfs. As in coefTT , the p-value is the
probability of observing d values equal or more extreme than
the observed one.

This is the last coefficient, for which the explicit knowl-
edge of the probability density is not required.

G. THE coefKLD COEFFICIENT
The Kullback–Leibler divergence (KLD) is another measure
often used as a feature evaluation tool [24], [37]–[40]. It is
defined as [41]:

DKL(P||Q) =
∑
x∈X

P(x) log
(
P(x)
Q(x)

)
, (10)

where P and Q are the probability density functions of two
classes, and X is the feature values domain. The visualization
of DKL(P||Q) and DKL(Q||P) was given in Figure 4.
Note, that the fraction makes the KLD unbounded.

It is also non-symmetric (meaning that DKL(P||Q) 6=
DKL(Q||P)). To overcome these drawbacks, the definition
of coefKLD coefficient used in this comparison was slightly
modified:

coefKLD = exp (− (DKL(P||Q)+ DKL(Q||P))) , (11)

FIGURE 4. Visual representation of the Kullback-Leibler divergence. The
dashed line corresponds to the probability density function P from
Equation 10, the solid line corresponds to the Q from Equation 10. The
divergences areas were marked with dark and light gray, for DKL(P||Q)
and DKL(Q||P) respectively.

making it symmetric and bounded in the same range as the
other coefficients.

To obtain coefKLD , the information about the probability
density is required. To estimate it, the Kernel Density Estima-
tor (KDE) was used, described in more detail later.

H. THE coefOVL COEFFICIENT
The overlap coefficient OVL, proposed in [42], is defined
as the intersection area of two probability density
functions:

coefOVL =
∑
x∈X

min (P(x),Q(x)) , (12)

where P and Q are the probability density functions of two
classes, and X is the feature values domain. The visualization
of coefOVL was given in Figure 5.

FIGURE 5. Visual representation of coefOVL . The dashed line corresponds
to the probability density function P from Equation 12, the solid line
corresponds to the Q from Equation 12. The overlap between them was
grayed.

This coefficient was often used [43]–[47] in both, con-
tinuous and discrete data analysis. In the literature, it can
be also encountered under the names of histogram over-
lap coefficient or Jaccard index (as it was proposed to
measure overlap between sets in [48]). As in coefKLD ,
the KDE was used to obtain the probability density
functions.
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I. THE coefB COEFFICIENT
The Bhattacharyya coefficient is another measure widely
described in the literature [49]–[55]. It is defined as:

coefB =
∑
x∈X

√
P(x) · Q(x), (13)

where P and Q are the probability density functions of two
classes, and X is the feature values domain. The visualization
of coefB was given in Figure 6.

FIGURE 6. Visual representation of the Bhattacharyya coefficient. The
dashed line corresponds to the probability density function P from
Equation 13, the solid line corresponds to the Q from Equation 13. The
Bhattacharyya coefficient was grayed.

Similarly to two previous coefficients, to obtain coefB ,
the KDE was used.

III. MATERIALS AND METHODS
A. SUMMARY OF THE RESEARCH METHODOLOGY
As presented, there are lots of different feature evaluation
methods present in the literature. However, it is not clear,
which method is the most precise. That is, which results in
the highest accuracy of the classifier constructedwith features
suggested by it. This paper presents an attempt to answer this
question.

There were ten feature sets used in this research. In every
set, all the features were evaluated by the compared coeffi-
cients. So, for every feature in a set, there was a 9-element
vector of specific coefficients values. Then, for every coeffi-
cient,

(n
2

)
best features were selected (where n is number of

classes); one best feature to differentiate one class pair. That
step was graphically presented in the upper part of Figure 7.
Subsequently to the best features subset selection, its val-

ues were normalized in 0 to 1 range. This step ensured that
dispersion of data will not negatively affect final classifica-
tion accuracy.

After that, the best features were used to train 11 different
classification algorithms. Therefore, for each feature set there
were 99 classifiers constructed and trained (9 coefficients
times 11 classifiers). That part was presented in the lower
part of Figure 7. The accuracy of the classification algorithm
strongly depends on the split of the data into the training,
testing and validation subsets [56]. To compensate possible
biases, the accuracies were obtained as a mean values of the
512 classifiers of a given type, with different random splits.

FIGURE 7. Flowchart of the methodology. Note, that in this research it
was executed for ten different feature sets. The block before the
classifiers indicates step of normalizing the data. Particular classifiers
were described in subsection III-C.

The research was concluded with the computational cost
study. Each coefficient was evaluated with an exemplary
feature for 100 000 times.

B. FEATURE SETS USED
To ensure universality of obtained results, ten different feature
sets were used in this research: three sets of vibroarthro-
graphic (VAG) signals frequency characteristics [3], [4], two
sets of breast cancer features [5], [6], a feature set describing
grouping in a swarm of boids (bird androids) [6], a feature set
of gene expression for various types of tumor [6], [7], a set of
features describing chemical characteristics of different types
of wine [6], [8], a set of features enabling classification of
Parkinson’s Disease patients [6], [9], and feature set of voice
rehabilitation [6], [10].

In the rest of the paper, term ‘‘instance’’ will be used
to indicate one case of an object described by a feature.
For example, 184 instances in VAG feature sets mean that
184 knee joints were examined and diagnosed. Exact feature
sets will be described in more details below.
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1) VIBROARTHROGRAPHY DATA SETS
Vibroarthrography is a noninvasive knee-joint examination,
in which the joint generates vibrations, while performing
flexion/extension motions [3]. Signals used in this research
were obtained and analyzed for the first time in [3]. Theywere
diagnosed by the radiologists into five classes: the control
group (healthy knee joint), three stages of chondromalacia
patellae, and the osteoarthritis group. There are 184 signals
in total.

The frequency analysis of the VAG signal is fruitful and
easily interpretable [4], so it was used in this research to
generate three feature sets. Those sets were quite large and
diverse, i.e. containing informative features as well as unin-
formative ones. Specifically, there were:

• The frequency range map set [4], composed of about
470 000 000 features. The features were defined as
every possible frequency range of the Discrete Fourier
Transform (DFT). In the rest of this paper, it will be
called VAG FRM .

• The Discrete Fourier Transform (DFT) of the VAG sig-
nals, which constituted a set of about 30 000 features.
In the rest of this paper, it will be called VAG DFT .

• The squared DTF of the VAG signals, also constituted
a set of about 30 000 features. In the rest of this paper,
it will be called VAG DFT 2 .

2) BREAST CANCER WISCONSIN DATA SETS
Two Breast Cancer Wisconsin data sets were also used in
this research [5], [6]. Features describing cell nuclei were
computed from a fine-needle aspiration breast mass image.
They differentiate between malignant and benign type of
cancer. Those are rather small sets of data compared to the
previous ones. However, they arewidely used in classification
and feature-extraction literature, so it would be beneficial to
include them in the research. Specific sets of features are:

• Diagnostic data set, composed of 30 features with
569 instances. It will be called WDBC in the rest of the
paper.

• Prognostic data set, made out of 33 features for
198 instances. In the rest of the paper, it will be called
WPBC .

3) SWARM BEHAVIOR DATA SET
Swarm Behavior [6] is a set used to classify a swarm of boids
(bird androids) into ‘‘grouped’’ or ‘‘non-grouped’’ classes,
deepening understanding of human perception of flocking
behavior. The set is composed of 2400 features, for a set
of 24016 instances. In the rest of the paper, it will be
called SB .

4) GENE EXPRESSION DATA SET
Gene Expression data set [6], [7] is composed of random gene
expression extractions of five types of tumors: breast, kidney,
colon, lung and prostate. It is one of the biggest data sets
included in this research, containing over 20000 features for

about 800 instances. In the rest of this paper, it will be called
GEC .

5) WINE DATA SET
Wine [6], [8] is the smallest data set used in this research,
being composed of only 13 features with 178 instances. Fea-
tures are defined as chemical characteristics of three different
wine cultivars. It will be called WDS in the rest of this paper.

6) PARKINSON’s DISEASE DATA SET
Parkinson’s Disease [6], [9] is a data set of various speech
processing features defined for Parkinson’s Disease patients
vocalizing vowel ‘‘a’’. It contains 753 features of 756 indi-
viduals. This feature set will be called PDC in the rest of this
paper.

7) VOICE REHABILITATION DATA SET
In Lee Silverman Voice Treatment (LSVT) data set [6], [10],
as in previous one, speech processing features were included.
However, they were used to classify phonations as ‘‘accept-
able’’ or ‘‘unacceptable’’ after the LSVT treatment. This set
consist of 311 features of 126 individuals. In the rest of this
paper, it will be abbreviated as LSVT .

8) SUMMARY OF THE FEATURE SETS
Feature sets used in this study were chosen to be representa-
tive of big as well as small data sets, in terms of both num-
ber of features and instances. Their summary was presented
in table 1. Class distribution column contains numbers of
instances in particular classes. Number of selected features
is
(n
2

)
, where n is number of classes.

To check if the features’ distributions of particular sets and
classes are normal, a bunch of normality tests was performed:
the Shapiro-Wilk test, the Lilliefors’ test, the Anderson-
Darling test and the Jarque-Bera test [57]. Almost all distri-
butions proved to be other than normal, with exception for
one class in WPBC , most classes in GEC and all classes in
WDS . For more details see Appendix A.

C. CLASSIFIERS USED
To somehow make the comparison independent of the clas-
sifier used, eleven different classifiers were trained with data
normalized in 0 to 1 range (as in Figure 7):

1) Decision tree with maximum of 2n splits (where n is a
number of classes); in the rest of paper abbreviated as
TREE1,

2) Decision tree with maximum of n splits (where n is a
number of classes); in the rest of paper abbreviated as
TREE2,

3) Discriminant analysis classifier; in the rest of paper
abbreviated as LDA,

4) Naive Bayes classifier; in the rest of paper abbreviated
as BAYES,

5) Support vector machine with linear kernel; in the rest
of paper abbreviated as SVMLIN ,
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TABLE 1. Summary of feature sets used. Class distribution column contains number of instances in particular classes.

6) Support vector machine with gaussian kernel; in the
rest of paper abbreviated as SVMGAUSS ,

7) k-nearest neighbors algorithm with k = 20; in the rest
of paper abbreviated as KNN20,

8) k-nearest neighbors algorithm with k = 5; in the rest
of paper abbreviated as KNN5,

9) Decision forest using bagging algorithm, with maxi-
mum of k/10 splits (where k is number of instances),
constructed on 64 learners; in the rest of paper abbre-
viated as TREEBAG,

10) Decision forest using boosting algorithm, with maxi-
mum of k/10 splits (where k is number of instances),
constructed on 64 learners; in the rest of paper abbrevi-
ated as TREEBOOST . Random undersampling boosting
(RUSBoost [58]) was used, as it is suitable for both,
binary and multiclass classification problems,

11) Neural network classifier with n tansig neurons in the
hidden layer (where n is a number of classes); in the
rest of paper abbreviated as ANN .

To avoid overfitting of the classification model, so the
situation in which the model loses its generalization abili-
ties, usually the dataset is divided into training, validation

and testing subsets [56]. The final classification accuracy
is then based on the testing subset, ensuring that new data
will be classified with similar accuracy. The division of
the original set greatly impacts the accuracy (the less data,
the greater the impact). In order to avoid potential biases
deriving from this fact, every classifier algorithm was imple-
mented 512 times, with different, random divisions each time.
The results are based on the average accuracies of those
512 classifiers.

D. PROBABILITY DENSITY ESTIMATION
1) THE KERNEL DENSITY ESTIMATOR
To obtain the density of the probability required to calculate
coefKLD , coefOVL and coefB coefficients, the Kernel Density
Estimator (KDE) was used. This concept consists in applying
the appropriate smoothing kernel to each of the observations
and then adding the obtained functions. The visualization of
this approach was shown in Figure 8.

Smoothing functions are normal distributions with an aver-
age value equal to the value of a given observation and
a standard deviation equal to h. The h value is called the
smoothing parameter and allows to control the shape of the
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FIGURE 8. Visualization of the Kernel Density Estimator. To all of the
measured values (indicated by circles), the kernel function was applied
(dotted lines). The estimation (solid line) is the sum of the kernel
functions.

estimated density. The KDE is defined as:

f̂ (y) =
1
n

n∑
i=1

w(yi, h), (14)

where y is the value, for which the probability density is
estimated, n is the sample size, w is the kernel function, yi
is the value of the i-th observation and h is the soothing
parameter (variance of the kernel function), given by [59]:

h =
(

4
3n

) 1
5

· σ, (15)

where σ is the standard deviation of the set.

2) ACCURACY OF THE ESTIMATION
To obtain particular coefficients, the KDE should be cal-
culated for specific number of points. The more points is
there to calculate, the more time is needed to calculate the
coefficient’s value (for exact correlation between the number
of points and calculation time, see Appendix B). In order to
determine specific number of points necessary for precise
coefficient calculation, simple study was conducted. Each
coefficient was evaluated for x-point KDE, with growing x.
When the difference in coefficient’s value between consecu-
tive x’s was smaller than the threshold, then the specific x was
chosen as a number of points in KDE. This was visualized
in Figure 9. The threshold was set to 10−4. It was chosen
as such, since higher accuracy would raise the computational
cost significantly, and lower would negatively affect the inter-
pretability of the results.

To make it more robust, this process was repeated for the
set of 30 000 features, and the highest x value was selected
as a number of points in coefficient calculation process. As a
result, the x value was equal to:

1) 150 for coefKLD ,
2) 100 for coefOVL ,
3) 50 for coefB .

Different number of estimated points would highly affect
computational time, since those values are linearly correlated
(ρ>0.99 for all the coefficients, see Appendix B).

FIGURE 9. Visualization of the KDE precision study. Plot a) shows
coefficient values as a function of the number of KDE points, plot
b) shows the absolute value of the difference between consecutive points
in a). Dashed line in b) indicate the threshold, i.e. 10−4. Note, that the
b) plot has logarithmic y-axis scale.

E. COEFFICIENT COMPUTATION TIME
To compare different coefficients in terms of the com-
putational complexity, every coefficient was evaluated for
a 100 000 times with a representative feature. The mean
values of time needed to calculate them were utilized to
conduct the comparison. To minimize the effect of spe-
cific machine, on which the coefficients were being calcu-
lated, the highest value was used to normalize the results.
That is, every time value was divided by the maximum
time.

F. COEFFICIENTS’ RANKINGS
To make the comparison between coefficients easier, values
of maximal accuracy and standard deviation of accuracy were
ranked. Ranks took values from 1 (for the best value) to 9 (for
the worst value). In the ranking process, maximal obtained
accuracy was preferred to be higher, while standard deviation
and time were preferred to be lower. There were two types of
ranks defined:
• R1 which is rank of the average value of maximum
accuracy, i.e. rank was obtained after averaging the
maximal accuracies of all classifiers. For detailed val-
ues, on which this ranking was based, see ‘‘max’’ rows
in Tables 4 to 13 included in Appendix C. This rank
allows to compare precise values of the accuracy, with-
out taking to account differences between classifiers of
different feature sets.

• R2 which is rank of the average value of maximum
accuracy’s ranks, i.e. rank was obtained after rank-
ing the maximal accuracies. Consequently, this rank
allows to compare the accuracies while taking into
account different classifiers. That means, that coeffi-
cient with the best R2 obtained highest accuracies most
frequently.

Big differences between R1 and R2 could indicate that accu-
racies obtained using specific coefficient highly depend on a
classified data set. Consequently, that could indicate a need
for additional data analysis step before evaluating features
using some specific coefficient, since one coefficient could
lead to high accuracies for one type of data, and low accura-
cies for another type of data.
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FIGURE 10. Classification accuracy of VAG FRM (plot a), VAG DFT (plot b),
VAG DFT 2 (plot c), WDBC (plot d), WPBC (plot e), SB (plot f), GEC (plot g),
WDS (plot h), PDC (plot i) and LSVT (plot j) feature sets. There were
11 values used to build every box and every value was the average
of 512 classification accuracies with different random splits.

IV. RESULTS
Figure 10 shows boxplots of the classification accuracy for
particular sets of features. Spread of the values apparent on
the boxplots shows that even though some coefficients can
achieve better accuracies, they are not robust, i.e. their accu-
racy depends strongly on the classification algorithm used.

Most important information from the perspective of this
research, so the maximal values and their standard devia-
tions, with corresponding R1 and R2 ranks, were presented
in Table 2. Note, that the maximal values are from 11 classi-
fiers, and each of those 11 values is actually the mean value
of 512 classifiers with random splits.

Detailed tables with specific classifiers accuracies for each
coefficient were included in the Appendix C.

V. DISCUSSION
There were nine feature evaluation coefficients compared in
this study. Each coefficient was used to evaluate every feature
of ten different feature sets.

(n
2

)
best features of every set

(where n is number of classes), in terms of each coefficient,
created nine feature vectors. Each vector was then used to
train a set of classification algorithms. Their accuracy allowed
to compare coefficients in terms of:

TABLE 2. Results table. The maximal values are from 11 classifiers, and
each is the average of 512 classifiers with different splits. Columns R1
and R2 contain ranks described in subsection III-F, while R is a simple
ranking based on corresponding time values. Note, that the computation
times were normalized by the highest value (the coefB’s). In the headings,
max is the maximal value and std is the standard deviation.

• precision, that is: which coefficient led to the highest
classification accuracy, regardless of the classifier used,

• robustness, that is: accuracies of which coefficient
depended on the classification algorithm the least, and

• universality, that is: accuracies of which coefficient
depended on the original data set the least.

Additionally, time of the computation was measured for a
100 000 executions of every coefficient, allowing to compare
their computational complexity.

Knowledge of the probability density was required to eval-
uate three coefficients: namely coefKLD , coefOVL , and coefB .
The relationship between theKDE’s estimation points and the
computational time is linear (check Appendix B), so the time
results from Table 2 for different number of points estimated
in KDE, would also be different. Also, h parameter (variance)
of a smoothing kernel could have additional impact on the
values of particular coefficients.

Feature sets used in this research were chosen to ensure as
thorough results as possible. Yet, no feature sets with missing
values were studied. This matter could be investigated in
future research. Based on obtained results, however, some
universal conclusions can be drawn.

According to ranks in Table 2, the highest accuracy,
in terms of R1 was obtained for coefMEAN , meaning that
this coefficient gave the highest average of maximal accuracy
values. However, according to R2 rank, coefMEAN at times led
to lower accuracy than coefTT and coefKS . Minor difference
between R1 and R2 suggests that obtained accuracies were
slightly affected by the type of classified data set. Addi-
tionally, in terms of standard deviation (std), this coefficient
proved to be rather mediocrely robust. Difference between
std’s R1 and R2 suggests that robustness of coefMEAN hardly
depends on classified data set. Also, coefMEAN proved to be
almost the least computationally expensive, giving way only
to coefMAX .
Besides this advantage, coefMAX turn out to be rather

poor in every other aspect. It ranked 6 in both R1 and R2
accuracy ranks, and proved to be almost the worst when it
comes to robustness. Small differences between R1 and R2
point out that those results are to be taken despite of the
classified feature set. It is to be expected to some extent,
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considering its rudimentary definition and rigorousness. Even
for the features that have clearly different distributions for
each class (like exemplary feature from Figures 5 and 6),
value of coefMAX can be maximal. It is also very susceptible
to outliers.

Insusceptible to outliers is subsequent coefficient:
coefMOR . In this case, however, difference between R1 and
R2 accuracy ranks points rather high susceptibility to the
data set change. Ranks of the standard deviation indicate,
that this coefficient is noticeably robust, especially compared
to the rest. Therefore, it could seem preferable for some
specific data sets. However, coefMEAN led to higher maximum
accuracy for almost every data set (with exception of the
VAG DFT feature set), which makes the high robustness
rather negligible. Additionally, almost highest computational
cost excludes this coefficient from applications with low
computational power potential, like, for example, embedded
systems.

Similarly defined coefSOR is another coefficient insuscep-
tible to outliers. Both are determined only by the values from
the interquartile range. However, coefSOR seems much less
robust. It is most probably caused by the lack of the median
or the mean value in its definition. Some features could have
same or very close medians (or means) for different classes,
and still be considered informative by coefSOR . In terms of the
accuracy it is also not very impressive, but seems quite invul-
nerable to the change of the feature set; difference between
R1 and R2 seems fairly small. Similarly to the previous coef-
ficient, coefSOR is rather computationally expensive. It is
surprising, considering that both do not require probability
density estimation.

Another coefficient without the KDE requirement,
so coefTT , proved to be one of the most accurate, with the
first place in R2 rank and fourth place in R1. This difference
suggests, that the accuracy could be dependent on a feature set
used. It is to be expected, as two-sample t-test is interpretable
only for normally distributed data. However, according to
performed tests, most classes in most feature sets turn out
to be other than normal. Even for those sets (for example
VAG DFT ), coefTT achieved surprisingly well accuracy.
Standard deviation ranks suggest, that the accuracy depends
on the classifier more than on the feature set. With com-
paratively low computational cost, coefTT could constitute
preferable choice, especially when the feature set is normally
distributed.

When the distribution is not known, coefKS , in which
the empirical CDFs are utilized, seem to be the best choice.
According to R1 and R2, accuracies obtained by this coef-
ficient were high, independently of the feature set. It is
not surprising, considering its definition. Additionally, it is
also one of the least expensive coefficients. Only drawback
of coefKS could be high dependency on a classifier used.
According to tables in Appendix C, the highest accuracy
was obtained using ANN and SVMGAUSS classifiers. This
is the last coefficient without the probability density in its
definition.

TABLE 3. Non-normal parts of the features from particular classes in
particular feature sets, according to the Shapiro-Wilk (SW) test,
the Lilliefors’ (LL) test, the Anderson-Darling (AD) test, and the
Jarque-Bera (JB) test, with the significance level of 0.05.

FIGURE 11. Calculation time as a function of the number of points
estimated by the KDE. The function in clearly linear for every coefficient.

First coefficient which uses the Kernel Density Estimator
is coefKLD . It is, without doubt, worst coefficient in terms
of precision and robustness. It could be caused by the highly
nonlinear transformation of the original definition produced
by the exponent term in Equation 11.

Another coefficient requiring the KDE is coefOVL . Despite
being the best coefficient in terms of the robustness, differ-
ence between accuracy’s R1 and R2 suggests that accuracy
obtained by coefOVL varies from data set to data set. Consid-
ering its high computational cost, it does not seem preferable
in any situation.
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TABLE 4. Exact classification results for the VAG FRM feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

TABLE 5. Exact classification results for the VAG DFT feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

TABLE 6. Exact classification results for the VAG DFT 2 feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

The last coefficient included in this study, coefB , turn
out to be the most computationally expensive. It is surprising
given that the KDE for coefBwas evaluated at less points than
coefOVL and coefKLD (50, 100 and 150 points accordingly).
In terms of accuracy it proved to be rather mediocrely precise
and dependent on the feature set used. Standard deviation
ranks point out that the coefficient is moderately robust,
making it unremarkable in all compared aspects.

Results obtained using coefficients coefKLD , coefOVL and
coefB suggest, that maybe the Kernel Density Estimator used
for this study could be defined differently. Future studies
could focus on the influence of the h (variance) parameter on

the classification accuracy of particular coefficients. Further-
more, maybe whole smoothing function of the KDE could
depend on the feature’s distribution.

Despite this drawback, presented research can constitute
an answer to the question: ‘‘Which coefficient should I use
to my specific task?’’. Feature sets used in this study seem
sufficient to draw some conclusions.

VI. CONCLUSION
For an applications without the limited computational power,
coefMEAN or coefKS seem best suited. They are both fast to
compute (though coefMEAN is about two times faster) and very
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TABLE 7. Exact classification results for the WDBC feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

TABLE 8. Exact classification results for the WPBC feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

TABLE 9. Exact classification results for the SB feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits. Ordinal
numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max) values.

precise. A little better robustness of coefMEAN is balanced by
coefKS ’s lower dependency on feature set. The least compu-
tationally expensive coefficient to evaluate, so coefMAX is not
recommended, as, compared to the rest of the coefficients,
it is quite inaccurate.

In applications without computational power limitations,
coefTT could be preferable. Although it is not as compu-
tationally expensive as some other coefficients, it requires
the data to be normally distributed to be precisely classified.

Therefore, to use it, it would be beneficial to analyze the
feature set beforehand.

APPENDIX A
FEATURE SETS’ DISTRIBUTION NORMALITY
In order to determine if the features’ distributions are normal,
the normality tests were performed:

1) Shapiro-Wilk (SW) test, which is a regression test [57],
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TABLE 10. Exact classification results for the GEC feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

TABLE 11. Exact classification results for the WDS feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

TABLE 12. Exact classification results for the PDC feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

2) Lilliefors’ (LL) test, which is based on the empirical
cumulative distribution functions (ECDF) and is used
when the parameters of the tested distribution are not
known [57],

3) Anderson-Darling test, which also utilizes the ECDFs
and is usually used for heavy-tailed distributions [57],

4) Jarque-Bera test, which is based on the feature’s skew-
ness and kurtosis [57].

Tests’ results were presented in Table 3. Decisions if the sets
were normally distributed, were made with the significance
level of 5%. Values presented in tables are non-normal parts
of all feature values (for example, in the VAGFRM feature set,
the Anderson-Darling test indicated that 84.14% of features
from the third class are non-normal). Because of big size of
VAG FRM feature set, its values were calculated not on full
set, but on 100 000 randomly selected features.
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TABLE 13. Exact classification results for the LSVT feature set. Every value is the mean accuracy of 512 trained classifiers with different random splits.
Ordinal numbers in the tables correspond to subsection III-C. Three last rows present the standard deviation (std), average (mean) and maximal (max)
values.

TABLE 14. Detailed valued results of maximal classification accuracy for particular coefficients and feature sets. Ranks corresponding to this table were
presented in table 15.

TABLE 15. Detailed ranked results of maximal classification accuracy for particular coefficients and feature sets. Values corresponding to this table were
presented in table 14.

Note, that the vast majority of features’ distributions are
non-normal according to all performed test. Only one class
in WPBC , few classes in GEC and most classes in the
WDS data set proved to be normal in grater percentages than
the rest.

APPENDIX B
KERNEL DENSITY ESTIMATION TIME
The Kernel Density Estimator was used to calculate coefKLD ,
coefOVL and the coefB for different numbers of points, up to
1000. Each calculation was performed for a 100 times. Com-
putation time as a function of the number of estimated points
was plotted on Figure 11. The function is clearly linear for all
the coefficients (Pearson’s ρ > 0.999).

Note, that while coefKLD and coefOVL need similar time to
compute, the coefB is slightly more computationally expen-
sive.

APPENDIX C
EXACT CLASSIFICATION RESULTS
In Tables 4 - 13, exact classification results of particular
feature sets were presented. Note, again, that every value is
actually the mean of 512 classifiers with different random
splits.

Tables 14 and 16 show accuracy’s maximum values and
standard deviations for particular coefficients and data sets.
For easier interpretation, the values were also ranked (analo-
gously to Table 2) and presented in Tables 15 and 17.
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TABLE 16. Detailed valued results of classification accuracy’s standard deviation for particular coefficients and feature sets. Ranks corresponding to this
table were presented in table 17.

TABLE 17. Detailed ranked results of classification accuracy’s standard deviation for particular coefficients and feature sets. Values corresponding to this
table were presented in table 16.
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