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ABSTRACT Human gender classification in digital image content has received considerable attention from
researchers for various applications, such as demographic research, video surveillance systems, and forensic
science. In this study, we investigate three-dimensional (3D) human skeleton-based gender classification
using a novel gait feature called joint swing energy (JSE). JSE is a kinematic gait feature that represents
how distant a model skeleton’s body joints are from anatomical planes while walking. However, anatomical
planes are conventionally obtained from single static poses rather than dynamic motion. Therefore, in this
study, we further investigate a novel method for obtaining transverse, frontal, and median planes from a
3D gait sequence. Using these planes, each joint’s movement can be represented by coordinates centered
on a human body rather than 3D Cartesian coordinates. Using the proposed methods, we extract JSEs of
body joints from 3D gait sequences. We show that JSEs are different between walking men and women and
propose the use of JSEs for machine classification of human gender. To demonstrate the effectiveness of
the proposed JSE model on the gender classification task, we evaluate the performance of machine learning
algorithms trained using JSE on four publicly available datasets, referred to as Datasets A, B, C, and D.
Dataset A includes gait sequences from 164 persons between the ages of 17 and 45. Dataset B contains
gait sequences from 104 persons between the ages of 17 and 36. In Dataset C, there are gait sequences
for 30 persons between the ages of 23 and 55. In Dataset D, gait sequences for 30 persons between the ages
of 21 and 55 are contained. The evaluation results demonstrate that the proposed technique achieves the
highest classification accuracy and outperforms existing techniques for all datasets. These results suggest

that human gender can be classified by JSEs extracted from the 3D gait sequence.

INDEX TERMS Feature extraction, gait, gender classification, human skeleton, machine learning.

I. INTRODUCTION

Gender is one of the most important attributes used to
describe people, and carries significant information related
to male and female lifestyle characteristics. Gender classifi-
cation by machine systems is a binary classification problem,
with the object of distinguishing the gender of a human
represented in digital information. Over the past decades,
gender classification methods have been used in the fields of
marketing, advertising, and sales strategy [1]-[3]. For exam-
ple, product displays at stores are mainly based on statistics,
including the number of male and female customers expected
by date and time, their age, etc. [4]. Because such gendered
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product displays can draw more customers into retail stores
and increase sales, classifying gender is very important and
benefits retail management in presenting products for display
effectively.

Furthermore, gender classification methods have been
implemented in a wide variety of applications, includ-
ing forensic science, human-computer interaction, bio-
metrics, surveillance systems, demographic research, and
games [5]-[8]. Due to these various applications, gender
classification has received considerable attention in various
fields of research, including pattern recognition and com-
puter vision. Gender classification is thus considered a fun-
damental and important classification problem in these fields
of research. Previous studies on gender classification have
mainly focused on recognizing a person’s gender from their
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visual attributes, including body shape, eyebrows, footwear,
face, clothes, and hairstyle [9]-[13].

For example, Cao et al. [9] proposed a method for rec-
ognizing human gender from full-body images taken from
frontal or posterior views. To achieve this goal, the authors
divided each full-body image into 3 x 3 blocks. They then
extracted the histogram of oriented gradients (HOG) feature
proposed in [14] from each block. A random forest algorithm
was trained using these HOG features and tested on a publicly
available database. According to their results, the random
forest algorithm achieved an accuracy of approximately 75%.
Dong and Woodard [10] investigated a method for predicting
gender from eyebrow images. To achieve this goal, they
segmented the eyebrow regions in facial images and extracted
three shape features, called global shape, local area, and crit-
ical point features from the regions. They then trained a sup-
port vector machine (SVM) classifier using these features and
demonstrated the feasibility of their classification approach.
Yuan et al. [11] explored a method to classify gender from
footwear images taken from top view. To achieve this goal,
the authors extracted HOG features from footwear images
and trained an SVM classifier using these features. They
evaluated the SVM classifier on their own dataset consisting
of 200 footwear images. According to their results, the SVM
classifier achieved an accuracy of approximately 85%. Nazir
et al. [12] proposed a method for classifying gender from
facial images containing upper body clothes. To achieve this
goal, the authors extracted facial features using a local binary
pattern (LBP) descriptor. The authors also extracted clothing
features using a color histogram and LBP. They then trained
the SVM classifier using these facial and clothing features
and evaluated their classification method on a publicly avail-
able face image dataset. According to their results, the SVM
classifier achieved an accuracy of approximately 98%. Lee
and Wei [13] also used facial images for gender classification.
From the images, the authors extracted facial texture, hair
geometry, and mustache features. Using these features, the
authors trained the Adaptive Boosting (AdaBoost) classifier
and evaluated it on a publicly available face image dataset.
According to their results, the classifier achieved an accuracy
of approximately 96%.

In most of the previous visual attribute-based gender
classification methods, including [9], [10], [12], [13], it is
necessary to use frontal images to classify human gender.
Therefore, if a camera does not appropriately capture a front
view of a person to be classified, these methods are not guar-
anteed to maintain the performance they achieved in research
settings. Moreover, in a practical situation, part of the human
face may be occluded by sunglasses, masks, and hats. In this
case, even if a frontal image is provided, most of the features
proposed for identification in the previous studies may not be
effective.

Recently, along with rapid advancements in motion cap-
ture techniques, increasingly more convenient and inexpen-
sive sensors have become commercially available. Enabled
by these new sensors, many researchers have acquired
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three-dimensional (3D) human gait data and exploited them
for various applications, including gait recognition, health-
care, personal identification, etc. [15]-[22]. In human gait
data, humans are represented by a skeleton model consisting
of some major body joints. Moreover, such gait data can be
visualized as a temporal sequence of 3D positions of joints.
Based on these 3D representations, it is possible to capture
gait data even from side and back perspectives in addition
to the frontal viewpoint. Because of this advantage, in many
studies on gender classification, methods capable of discern-
ing gender based on gait data have been studied. Gender
classification in these studies was performed using features
extracted from 3D gait sequences. Hence, the extracted fea-
tures are called gait features. One gait feature widely used in
gender classification is stride length, which is generally cal-
culated as the distance between the right and left foot joints.
The use of stride length in gender classification is based
on the observation that women tend to have a shorter stride
length than men [23]. To find other gait features in addition
to stride length, many researchers have studied and analyzed
human gaits. These studies are reviewed in Section II-C.

In this study, we propose a gender classification method
using a new gait feature called joint swing energy (JSE).
JSE is a kinematic gait feature that represents how distant
the model skeleton’s body joints are from anatomical planes
while walking. The inspiration for JSE comes from obser-
vations that women and men walk differently [24]. Accord-
ing to the results of [24], pelvis and hip ranges of motion
(ROM) in the frontal plane differ between women and men.
Based on these findings, we decided to test whether ROM
can be used for the gender classification task. However,
we found that it was difficult to obtain anatomical planes,
including transverse, frontal, and median planes, from rep-
resentations of walking people, because anatomical planes
are traditionally obtained from images of a person standing
up straight. Therefore, we developed a novel method for
obtaining anatomical planes from 3D gait sequence data.
In general, ROM is measured by the angle between the joints
at the flexed and extended positions. Following this definition
of ROM, we measured right and left hips’ ROM in frontal
plane. Nevertheless, it was inaccurate to calculate the ROM
from the ground truth. From the investigation, we found that
the flexed (extended) position frequently jerked irregularly
during the gait cycle, because the estimated body joints of
the skeleton model in the 3D gait sequence contain noise and
error, which leads to performance degradation. We also found
that the movement of each joint in the transverse, frontal, and
median planes while walking differs significanlty between
women and men. Based on this observation, we introduced
JSE as the average movement of each joint in each plane. JSE
can be robust against noise and error because of the averaging
process.

As shown in Fig. 1, during the study, we found that JSEs
of body joints in walking sequences differ between men
and women. Based on this observation, we assumed that
JSE could be utilized as a feature to classify human gender.
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FIGURE 1. JSEs on a publicly available gait dataset, called Dataset B in this study. In the dataset, the number of female and male subjects are 54 and 50,

respectively. (a) JSE calculated in transverse plane. (b) JSE calculated in median plane. In the joint names, “C,”

“L,"” and “R” indicate center, left, and right,

respectively. The bottom and top of each box indicate the 25t and 75t percentiles of the sample, respectively. In addition, the black line in the middle of

each box indicates the average of the set of samples.

To demonstrate the effectiveness of JSE, we conducted a
performance comparison with other benchmarks over four
publicly available gait datasets. The results show that the
proposed gender classification method achieved the best per-
formance on all datasets.

In summary, the objectives of this study were to (1) find
features that differ between men and women from their gait
sequences; (2) propose JSE as a new gait feature for classi-
fying human gender; (3) assess the fesability of using JSE in
the gender classification task; and (4) demonstrate that the
machine learning algorithms using JSE achieve state-of-the-
art performance.

The remainder of this paper is organized as follows.
In Section II, we present a review of the relevant literature.
In Section III, we describe the proposed gender classifica-
tion method, including JSE feature extraction. In Section IV,
we explain the four gait datasets used to evaluate JSE and
the evaluation protocol. In Section V, we present the evalu-
ation results of the proposed and existing methods. Finally,
we summarize the study and present our conclusions in
Section VI.

Il. RELATED WORK

A. FACIAL IMAGE-BASED GENDER CLASSIFICATION
Research on discerning human gender from facial images
goes back to 1990, when there were two studies [25], [26].
In these studies, grayscale images of faces were used, and
two-stage networks were proposed to discriminate gender in
the images. In the first stage, an autoencoder with a single
hidden layer learned to find a compressed representation of
the input facial image. In the second stage, hidden units in
the hidden layer of the autoencoder were used as inputs to
a neural network. The neural network output was compared
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with human gender classification judgements, and the results
demonstrated the feasibility of two-stage networks.

Motivated by the results of [25] and [26], Tamura et al. [27]
used a multi-layer neural network to classify gender from
grayscale face images at multiple resolutions. According
to their results on 8-by-8 images, their proposed net-
work achieved an average error rate of approximately 7%.
Gutta ef al. [28] explored a hybrid approach in which an
ensemble of neural networks and decision trees was used
to classify gender in grayscale face images. Their evalua-
tion was conducted using the Face Recognition Technology
(FERET) database. According to their results, the gender
classification accuracy of their hybrid approach was 96%.

Instead of using neural networks,
Moghaddam and Yang [29] used an SVM with a radial basis
function (RBF) kernel for gender classification. The authors
trained the SVM classifier using raw images, evaluating it on
the FERET database and comparing the performance with
those of traditional classifiers. According to their results,
the SVM classifier outperformed the other classifiers and
achieved an error rate of 3.38%. Instead of using raw images
directly in the training phase, Abdi ef al. [30] represented
each raw image as a feature vector using principal compo-
nent analysis (PCA). The authors then trained two classi-
fiers, including RBF and perceptron networks, using PCA-
based feature vectors. To demonstrate the effectiveness of
the vectors in the gender classification task, the authors
compared their classifiers with classifiers trained using raw
images. According to their evaluation results on 160 facial
images, classifiers trained using the PCA-based feature vec-
tors achieved better performance.

Motivated by the results of [30], Sun er al. [31] also
used PCA-based feature vectors as inputs to classifiers for
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gender classification. To exclude irrelevant feature vectors
and improve classification performance, the authors proposed
a genetic algorithm (GA)-based feature selection method.
The authors selected a feature subset from the set of PCA-
based feature vectors by using the GA and used the selected
subset as input to the classifier. To demonstrate the effec-
tiveness of their method, the authors trained four classifiers,
including Bayes, neural network, SVM, and linear discrim-
inant analysis (LDA) classifiers, using the feature vectors
selected by GA. According to their results, the error rates of
the four classifiers were lower than those of classifiers trained
using manually selected feature vectors.

Lian and Lu [32] proposed the use of facial texture infor-
mation for gender classification. To this end, the authors
divided the face area into several small regions and applied
an LBP operator into each region to extract texture features.
The extracted texture features, called LBP histograms, were
concatenated into a single vector and used as input to an
SVM classifier. According to their results on the Chinese
Academy of Sciences-Pose, Expression, Accessories, and
Lighting (CAS-PEAL) database, the SVM classifier achieved
an accuracy of 96.75%. Sun et al. [33] also used an LBP
operator to extract features in facial images. Instead of using
the SVM classifier, the authors used the AdaBoost classifier
and achieved an accuracy of 95.75% on the FERET database.
Face images in the CAS-PEAL and FERET databases were
taken under controlled conditions, such as being occlusion-
free, having a clean background and consistent lighting, etc.
Lian et al. [32] and Sun et al. [33] used these controlled
images in their experiments. However, considering real-world
applications, it is reasonable to design gender classification
methods to perform well for images captured in uncontrolled
conditions. To this end, Shan [34] used the Labeled Faces in
the Wild home (LFW) database, which contains real-world
face images. The author trained an SVM classifier using an
LBP histogram extracted from real face images. According to
his results on the LFW database, the SVM classifier achieved
an accuracy of approximately 94.8%.

Recently, instead of using hand-crafted features from
grayscale images, some research groups have focused on a
machine learning methodology to automatically learn fea-
tures extracted from RGB (that is, color) facial images. In this
approach, convolutional neural networks (CNNs) have been
mainly used. For example, in [35], a CNN model was pro-
posed to directly learn features from facial images. Islam et al.
[36] applied three existing CNN models, namely GoogleNet
[37], SqueezeNet [38], and ResNet50 [39], to gender clas-
sification tasks. In addition, the authors demonstrated the
feasibility of these models for classifying genders.

B. SILHOUETTE IMAGE-BASED GENDER CLASSIFICATION
Some studies on gender classification have used human sil-
houette images. For example, Lee and Grimson [40] pro-
posed the use of features extracted from silhouettes of the
human gait sequence for gender classification. To this end, the
authors divided each silhouette into seven regions and fitted
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ellipses to each of the regions. For each of the seven ellipses,
the centroid, aspect ratio of the major and minor axes, and
the orientation of the major axis were calculated and used as
features. Huang and Wang [41] extended the use of ellipse-
based features to multi-view gender classification. To do so,
they extracted the ellipse-based features from each silhouette
image of multi-view gait sequences and combined them into
a feature vector.

Li et al. [42] also used silhouette images of walking
people for gender classification. The authors separated each
silhouette image into seven components: head, arm, trunk,
thigh, front leg, back leg, and feet. Then, they analyzed the
contribution of the components to gender classification. They
found that trunk and front leg forms appear to be important
for gender classification. In contrast, head, back leg, and
feet are not helpful for gender classification. Motivated by
the results of [42], Yu et al. [43] explored an approach in
which different weights are given to different components to
improve gender classification accuracy. To achieve this goal,
the authors carried out psychological experiments. In these
experiments, subjects were asked to score the effectiveness of
body components for gender classification. The authors also
used the gait energy image (GEI) [44], which is defined as
the average of silhouettes in a gait sequence. Based on the
results of the psychological experiments, they segmented the
GEI into five components: head and hair, chest, back, waist
and buttocks, and legs. Each of the components was weighted
by a corresponding score obtained in the psychological exper-
iments. The authors then trained an SVM classifier using the
weighted components. According to their results, the SVM
classifier outperformed the methods of [40], [41], and [42] in
terms of classification accuracy.

Motivated by the results of [43], Choudhary et al. [45],
and El-Alfy and Binsaadoon [46] also used the GEI for
gender classification. In [45], instead of using the original
GEI, Choudhary et al. used a GEI with its dimension reduced
by a PCA. In addition, the authors extracted spatiotempo-
ral features, including cadence, speed, height, stride length,
and stance period, from a gait sequence. In addition, the
authors concatenated the spatiotemporal features with the
GEI They then trained SVM and artificial neural network
(ANN) classifiers using the concatenated features. The SVM
and ANN classifiers were tested on the Institute of Automa-
tion, Chinese Academy of Sciences (CASIA) database, and
a maximum accuracy of 98.1% was achieved by the SVM
classifier. In [46], El-Alfy et al. analyzed visual texture with
the GEI. To this end, the authors proposed a fuzzy local binary
pattern (FLBP) which calculates the relative intensities of
each pixel compared to surrounding neighbor pixels. They
then extracted a histogram by applying the FLBP operator
to the GEI and used the histogram as features for gender
classification.

Recently, with advancements in deep learning techniques,
CNN-based methods that classify the gender of walking peo-
ple from their calculated GEIs have emerged. For example,
Kitchat et al. [47] proposed the creation of a GEI according to
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camera angle. To this end, the authors used an existing CNN
model, called VGG16 [48], to find the camera angle of an
input silhouette image. By using the CNN model, the authors
then categorized the silhouette images of a gait sequence
into 11 groups according to camera angle. Silhouette images
in the same group were used to create the GEIs. They trained
the CNN model using GEIs and demonstrated the effec-
tiveness of their method. Bei et al. [49] proposed a two-
stream CNN that combined the GEI with temporal features
for gender classification. The authors divided the whole gait
sequence into several sub-sequences and created sub-GEIls
for each of the sub-sequences. Based on adjacent sub-GEIs,
the authors calculated optical flow maps to represent temporal
variations. The authors trained the two-stream CNN using the
GEI and optical flow maps and evaluated their method on
public databases to demonstrate its effectiveness.

C. SKELETON-BASED GENDER CLASSIFICATION

Several recent studies on gender classification have explored
approaches utilizing information concerning the models of
human skeletal joints. The idea that human skeleton infor-
mation can be used for gender classification was first pro-
posed by Yoo et al. in [50]. To this end, the authors used
the Southampton (SOTON) database, which contains image
sequences of walking people. The authors subtracted the
background from each image in the sequence, and then
extracted the contours of the body image. To estimate the
positions of body joints in the contour, the author used the
anatomical properties of human body parts studied in [51].
According to the anatomical properties, the vertical posi-
tions of the neck, shoulder, waist, pelvis, knee, and ankle
were estimated based on body height. As a result, a two-
dimensional (2D) skeleton model consisting of nine body
joints was obtained from each image. The authors calculated
the joint angles of the hip, knee, and ankle from the model
and used them as features for gender classification. Motivated
by the results of [50], Kastaniotis et al. [52] also explored
a method for classifying gender from skeleton sequences.
To achieve this goal, they used the Kinect v1 sensor, which
provides 3D position information of 20 human body joints.
Out of the 20 joints, the authors selected eight. They then
calculated two Euler angles for each of the eight joints.
To represent the distribution of values of each angle over time,
the author constructed 16 histograms of 40 bins each. Accord-
ing to the values of angles calculated at each frame, the
corresponding bins of the histograms were increased by one.
These histogram-based features were thus 640-dimensional
(= 16 x 40). To reduce the dimensionality to 90, the authors
used PCA. They trained an SVM classifier using these fea-
tures and evaluated it on their own dataset. The evaluation
results demonstrated the effectiveness of using these features
in gender classification.

Andersson et al. [53] proposed the use of anthropomet-
ric features, including the average length of each body
part and average body height, for gender classification.
To demonstrate the usefulness of anthropometric features, the
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authors tested three machine learning algorithms, including
SVM, k-nearest neighbor (KNN), and multi-layer perceptron
(MLP) classifiers, on their own skeleton dataset. According to
their results, the MLP classifier showed the best performance,
achieving a gender classification accuracy of approximately
93.1%. Miyamoto and Aoki [54] proposed a method using 3D
position information of body joints obtained by the Kinect v2
sensor directly as a feature vector. The lengths of the feature
vectors varied according to the length of the input skeleton
sequences. The authors applied a linear interpolation to the
sequences to make their lengths equal. They then trained an
SVM classifier using the feature vectors and evaluated it on
their own dataset consisting of twelve people (six males and
six females). According to their results, the SVM classifier
achieved a classification accuracy of 99.12%. Bachtiar et al.
[55] captured skeleton sequences for 20 people (ten males and
ten females) using the Kinect v1 sensor. Based on the analysis
of the sequences, the authors proposed the use of features,
including the average distance between right and left hand
and foot joints over time.

Ahmed and Sabir [56] used 2D position information
of 20 body joints obtained from the Kinect vl sensor to
classify human gender. To achieve this goal, at each frame,
the authors calculated features, including step length and hor-
izontal distance between right and left shoulders. In addition,
the authors also calculated the vertical heights of several
joints, including the head, wrists, shoulders, and ankles. For
each, the authors calculated the average, standard deviation,
and skewness over the entire frame. Then, the values were
concatenated into a single feature vector and used as input to
the classifiers.

Camalan et al. [57] focused on developing a method to
discern human gender using height information. To this end,
the authors used human skeleton data captured by the Kinect
vl sensor. At each frame of the sequences, the authors cal-
culated the body height of an individual in three different
ways. The first height, called height by skeleton (HbS), was
calculated as the total length from foot to head. The second
height, called height by estimation (HbE), was estimated by
using the following formula. “the distance between shoulders
and knees = 0.52 x height.” The third height, called height
by wingspan (HbW), was calculated based on the idea that a
person’s wingspan (also referred to as arm span) is approx-
imately equal to their height. Each of the three heights was
averaged over the entire frame. Then, the average values were
used as the input of classifiers.

Our work belongs to the category of skeleton-based gender
classification. In the first category (i.e., facial image-based
gender classification), most of the existing methods are lim-
ited in real-world applications because frontal face images
are required to classify human gender. Furthermore, if some
parts of the human face are occluded by masks, sunglasses,
or hats, most of the methods may not be effective in gender
classification. In the second category (i.e., silhouette image-
based gender classification), most of the previous methods
used GEIs for classifying human gender. In general, GEIs
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are obtained from full-body images taken from side views.
Therefore, if a camera does not capture a side view of person
to be classified, most of the methods also are not guaranteed
to maintain the performance they achieved in research set-
tings. To avoid these drawbacks, in this study, we explore
the use of 3D human skeleton on the gender classification
task. During the study, we found that JSEs of body joints in
walking sequences differ between men and women. Based on
this observation, we propose a gender classification method
using the JSE feature. In the next section, we explain the
proposed method in details.

lil. PROPOSED METHOD

A. OVERALL PROCESS

Fig. 2 shows the overall process of the proposed gender
classification method. The process of gender classification
is divided into three phases: (1) human body-centered skele-
ton representation, (2) JSE extraction, and (3) classification.
In the first phase, from the gait sequence of a walking skeleton
model, human body-centered coordinates, called transverse,
frontal, and median planes, are calculated. In the second
phase, the proposed JSE is extracted for each of the three
planes. Then, the extracted JSEs are concatenated into a
feature vector. In the final phase, the classification model is
trained using the labeled training JSE data. After the training
is completed, using the trained classification model, gender
classification is conducted on the unlabeled testing JSE data.
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B. HUMAN BODY-CENTERED SKELETON
REPRESENTATION

In general, the 3D human skeleton is represented as 3D
coordinates of N; points in a 3D Cartesian coordinate system.
Here, each point indicates the position of the corresponding
joint of the skeleton model. Let xj[n], y;[n], and z;[n] be the
X-, y-, and z-coordinates of the j* joint at the n frame,
respectively. In addition, let Pj[n] = (xj[n], yjlnl, zj[n]) be
the position of the j”* joint at the n”” frame in the 3D Cartesian
coordinate system. The value of N; depends on the product
specification of the motion capture sensors. For the Kinect
vl sensor, Ny was 20. Fig. 3 shows the details of the joint
information of the Kinect skeleton. In this study, based on
the joint information in the figure, we introduce the proposed
gender classification method.

The gait sequence is represented as a temporal stream of
Pj[n] for all joints. In practical situations, people would be
reasonably expected to walk freely through the field of view
of a motion capture sensor. For example, some people would
walk from right to left, and vice versa. Therefore, even if the
gait sequences are obtained from a single person, they may
not be the same in terms of the walking direction. As shown
in Fig. 4(b), to extract a viewpoint invariant gait feature from
such sequences, we use anatomical planes that transect the
human body. Using the anatomical planes, the skeleton’s
movement can be represented in human body-centered coor-
dinates rather than in conventional 3D Cartesian coordinates.
Based on this human body-centered skeleton representation,
we analyze the positions of body joints and the direction of
their movements. However, conventional anatomical planes
are generally obtained from a human who stands up straight.
To the best of our knowledge, a method to obtain anatomical
planes from a walking person has not yet been developed.
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FIGURE 4. lllustration of two human skeleton models walking in different
directions. (a) Original input gait sequences represented in 3D Cartesian
coordinate system. (b) Human body-centered skeleton representation
using anatomical planes.

Therefore, in this study, we propose a method for obtaining
anatomical planes including transverse, frontal, and median
planes, for the general skeleton model, as shown in Fig. 5.

Fig. 5(a) shows the transverse plane of the 3D human
skeleton model. In this study, we define the transverse plane
at the n* frame as a plane containing the point Piz[n] =
(x12[n], ¥y12[n], z12[n]) with a normal vector vi = (0, 0, 1).
Then, the equation of the transverse plane at the n* frame
can be written as

(1, (x = xp2[nl, y — yi2lnl, z — z12[nl))
= (00,0, 1), x —x12[nl, y — y12[nl, z — z12[n))
= 0-(x — x12[n]) + 0-(y — y12[nD) + 1-(z — z12[n))
=z—z12[n] =0, (D

where (, ) is the inner product operator.

As shown in Fig. 5(b), the frontal plane is defined
as a plane that passes through the points Pi3[n] =
(x13[n], y13[nl, z13[n]) and Piy[n] = (a4lnl, y14lnl, z14ln))
and is perpendicular to the xy-plane. Let v[n] be the normal
vector of the frontal plane at the n™ frame. Then, v» [n] can be
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found as

va[n] = P13[n]P1aln] x vi
= (x14[n] — x13(nl, y14ln] — y13lnl, z14ln] — z13(n])
x (0,0, 1)
= (1aln] — y13lnl, x13[n] — x14[n], 0), 2

where X is the cross product operator. Then, the equation of
the frontal plane at the n* frame can be written as follows.

(v2ln], (x — x12lnl, y — yialnl, z — z12[nl))
= (y1aln] — yi3[nD(x — x12[n])
+ (x13[n] — x14[n)© — y12[n]) + 0-(z — z12[n])
= (y1alnl — yi3[nDx + (x13[n] — x14[n])y
+x12[n](n3[n] — yialn]) + yi2[nl(raln] — x13[n])
= 0. 3)

As shown in Fig. 5(c), the median plane is defined as
a plane containing the point Pq[n] with a normal vector
—_— . .
P13[n]P14[n]. Then, the equation of the median plane at the
n' frame can be written as follow.

(P13[n]P14ln], (x — x12[nl, y — y12[n], z — z12[n]))
= (x14[n] — x13[nDx + (1aln] — yi3[nDy
+ (z14[n] — z13[nDz + x12[nl(x13[n] — x14[n])
+y2(nlsln] — yialnl) + zi2[nl(ziz[n] — z14lnl)
=0. 4)

C. JOINT SWING ENERGY (JSE) EXTRACTION

We propose a new kinematic gait feature, called JSE. A JSE
indicates how distant the skeleton’s joints are from the three
anatomical planes while walking. Fig. 6 shows the overall
process of JSE extraction. For explanation, let D; r[n] be the
shortest distance from the j” joint to the transverse plane at
the n' frame. Then, D; 7[n] can be calculated as

|O-xj[n] + 0-yj[n] + 1-zj[n] — le[n]i
V2102412
= |zjln] — z12[nl], ©)

Djr[n] =

where | | is the operator that returns the absolute value of its
argument.

Let R; 1 be the average distance from the j™ joint to the
transverse plane over the entire frame Nr. Using Dj r[n] in
(5), Rj 7 is defined as

Np
1
Rir=—" Dirlnl (©6)
i, T NF; 'j, T

Let Dj r[n] be the shortest distance from the j’h joint to the
frontal plane at n'" frame. Then, D; r[n] can be calculated as

_ |14—y13) (5 —x12)+ (13 —x14) (3 —y12)|
VO1a=y13)2+(x13—x14)?

N

Dj p[n]
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v,[n] L xy-plane

©

FIGURE 5. Three anatomical planes of 3D human skeleton: (a) transverse plane (red), (b) frontal plane (yellow), and (c) median plane (blue).

Time : 1 2 3 4 o+ m - Np-3

Side view

Transverse plane

Frontal plane

Frontal view

Median plane

Zy)

M E T

FIGURE 6. Overall process of JSE extraction. For clarity, we use two viewpoints: side and frontal. From the side view, the transverse and frontal planes
each look like a line. From the frontal view, the median plane looks like a line. The red, yellow, and blue lines indicate transverse, frontal, and median

planes, respectively.

In (7), for brevity, we use the simplified x-, y-, and z-
coordinates (x13, Y13, 213, X14, Y14, 214, X;j, Yj, Z;) after omit-
ting the frame index [n], from (xy3[n], y13[n], z13[n], x14[n],
y1alnl, z1alnl, x;j[nl, y;[nl, z;[n)).

Let R; r be the average distance from the 7™ joint to the
frontal plane over Nr using Djr[n] in (7). Then R;F is
defined as

1 &
Rjp = Ny ZDj,F[n]. (8)
n=1
Let Dj p[n] be the shortest distance from the j™ joint to

the median plane at the n'" frame. Then, Dj pm[n] can be
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calculated as

|Gr1a—x13)x+(14—y13)yj+(214—213)z+d |
Vx1a—x13)2+31a—y13)2+(@14—213)>

D; py[n]= 9

where d = xi2[n](x13[n] —x14[n]) +y12[n](y13[n] — y14ln]) +
z12[n)(z13[1] — z14[n]). In (9), for brevity, we use the simpli-
fied x-, y-, and z-coordinates (x13, Y13, 213, X14, Y14, 214, X,
¥j» zj) after omitting the frame index [n], from (x13[n], y13[n],
z13[nl, x14[nl, y14lnl, z1alnl, xi[nl, y;j[nl, zj[n]).

Let R; p be the average distance from the 7™ joint to the
median plane over Nr. Using Dj p[n] in (9), R; p is defined
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Load 3D human
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Ry = concat(Rr, Rjr) v
Ry = concat(Rp, R ) n=1 F = concat(concat(Ry, Rg), Ry)
Ry = concat(RM,Rj,M) l
Find Rir, Rjp,and Rjyy ~ +NO— n<Np

Find Djr[n], D; r[n], and D; y[n]

n=n+1 End

FIGURE 7. Flowchart of the JSE extraction.

as
1 X
Ry = — Y Djulnl. (10)
’ p#;;

Considering the definition of the transverse, frontal, and
median planes, regardless of gender, Dixr[n] = 0O,
D13 r[n] = 0, Di4,r[n] = 0, D12, m[n] = O for all n. There-
fore, for all joints except the twelfth (i.e., C-hip), thirteenth
(i.e., R-hip), and fourteenth (i.e., L-hip) joints, we calculate
Rjr in (6), R; F in (8), and R; »s in (10) and then represent
them as vectors:

Ry = [Rjr forjinJ\ {12, 13, 14}], (11)
Rp = [Rj)p forjin J\ {12, 13, 14}] , (12)
Ry = [Rj’M forjin J\ {12, 13,14}], (13)
where J is the set of joint indices (i.e., J = {1,2,--- ,Nr —

1, Nr}) and \ in A \ B is an operator that returns the relative
complement of B in A. Then, each of Ry, Rr, and Ry, are
17-dimensional.

Using Ry in (11), Rr in (12), and Ry in (13), we define the
proposed JSE feature vector as

F = concat(concat(R7, Rr), Ry), (14)

where concat(/1, I2) is an operator that concatenates a vector
I, to the end of a vector ;. The dimension of F in (14) is
51. The procedure for generating the JSE feature vector is
described by the pseudocode in Algorithm 1. In addition, Fig.
7 shows the flowchart of the proposed JSE extraction.

IV. DATASETS AND EVALUATION PROTOCOL
In this study, we evaluated the performance of our pro-
posed gender classification method using the following four
datasets:
o Dataset A: This dataset [58] provides both gait data
and gender information for 164 subjects. Among
the 164 subjects, 51 were female (31.1%) and 113 were
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Algorithm 1 Pseudocode for Generating the JSE Feature
Vector
Input: 3D human gait sequence consisting of Ng frames,
where each frame is composed of a row vector of 3D
coordinates of N; joints.
Output: JSE feature vector F
1: Create a Np-by-1 column vector of zeros Dy

2: Create a Np-by-1 column vector of zeros Df
3: Create a Np-by-1 column vector of zeros Dy,
4: Create an empty vector Ry
5: Create an empty vector Rp
6: Create an empty vector Ry
7: forjin (J \ {12, 13, 14}) do
8:  for nin range(1,Nr + 1,1) do
9: Calculate Dj r[n] in (5)
10: Dr[n] = Dj,T [n]
11: Calculate D; r[n] in (7)
12: Dp[n] = Dj r[n]
13: Calculate Dj p[n] in (9)
14: Dy [n] = Dj pm[n]
15:  end for
16:  Using Dr, calculate R; 7 in (6) as mean(D7)
17: Ry = concat(R7, R; 1)
18:  Using Dp, calculate R; r in (8) as mean(Dr)
19:  Rp = concat(Rr, R; r)
20:  Using Dy, calculate R; 3 in (10) as mean(Dyy)

21: Ry = concat(Ryy, Rj p)

22: end for

23: F = concat(concat(Rr, Rr), Ry)
24: return F

male (68.9%). The gait sequences for each subject were
recorded five times using the Kinect v1 sensor. However,
there are only three sequences for one subject denoted
as “Person015.” For three subjects denoted as ‘““Per-
son002,” “Personl58,” and ‘‘Personl64,” there are
only four sequences. In addition, there are six sequences
for seven subjects denoted as ‘‘Person003,” ‘Per-
son034,” “Person036,” “Person052,” ‘‘Person053,”
“Person074,” and “‘Person096.” As a result, the dataset
contains a total of 822 sequences (i.e., 7 people x 6
sequences per person + 153 people x 5 sequences per
person + 3 people x 4 sequences per person + 1 person
X 3 sequences per person).

o Dataset B: This dataset [59] provides both gait data
and gender information for 104 subjects. Among
the 104 subjects, 54 were female (52%) and 50 were
male (48%). Compared with Dataset A, Dataset B is
well balanced in terms of the proportion of women
and men. The gait data for each subject were recorded
once using the Kinect v2 sensor. In addition, during the
recording, each subject was asked to walk for approxi-
mately 30 seconds at a speed of approximately 1.2 m/s
over a treadmill. For a fair comparison with the results on
the other datasets where the Kinect v1 sensor was used,
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we used only the 20 joints corresponding to the joints in
the Kinect v1 skeleton.

o Dataset C: This dataset, called UPCVgaitK1l [52],
[60], contains gait sequences from 30 subjects. Among
the 30 subjects, 15 were female (50%) and 15 were
male (50%). The gait sequences for each subject were
recorded five times using the Kinect vl sensor. As a
result, the dataset contains a total of 150 sequences (i.e.,
30 people, x 5 sequences per person).

o Dataset D: This dataset, called UPCVgaitK2 [61],
[62], contains gait sequences from 30 subjects. Among
the 30 subjects, 11 were female (36.7%) and 19 were
male (63.3%). The gait sequences for each subject were
recorded ten times using the Kinect v2 sensor. As a
result, the dataset contains a total of 300 sequences
(i.e., 30 people x 10 sequences per person). For a fair
comparison with the results on the other dataset where
the Kinect v1 sensor was used, we used only the 20 joints
corresponding to the joints in the Kinect v1 skeleton.

For each dataset, we used leave-one-participant-out (LOPO)
cross validation to assess the performance of the proposed
method. The reason of using LOPO cross validation is to
avoid that the same participants are included in both the
training and testing data. If k-fold cross validation is care-
lessly used (i.e., training and testing data are carelessly
splitted, the same participants can be included in both the
training and testing data. In this case, machine learning
algorithms may show artificialy high results. For example,
suppose that, for Dataset C, a total number of 120 gait
sequences (= 30 subjects x 4 sequences per subject) are
used for the training data. In addition, the remaining 30 gait
sequences (= 30 subjects x 1 sequence per subject) are used
for the testing data. In this case, all subjects are both in
the training and testing data. If a machine learining algo-
rithm is trained using this training data and tested on the
testing data, the algorithm may artificially achieve a high
performance [52], [57], [63], [64]. To avoid this situation,
in this study, we used LOPO cross validation. In each val-
idation round, gait sequences for one person were used to
test the model, while the sequences for the other people
were used for training. As a result, many trained-classifiers
were generated during the LOPO cross validation procedure.
For example, for Dataset A, a total of 656 classifiers (= 4
classifiers x 164 rounds) were generated and tested. Since it
was difficult to describe the hyperparameter values for all
the models, we decided to provide all the trained models
in our web-page. Our code and trained models are avail-
able at https://sites.google.com/view/beomkwon/gender-
classification. In the web-page, we presented a step-by-step
explanation of how to run our code.

V. EXPERIMENTAL RESULTS
A. PERFORMANCE MEASURES

Table 1 shows the gender classification confusion matrix used
in this study. In this table, TP, FP, FN, and TN represent the
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TABLE 1. Gender classification confusion matrix.

True

Predicted Female Male
Female True positive (TP) False positive (FP)
Male False negative (FN) | True negative (TN)

number of true positives, false positives, false negatives, and
true negatives, respectively. By using these values, the gender
classification accuracy (ACC) is calculated as
TP +TN

~ TP+FP+FN+TN
Additionally, since the proportion of females and males in
Datasets A and D were imbalanced, we also used the follow-
ing statistical measures: true positive rate (TPR), positive pre-

dictive value (PPV), true negative rate (TNR), and negative
predictive value (NPV). Here, the TPR is defined as

ACC

x 100%. (15)

TPR = ————— x 100%. (16)
TP + FN
The PPV is defined as
TP
PPV = —— x 100%. a7n
TP + FP
The TNR is defined as
TN
TNR = ———— x 100%. (18)
FP + TN
The NPV is defined as
TN
NPV = ———— x 100%. (19)
FN + TN

B. PERFORMANCE COMPARISON

To demonstrate the effectiveness of the proposed feature
extraction method for gender classification, we compared
the proposed method with four existing feature extraction
methods. To this end, we implemented the four methods using
MATLAB R2018a. For brevity, we named them F1, F2, F3,
and F4.

o F1: This method is from Andersson et al. [53]. In this
method, anthropometric features, including the aver-
age length of each body part and average height, are
extracted from the subject’s skeleton sequence.

o F2: This method is from Camalan et al. [57]. In this
method, three features related to the subject’s height,
called HbS, HbE, and HbW, are extracted from the
skeleton sequence.

o F3: This method is from Bachtiar et al. [55]. In this
method, the average width between the right and left
feet is extracted from the gait sequence. In addition, the
average distance between the right and left hands was
also extracted.

e F4: This method is from Ahmed and Sabir [56]. In this
method, at each frame, the horizontal distance between
the right and left shoulders is calculated. The step length,
defined as the horizontal distance between the right and
left ankles, is also calculated at each frame. In addition,
the vertical heights are extracted for the joints of the
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head, wrists, shoulders, and ankles. Then, for each, the
average, standard deviation, and skewness are calculated
over the whole frames and used as features.

The effectiveness of each feature extraction method is
evaluated using four common machine learning algorithms:
KNN, Naive Bayes (NB), SVM, and decision tree (DT) mod-
els. To this end, we implemented the four algorithms using
the MATLAB functions ““fitcknn,” ““fitcnb,” “fitcsvm,” and
“fitctree,” respectively. The hyperparameter configuration of
each machine learning model was optimized using a hyper-
parameter optimization process supported by these functions.
In the process, Bayesian optimization was used.

TABLE 2. Gender classification accuracy comparison between the
proposed method and the existing methods.

Dataset A Dataset B Dataset C  Dataset D

Techniques 164 Users 104 Users 30 Users 30 Users
JSE-KNN 86.50 96.15 100.00 92.67
JSE-NB 80.41 89.42 96.00 94.33
JSE-SVM 84.18 98.08 96.67 92.67
JSE-DT 84.67 90.38 87.33 88.67
FI1-KNN 68.13 93.27 96.00 76.00
F1-NB 74.94 92.31 88.67 81.33
F1-SVM 72.02 92.31 90.00 78.33
F1-DT 68.49 92.31 88.67 82.33
F2-KNN 73.11 89.42 78.67 77.00
F2-NB 76.76 81.73 85.33 74.33
F2-SVM 72.02 89.42 80.00 68.00
F2-DT 74.70 80.77 77.33 75.67
F3-KNN 71.90 61.54 85.33 71.00
F3-NB 72.02 67.31 82.00 79.00
F3-SVM 70.56 69.23 82.00 71.00
F3-DT 69.71 66.35 72.67 69.00
F4-KNN 68.49 84.62 88.00 74.67
F4-NB 71.17 84.62 86.67 64.67
F4-SVM 72.26 83.65 88.67 88.33
F4-DT 65.69 83.65 92.00 82.00

Table 2 shows the average classification accuracies of the
proposed method and the existing methods (F1, F2, F3, and
F4) in all datasets. In the table, the gender classification
techniques are named according to the feature extraction
method and classification model used. For example, in JSE-
KNN, the proposed JSE feature extraction and KNN clas-
sifier were used. As another example, in F1-SVM, one of
the existing feature extraction methods, F1, and an SVM
classifier were used. The experimental results show that the
proposed feature extraction method achieves the highest clas-
sification accuracy for all datasets. On Datasets A and C, the
proposed technique, JSE-KNN, achieved the highest classifi-
cation accuracy among all the techniques. On Dataset B, the
proposed technique, JSE-SVM, outperformed the other tech-
niques, while achieving a classification accuracy of 95.19%.
In Dataset D, the proposed technique, JSE-NB, achieved the
best performance.

Table 3 shows the TPR, PPV, TNR, and NPV of each
technique in all datasets. In this table, TPR is a measure
used to indicate the ability to correctly identify the gender
of women as female. PPV indicates the ratio of correctly
identified females to all females classified. TNR is a measure

28344

used to indicate the ability to correctly identify the gender of
men as male. NPV indicates the ratio of correctly identified
males to all males classified.

o In Dataset A, the proposed technique, JSE-KNN,
achieves the highest TPR among all the techniques. For
PPV, the proposed technique, JSE-SVM, significantly
outperforms the other techniques, while achieving a PPV
of 82.5%. One can also see that the PPVs of the pro-
posed techniques, JSE-KNN and JSE-DT, are greater
than 80%. On the other hand, the PPVs of most of the
existing techniques (except only F1-NB, F2-NB, and
F2-DT) are lower than 60%. The proposed technique,
JSE-SVM, achieves the highest TNR among all the
techniques. Among the existing techniques, F3-SVM
achieves a good TNR of 90.75%. For NPV, JSE-KNN
outperformed the other techniques. The NPVs of our
four techniques (JSE-KNN, JSE-NB, JSE-SVM, and
JSE-DT) were above 90%. However, the NPVs of most
of the existing techniques (except only F1-NB and
F2-NB) are below 90%.

o In Dataset B, the proposed techniques, JSE-KNN and
JSE-SVM, achieved the best TPR of 100%. Among the
existing techniques, F1-SVM achieved the highest TPR
of 94.44%. For PPV, achieving a PPV of 96.43%, our
JSE-SVM outperforms the other techniques. In addition,
FI-KNN comes in second with a PPV of 94.34%. For
TNR, our JSE-SVM achieved the highest TNR of 96%
among the techniques, while the lowest TNR of 56%
was achieved by F3-KNN. For NPV, our JSE-KNN and
JSE-SVM, achieved the best NPV of 100%. Among
the existing techniques, F1-SVM achieved the highest
TNR of 93.75%. For Dataset B, it is observed that our
JSE-SVM achieved the best performance among all the
techniques in terms of ACC, TPR, PPV, TNR, and NPV.

« In Dataset C, our JSE-KNN outperforms the other tech-
niques, achieving the best TPR of 100%. Our JSE-NB
places second with a TPR of 98.67%. For PPV, our JSE-
KNN also achieved the best PPV of 100%. Among the
other techniques, our JSE-SVM achieved the highest
PPV of 97.3%. For TNR, our JSE-KNN ourperforms
the other techniques, achieving the best TNR of 100%.
Among the existing techniques, F1I-KNN and F4-KNN
achieved the highest TNR of 96%. For NPV, our JSE-
KNN achieved the best NPV of 100% and JSE-NB
ranked second with a NPV of 98.59%. Among the exist-
ing techniques, F1-KNN achieved the highest NPV of
96%. In summary, for Dataset C, our JSE-KNN achieves
the best performance among all the techniques in terms
of ACC, TPR, PPV, TNR, and NPV.

o In Dataset D, our JSE-NB achieves the highest TPR
of 85.45% among all the techniques. In addition, it is
observed that F4-SVM achieves the second highest
TPR of 83.64%. Our JSE-KNN and JSE-SVM achieved
TPRs of 81.82% and 80.91%, respectively. For PPV,
our JSE-KNN, JSE-NB, and JSE-SVM outperform the
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TABLE 3. TPR, PPV, TNR, and NPV of each technique in all datasets.

Techniques Dataset A Dataset B

TPR PPV TNR NPV TPR PPV TNR NPV
JSE-KNN 75.77 80.41 91.46 89.08 100.00 93.10 92.00 100.00
JSE-NB 68.85 69.11 85.77 85.61 90.74 89.09 88.00  89.80
JSE-SVM 63.46 82.50 93.77 84.73 100.00 96.43 96.00 100.00
JSE-DT 68.08 80.45 92.35 86.21 92.59 89.29 88.00 91.67
FI-KNN 43.46 49.56 79.54 75.25 92.59 9434 94.00 92.16
FI1-NB 61.15 60.23 81.32 81.90 92.59 92,59  92.00  92.00
FI1-SVM 43.08 57.73 85.41 76.43 9444  91.07 90.00 93.75
F1-DT 42.69 50.23 80.43 75.21 90.74 9423 94.00 90.38
F2-KNN 48.85 59.07 84.34 78.09 87.04  92.16 92.00 86.79
F2-NB 61.15 63.86 83.99 82.37 85.19 80.70  78.00  82.98
F2-SVM 41.15 58.15 86.30 76.02 88.89  90.57 90.00 88.24
F2-DT 53.85 61.40 84.34 79.80 85.19 7931 76.00 82.61
F3-KNN 36.15 59.12 88.43 74.96 66.67 62.07 56.00  60.87
F3-NB 38.46 58.82 87.54 75.46 75.93 66.13 58.00 69.05
F3-SVM 26.92 57.38 90.75 72.86 7222 69.64 66.00 68.75
F3-DT 35.00 53.22 85.77 74.04 61.11 70.21  72.00 63.16
F4-KNN 43.46 50.22 80.07 75.38 87.04 83.93 82.00 8542
F4-NB 43.46 55.67 83.99 76.25 87.04 83.93 82.00 8542
F4-SVM 51.92 56.72 81.67 78.60 85.19 83.64 82.00  83.67
F4-DT 39.23 45.13 77.94 73.49 81.48 86.27 86.00  81.13
Techniques Dataset C Dataset D

TPR PPV TNR NPV TPR PPV TNR NPV
JSE-KNN 100.00 100.00 100.00 100.00 81.82  97.83  98.95 90.38
JSE-NB 98.67 93.67 93.33 98.59 85.45 9895 9947  92.20
JSE-SVM 96.00 97.30 97.33 96.05 80.91 98.89 9947  90.00
JSE-DT 94.67 82.56 80.00 93.75 78.18 89.58 94.74  88.24
FI-KNN 96.00 96.00 96.00 96.00 61.82  69.39 84.21 79.21
F1-NB 82.67 93.94 94.67 84.52 71.82 7596 86.84  84.18
F1-SVM 96.00 85.71 84.00 95.45 57.27 7778  90.53 78.54
F1-DT 89.33 88.16 88.00 89.19 69.09 80.00 90.00 83.41
F2-KNN 76.00 80.28 81.33 77.22 58.18 73.56  87.89  78.40
F2-NB 77.33 92.06 93.33 80.46 5636  68.13 84.74  77.03
F2-SVM 76.00 82.61 84.00 77.78 38.18 60.00 85.26 70.43
F2-DT 76.00 78.08 78.67 76.62 62.73 68.32 83.16  79.40
F3-KNN 86.67 84.42 84.00 86.30 43.64 65.75 86.84 72.69
F3-NB 85.33 80.00 78.67 84.29 56.36 80.52  92.11 78.48
F3-SVM 84.00 80.77 80.00 83.33 37.27 69.49  90.53 71.37
F3-DT 73.33 72.37 72.00 72.97 41.82 61.33 84.74 71.56
F4-KNN 80.00 95.24 96.00 82.76 69.09 6441 77.89 81.32
F4-NB 88.00 85.71 85.33 87.67 60.00 51.56 67.37 74.42
F4-SVM 82.67 93.94 94.67 84.52 83.64 8440 91.05 90.58
F4-DT 94.67 89.87 89.33 94.37 70.00  78.57 88.95 83.66

existing techniques, and their accuracies are above 97%.
Among our techniques, JSE-NB achieved the highest
PPV of 98.94%. For TNR, our JSE-NB and JSE-SVM
achieved the best TNR of 99.47%. JSE-KNN also per-
forms well, achieving a TNR of 98.95%. Among the
existing techniques, F3-NB achieves the highest TNR
0f 92.11%. For NPV, our JSE-NB also achieved the best
NPV of 92.2%. F3-NB achieves the second highest TNR
0f 90.58%. For Dataset D, it is observed that our JSE-NB
achieves the best performance among all the techniques
in terms of ACC, TPR, PPV, TNR, and NPV.

Table 4 shows the Fjg score of each technique in all
datasets. In this table, Fig score is calculated using (16) and
(17) as follows:

TPR x PPV
TPR + g2 x PPV’

where B is a positive real parameter that determines the
weight of the TPR. In other words, in (20), TPR is 8 times as

Fg = (14 %) x (20)
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important as PPV. If 8 is less than 1, more weight is applied
to the PPV. On the other hand, if 8 is greater than 1, more
weight is applied to the TPR. If 8 = 1, Fig becomes the
harmonic mean of the TPR and PPV. In the experiments in
Table 4, we set the values of 8 0.1, 0.5, 1, 1.5, and 2. In the
cases of § = 0.1 and B = 0.5, the PPV performances of
the techniques are considered more important than the TPR
performances. In the cases of 8 = 1.5 and 8 = 2, the TPR
performances of the techniques are considered more impor-
tant than the PPV performances. In Dataset A, when 8 = 0.1,
our JSE-SVM achieves the highest Fg score among all the
techniques. On the other hand, when 8 > 0.5, JSE-KNN
outperforms the other techniques. In Dataset B, our JSE-
SVM achieves the highest Fg score among all the techniques,
regardless of the value of 8. Among the existing techniques,
when 8 < 1, F1-KNN achieves the highest Fg score. On the
other hand, in the cases of 8 = 1.5 and 8 = 2, FI-SVM
outperforms the other techniques. In Dataset C, our JSE-KNN
outperforms the other techniques, achieving the best Fg score
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TABLE 4. Fg score comparison between the proposed method and the existing methods.

Techniques Dataset A Dataset B

=01 pg=05 p=1 =15 p=2|p=01 =05 =1 =15 p=2
JSE-KNN 80.36 79.44 78.02 77.14 76.65 93.17 94.41 96.43 97.77 98.54
JSE-NB 69.11 69.06 68.98 68.93 68.90 89.11 89.42 89.91 90.23 90.41
JSE-SVM 82.26 77.83 71.74 68.31 66.53 96.46 97.12 98.18 98.87 99.26
JSE-DT 80.31 77.63 73.75 71.46 70.24 89.32 89.93 90.91 91.55 91.91
F1-KNN 49.49 48.21 46.31 45.17 44.56 94.32 93.98 93.46 93.12 92.94
F1-NB 60.24 60.41 60.69 60.87 60.97 92.59 92.59 92.59 92.59 92.59
F1-SVM 57.54 54.05 49.34 46.73 45.38 91.10 91.73 92.73 93.38 93.75
F1-DT 50.14 48.51 46.15 44.76 44.01 94.19 93.51 92.45 91.79 91.42
F2-KNN 58.95 56.70 53.47 51.59 50.60 92.10 91.09 89.52 88.55 88.01
F2-NB 63.83 63.30 62.48 61.96 61.68 80.74 81.56 82.88 83.75 84.25
F2-SVM 57.92 53.71 48.20 45.22 43.71 90.55 90.23 89.72 89.40 89.22
F2-DT 61.32 59.73 57.38 55.97 55.21 79.36 80.42 82.14 83.29 83.94
F3-KNN 58.75 52.46 44.87 41.06 39.20 62.11 62.94 64.29 65.18 65.69
F3-NB 58.52 53.19 46.51 43.05 41.32 66.21 67.88 70.69 72.62 73.74
F3-SVM 56.74 46.79 36.65 32.18 30.12 69.67 70.14 70.91 71.41 71.69
F3-DT 52.94 48.20 42.23 39.12 37.57 70.11 68.18 65.35 63.65 62.74
F4-KNN 50.14 48.71 46.60 45.34 44.66 83.96 84.53 85.45 86.06 86.40
F4-NB 55.51 52.71 48.81 46.61 45.45 83.96 84.53 85.45 86.06 86.40
F4-SVM 56.67 55.69 54.22 53.31 52.82 83.65 83.94 84.40 84.70 84.87
F4-DT 45.07 43.81 41.98 40.88 40.28 86.22 85.27 83.81 82.90 82.40
Techniques Dataset C Dataset D

=01 pB=05 p=1 p=15 p=2] =01 pL=05 pL=1 pL=15 pL=2
JSE-KNN 100.00 100.00 100.00 100.00 100.00 97.64 94.14 89.11 86.16 84.59
JSE-NB 93.72 94.63 96.10 97.07 97.63 98.79 95.92 91.71 89.20 87.85
JSE-SVM 97.28 97.04 96.64 96.40 96.26 98.67 94.68 89.00 85.70 83.96
JSE-DT 82.66 84.73 88.20 90.58 91.97 89.45 87.04 83.50 81.37 80.22
FI1-KNN 96.00 96.00 96.00 96.00 96.00 69.30 67.73 65.38 63.97 63.20
F1-NB 93.81 91.45 87.94 85.84 84.70 75.92 75.10 73.83 73.04 72.61
F1-SVM 85.81 87.59 90.57 92.58 93.75 77.50 72.58 65.97 62.33 60.46
F1-DT 88.17 88.39 88.74 88.97 89.10 79.88 77.55 74.15 72.12 71.03
F2-KNN 80.24 79.39 78.08 77.27 76.82 73.37 69.87 64.97 62.18 60.72
F2-NB 91.89 88.69 84.06 81.34 79.89 67.99 65.40 61.69 59.53 58.38
F2-SVM 82.54 81.20 79.17 77.92 77.24 59.66 53.85 46.67 42.99 41.18
F2-DT 78.06 77.66 77.03 76.63 76.41 68.26 67.12 65.40 64.35 63.77
F3-KNN 84.44 84.86 85.53 85.96 86.21 65.43 59.70 52.46 48.67 46.78
F3-NB 80.05 81.01 82.58 83.62 84.21 80.18 74.16 66.31 62.10 59.96
F3-SVM 80.80 81.40 82.35 82.98 83.33 68.90 59.25 48.52 43.47 41.08
F3-DT 72.38 72.56 72.85 73.03 73.14 61.05 56.10 49.73 46.36 44.66
F4-KNN 95.06 91.74 86.96 84.14 82.64 64.45 65.29 66.67 67.58 68.10
F4-NB 85.74 86.16 86.84 87.28 87.53 51.63 53.05 55.46 57.12 58.10
F4-SVM 93.81 91.45 87.94 85.84 84.70 84.40 84.25 84.02 83.87 83.79
F4-DT 89.92 90.79 92.21 93.14 93.67 78.48 76.69 74.04 72.43 71.56

of 100%. Our JSE-SVM also achieves a good Fg score
of 96% or above. Among the exsting techniques, F1-KNN
achieves the highest Fg score of 96%, while the lowest is
achieved by F3-DT. In Dataset D, our JSE-NB outperforms
the other techniques, regardless of the value of §. Among our
techniques, JSE-DT shows the worst performance. However,
JSE-DT outperforms the other existing techniques, except
F4-SVM. Among the existing techniques, F4-SVM shows the
best performance.

VI. CONCLUSION

In this study, we developed a new gait feature, called JSE, for
skeleton-based gender classification. The proposed gender
classification method consists of three phases: (1) human
body-centered skeleton representation, (2) JSE extraction,
and (3) classification. In the first phase, we compute the
transverse, frontal, and median planes from the input gait
sequence for human body-centered skeleton representation.
In the second phase, we extract the JSE feature for the three
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planes. The extracted JSEs are then concatenated into a fea-
ture vector. In the final phase, the classification model is
trained using the labeled JSE training data. After the train-
ing is completed, gender classification is conducted on the
unlabeled JSE testing data using the trained classification
model. To demonstrate the effectiveness of the proposed gen-
der classification method, we trained four machine learning
algorithms using JSE and evaluated them on four publicly
available gait datasets. The results demonstrated that the
proposed method achieved state-of-the-art performance in
terms of accuracy, TPR, PPV, TNR, NPV, and F in all the
datasets. As a part of future work, we plan to investigate
the effectiveness of our method for classifying the gender of
people whose body parts are partially occluded. In the gait
sequences used in the experiments, there was no invisible
body joint. However, in practical situation, while walking,
some body joints sometimes can be occluded by bag, clothes,
and other objects, such as tree and wall. In the worst case
scenario, only a few body joints are visible during the whole
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time interval. In this case, for the occluded joints, it is difficult
to extract the JSEs. Therefore, in future work, we plan to
evaluate the performance of our method on gait sequences
of people whose some body parts are occluded. In addition,
analyzing the evaluation results, we plan to make our method
robust to partial occlusion and data loss.
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