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ABSTRACT The mooring systems give stability to the floating platforms against environmental conditions,
stabilizing the platform with mooring lines attached to the seabed. The mooring systems are among the main
components that guarantee the safety of the staff and the various operations carried out on the platforms.
The current approaches used to monitor mooring lines are inefficient as line tension sensors are expensive to
install, maintain, and have durability problems. This article presents the development of two neural network-
based machine learning systems: a Multilayer Perceptron (MLP) and a Long Short-Term Memory (LSTM).
They are able to detect mooring line failure in near real-time based on the comparison between measured
and predicted motion. The implemented systems were trained and evaluated with simulated motion data
generated using real environmental conditions measured in the Campos Basin, in Rio de Janeiro, Brazil. The
results showed the MLP and LSTM models were able to detect a failure in the mooring lines, with increasing
difference between the predicted and the measured motions when there is a line breakage. A comparison
between the two machine learning models revealed the LSTM model performed better at predicting the
motions of the platform.

INDEX TERMS Mooring line failure, failure detection, machine learning, neural networks, floating

production storage and offloading.

I. INTRODUCTION

The discovery of large offshore oil fields has led the oil
sector to find a solution to the challenge of stationkeep-
ing in deepwater. Floating structures, also known as plat-
forms such as Floating Production Storage and Offloading
(FPSO), with large tank capacity, have been used over the
years to extract offshore oil deposits safely. These floating
platforms allow the extraction and storage of the extracted
crude oil and are maintained in the desired location using
mooring lines anchored to the seafloor. Mooring systems
are among the key components that ensure the position
keeping, the staff’s safety, and the various operations car-
ried out on a platform. These operations include extrac-
tion, production, and oil offloading. The need for reliable
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monitoring of the structure and integrity of the platform’s
anchoring system becomes critical because system failure
can lead to the platform drifting from the desired location,
causing endangerment to personnel aboard or around the
platform, oil spillage, and environmental pollution. The float-
ing structure exposed to offshore environmental conditions,
such as waves, currents and wind, continuously undergoes
stresses and strains caused by these environmental condi-
tions. In this way, the platforms’ structural integrity and
mooring lines are decreased during the life cycle of these
components.

Studies in [12] and [6] have shown around 45% of mooring
failures are either single line or multiple line failures that can
be attributed to corrosion and fatigue, among other causes. In
some cases of single line mooring failure, additional moor-
ing lines can be damaged due to increased load, stress, and
tension experienced by the remaining lines, since single line
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failure increases the degradation rate of the remaining moor-
ing lines [12].

A report in [1] indicated that 50% of the offshore platforms
in the North Sea could not monitor the mooring line in
real-time, 33% of the platforms cannot measure offset from
the no-load equilibrium, and 78% of the platforms lack a
system that alerts in the event of a line failure. Therefore,
when a mooring system gets comprised, it can go unnoticed
for an extended period. Identifying mooring line damage
is predominantly done via visual inspection of the mooring
line in a scheduled time frame. However, this approach is
rudimentary, time-consuming, and costly. To overcome this
problem, methods that involve monitoring of the mooring
line have been proposed. In these methods, inclinometers,
micro-remote operated vehicles (ROV), load shackles are
used. Inclinometers are fitted on the mooring lines to measure
the mooring line angles. In calm weather conditions, mooring
angles are measured and compared against mooring angles
after turbulent weather has passed. In the event of significant
changes in the angles between the two measurements taken,
this may indicate the possibility of a failure in a mooring line
[19]. Micro-ROVs are also deployed to check the mooring
line if the inclinometer reading shows an offset. The use of
micro-ROVs to inspect anchor lines helps to eliminate the
need to employ full-size, expensive ROVs or even offshore
divers when an event occurs. However, as these platforms
venture into greater water depth the mooring line length
increases. Moreover the image quality of the micro-ROV
increasingly becomes blurred [14].

Load shackle with load cells are connectors used to link
mooring lines. These load shackles monitor mooring line
tension in real-time with the use of load cell [8]. There are
different types of load shackles, e.g., wireless and traditional
load shackles. Wireless load shackles require interval replace-
ment of the battery that serves as the energy source in deep
waters. Both traditional and wireless shackles are affected
by marine growth that occurs naturally on the mooring line
which affects the tension load on the monitored mooring line.
Removal of marine growth is expensive and time-consuming.
It is also costly to place these sensors along the length of the
mooring line in deep water.

Position monitoring can be achieved using an orbital
satellite, such as a Differential Global Positioning System
(DGPS), to monitor a platform’s position. The platform is
monitored continuously, as the navigation system onboard the
platform coupled to a computer is in constant communica-
tion with the DGPS sensor. Platforms that drift away from
the perimeter of a predefined watch circle most likely have
encountered mooring line failure [19]. However, the watch
circle’s definition is not always easy to do, as it must take into
account the different geographical locations under specified
environmental conditions, which can cause difficulties for
this approach to provide satisfactory responses in the most
extreme environmental conditions.

Recent improvements in technology feature solutions
based on machine learning (ML) for real-time monitoring and

VOLUME 9, 2021

DGPS / IMU
Data

Predictor

Mooring
Line
Status

MLP

Error
Calculation

FIGURE 1. Proposed general architecture: mooring line failure detection
is based on the short-term prediction of platform motion.

failure detection of the mooring system. ML, a subset of Arti-
ficial Intelligence in which the models are built based on data
by an algorithm with no explicit instructions being provided,
becomes a good alternative for use in monitoring mooring
systems. The abundance of data generated by several sensors
can be used to train the ML algorithms in this task. Platform
motions in the offshore with an intact mooring system and
a single mooring line damage show subtle variation in their
response to environmental conditions making it challenging
to know when mooring line failure has occurred assertively.
ML models that are useful for identifying subtle differences in
intricate patterns were implemented to detect these changes.

Our proposal in this article is to use architecture as shown
in Fig. 1, with a predictor module that estimates the future
platform motion based on the platform’s previous motion
data. This predictor is trained with data that indicates motions
without line breakage. The idea is that the predictor makes
the future prediction of the motion considering the absence
of failures and that the sensors measure the actual motion
performed by the platform. If there is a significant differ-
ence between the predicted and the measured value, this is
notified by the mooring line’s status, which then indicates
a line failure. We present the development and comparison
of two ML models to identify when a platform’s mooring
system is compromised, based on neural networks (NN) for
the predictor module, a Multi-layer Perceptron (MLP) model,
and a Long Short Term Memory (LSTM) model.

This article is structured as follows: Section II introduces
related work. Section III introduces key concepts of machine
learning. Section IV explains in detail our proposal, while
Section V describes the experimental setup and describes
the experiments and related analysis. Section VI presents
result of the experiments carried out and discussion. Finally,
Section VII presents our conclusions and highlights future
work.

Il. RELATED WORK

Researchers in diverse domains are increasingly adopting
machine learning techniques, which is also true for the off-
shore industry. The articles included in this section focus
mainly on the detection of mooring line failures for FPSO,
given that this platform is the interest of our study. Table |
presents eight articles published in the last five years retrieved
with query ‘““(machine AND learning OR neural AND
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network OR artificial)’ to the Scopus database. The selected
papers use neural networks as their primary ML technique,
and the table presents a summary of the neural networks
the authors developed and the inputs fed to their respective
models.

In the following, we discuss how these ML techniques
were applied to monitoring the mooring systems. We detail
the input variables used, the algorithm implemented, and the
output of each algorithm.

MLP and kriging methods was used in [9] to predict
changes in the mooring state. Both MLP and kriging methods
were trained on meta-ocean data and GPS data. Inputs to
their models included wave height, period and direction, wind
velocity, current velocity, draft of the vessel, and outputs of
the models were the mean offset (from the mooring design
center), maximum offset, significant offset and second-order
peak response period (Natural Frequency). The dataset used
in training methods had instances in which mooring failure
had occurred and instances of intact mooring lines. The mod-
els were trained on a dataset without line breakage and tested
on the dataset with line breakage. They then used the error
difference between the dataset without line breakage and line
breakage to determine the occurrence of failure. The result
showed both methods performed well in predicting when
changes in the mooring state occur.

Also, in [15] a novel concept with regards to the integrity
of the mooring system was proposed. They implemented a
system named Position Response Learning System (PRLS)
that, at its core, uses MLP for predicting the integrity of a
mooring system. The PRLS system was trained on data from
DGPS, meta-ocean sensors (waves, currents, and wind), and
inertial motion of the vessel; they used the six degrees of
freedom (6DoF) motion sensors of the vessel, namely surge,
sway, heave, roll, pitch and yaw as input features. The pro-
posed system provided two forms of output: classification-
based output, indicating whether or not there was a line break,
and regression-based output, estimating which line could
have broken.

A two hidden layer backpropagated MLP on numerically
simulated data to predict mooring line tension from plat-
form motion was also used in [16]. MLTSIM, a proprietary
numerical simulation package, was used to model a semi-
submersible vessel with its mooring system. Properties of
the vessel and its mooring line material composition were
accounted for in the numerical simulation under different sea
state conditions. Results from the simulation were used as
data for training and testing of the MLP. 60-second time series
of platform movements with one-second intervals were used
as an input feature for MLP. Series of 30 seconds of moor-
ing line tension with one-second intervals were predicted as
output. The MLP training performance was evaluated using
the average RMSE error. Evaluation of the MLP was carried
out using the correlation coefficient to check for the accu-
racy of the MLP model prediction. Comparison between the
predicted tension of the mooring line of the MLP model and
the output value of the numerical simulation of the mooring
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line tension was performed during the training and test phases
using the correlation coefficient. Results in both the training
and testing phases of the MLP showed high correlation values
indicating in the training phase that the model was able to
learn, while in the testing phase, the model was able to gener-
alize on what it learned to new unseen data. In [17], an MLP
model capable of detecting when a moored offshore platform
mooring line experiences damage to its mooring lines was
implemented. The presented MLP was a two hidden layer
model trained to distinguish between normal drift period of
a moored platform readings from damaged drift readings of
a moored platform. The proposed MLP was trained on the
results of an in-house numerical simulation software named
MLTSIM, in which data for intact mooring lines and damaged
mooring lines with different sea states were simulated. Inputs
to the MLP were DGPS readings of the platform and the total
mass of the FPSO platform. Backpropagation algorithm was
used for training the MLP network, and the output of the MLP
was a regression-based output, whereby the algorithm was
able to predict which mooring line was damaged.

In [18], an MLP and an LSTM network to detected moor-
ing line damage of an FPSO platform was implemented.
Two approaches were used for identifying mooring failures:
an auto-correlation approach where the future sway motion
is predicted based on previous sway motion and a cross-
correlation approach where five DoF (surge, heave, roll,
pitch, and yaw) of an FPSO is used to predicted sway motion.
Both MLP and LSTM models were able to detect mooring
line failure. Information about the networks’ configuration
was not provided.

A convolutional neural network (CNN) based binary clas-
sifier was implemented for mooring line failure detection in
[11]. A non-disconnectable turret FPSO with 21 mooring
lines was modelled in Orcaflex! software. Orcaflex is a
hydrodynamic analysis software, and it was used to make
time-domain dynamic numerical simulations of the modeled
FPSO vessel with its mooring lines. Environmental forces on
the FPSO were accounted for in the numerical simulations by
using Response Amplitude Operators and Quadratic Trans-
fer Functions for accounting for the wave forces and drag
force coefficients to account for the wind and current forces.
Simulations for intact and single mooring line damage cases
under different sea states were generated as the dataset for the
proposed CNN.

The results from the generated simulations were encoded
into label images. The in-house algorithm embedded infor-
mation such as statistics of the horizontal position of the
FPSO, Root Mean Squared values of the 6DoF of the vessel,
and Root Mean Squared (RMS) values of the FPSO acceler-
ation.

Evaluation of the proposed CNN performance was done
with confusion matrix and F_score. The proposed CNN
approach showed excellent results. However, there were cases
of false negatives.

1 https://www.orcina.com/orcaflex/
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TABLE 1. Comparison between ML model and our proposal.

Paper (year) | ML technique Inputs

[9] (2016) MLP

Wave height, period and direction, wind velocity, current ve-
locity, draft of the vessel

[15] (2017) MLP

DGPS & Weather measurement & 6DoF motion sensors

[16] (2017) MLP

DGPS & Platform mass

[17] (2018) MLP

The long drift periods and mean values of the surge and sway
motions of the vessel

[18] (2018) MLP & LSTM

DGPS & 6DoF motion sensors

[11](2019) CNN

Statistics of the horizontal position parameters of the vessel
and the root mean square values of the 6DoF accelerations

[3] (2020) MLP

Mean and standard deviation environmental data & 6DoF
motion sensors

MLP & LSTM

Our proposal

DGPS & 6DoF motion sensors

In [3], the authors used an MLP model with five hidden lay-
ers to detect damaged mooring line of a tension leg platform
(TLP). Inputs to the MLP were the mean and standard devia-
tion of wind and wave environmental measurements and the
TLP floater response (6DoF: sway, yaw, surge, pitch, heave,
roll). The output of the network was a binary classification
of the mooring line status, that is, compromised or not com-
promised mooring system. The developed MLP was trained
and tested on simulated data generated by CHARM3D soft-
ware from Texas A&M University. During dataset generation,
the TLP with intact mooring lines and a single mooring
line damage was created. The MLP was trained with the
TLP without a comprised mooring system and tested with
a TLP response with a damaged mooring line. Random
noise was added when data was being generated in order
to replicate real-life weather conditions. The MLP model
developed was able to detect when a mooring line damage
occurred.

From these works, a common attribute could be seen. Input
to their respective NN had either a combination of DGPS,
sea state measurement, or floater response. Our proposed
approach draws inspiration from the work of [18] by com-
bining the auto-correlation approach and cross-correlation
approach they implemented of the platform 6DoF. In their
implementation, only RMS error was used to identify the
occurrence of mooring line breakage. On the other hand,
we used two more errors — RMSE, mean and median — to
complement and affirm the occurrence of a break in the
mooring line. In their implementation for both approaches
— cross-correlation and autocorrelation — the LSTM model
used a time interval of 1 second of input to predict the
subsequent second, while the time interval window for the
MLP model for both the approaches had two windows, 10 and
100, respectively. In their experiments, the authors found that
the longer window decreased the MLP overall performance.
Our network, on the other hand, has a long forecast window
when compared to theirs. Our MLP model uses 600 seconds
of the previous platform’s motion to predict 100 seconds of
the platform’s future movement, while the LSTM model uses
1000 seconds of input to predict 400 seconds of the platform’s
future movement.
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As we can see in the Table 1, in our proposal the plat-
form motion response (6DoF motion sensors and DGPS) is
provided as inputs to the networks. In addition, the forecast
length of both our models is longer when compared to the
other methods.

Ill. PRELIMINARIES

Machine learning (ML) is a subset of artificial intelligence,
in which a machine learns from data without being issued
explicit instruction on how to solve a given task [4]. This
section presents the fundamentals of supervised learning
that is a subcategory of ML used in this article. Supervised
machine learning involves training a model to generate a map-
ping function that can predict output for a given input. The
model trains on labelled data until it achieves a reasonable
accuracy in making accurate predictions. In this article, ML is
used in a supervised manner to make a time series prediction
of an offshore platform motion. The supervised models used
here are artificial neural networks (ANN).

A. NEURAL NETWORK PRINCIPLES

Most ML algorithms are based on ANN, implementable in
different forms, although their primary function is always
similar. ANN can change some parts of its structure based
on received internal or external information. The essential
ability to change its structure enables ANN to learn patterns
in data structures. ANN is a parallel computational model
consisting of adaptive processing units, known as neurons,
that are densely connected to each other. ANNSs are inspired
by neurons and synapses in the human brain. ANNs are com-
posed of neurons and connection lines, which are structured
in layers to form a network. A basic ANN has an input,
one or more hidden layers and an output layer [10]. A neuron
unit is also known as perceptron, shown in Figure 2.

A single unit of perceptron takes in inputs X, given by
X1, X2, X3, .., X, to generate an output y. Each input (i) is con-
nected to a node (j) with weights w, with wi, wo, w3, .., w,
assigned to each input respectively. These weights determine
the strength of a connection to the node (j). The node (j)
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FIGURE 2. A single unit of a perceptron, where y is the output, k is the
activation function, m; is the summed weight, b is the bias, x is the input,
and w is the weight.

generates a weighted sum of all the inputs values plus bias:

m; = (Z w,-.x,-+b), (1)
i=1

where the 7 is the number of nodes in the input, x; is the input
value in node i, w; is the weight in the connection from i to
J» b is the bias. The result of the weighted sum () is passed
through an activation function & to generate an output /;

li = k(my), @)

where if /; is an input to another perceptron, it becomes
x or y if it is the final output. The activation function k can
be referred to as a gate that standardizes information. There
are different types of activation functions available. However,
for brevity, the most common activation functions, sigmoid,
and ReLU, are explained. Sigmoid activation function whose
formula equals:
1
1 —e*

is governed by the following: the value coming from weighted
sum (here z = m;) is squashed to be in the range of [0, 1], and
it is propagated forward. ReLU whose formula equals k(z) =
max,(0, z) is governed by the following, if the weighted sum
(z = my) is greater than zero the information from the input is
allowed to pass while if z = m; is 0 or negative it is clipped at
0 and 0 is passed as output [7]. Depending on the activation
function’s decision, k the output y is gotten. An ANN learns
by using the error difference between its output and the actual
value to improve. The learning process is done in three steps.
The first step involves the flow of information from input
to the activation function to produce an output. This step is
known as forward pass. In the second step, the output of the
ANN y is compared against the actual value y, given that this
is supervised learning where the actual output (also called
label) is known beforehand in a training set consisting of
pairs < X,y >; this is known as loss function calculation.
In the third step, the error difference is then back-propagated
to adjust the weights of the ANN. Starting from the output
layer back to the hidden(s) layer(s) and back to the input
layer, this is known as Backward pass. These three steps

k(z) = 3)

27682

Hidden

layer layer layer

; . ; Y

Input Output

T

I

FIGURE 3. An MLP diagram.

are done recursively until a stopping criterion is met. The
stopping criterion can either be allowing the network to iterate
n number of epochs or when the error difference between
the network predictions and the true label is minimal. Epoch
refers to the number of times the network is instructed to cycle
through the whole data set. These learning steps are what is
referred to as backpropagation.

B. MULTI-LAYER PERCEPTRON

A multi-layer perceptron (MLP) is a feed-forward neu-
ral network that is created when multiple perceptrons are
structured in layers to solve complex problems, as illustrated
in Figure 3. In feed-forward networks, information propa-
gates in one direction. Information moves from the input layer
to the hidden layer to the output layer.

The MLP follows the single perceptron principle but on a
larger scale. Perceptrons are structured in layers to construct
an MLP network. These layers are the input layer, one or more
hidden layers, and the output layer. Following the same prin-
ciple of a perceptron unit, information flows from the input
layer through the hidden layers, after which it passes to the
output layer to make a prediction. Training is done using the
back-propagation algorithm to improve the accuracy of an
MLP. The back-propagation algorithm works by using the
error difference between the MLP output and the expected
output to make adjustments to the weights in each layer of
the network, starting from the output layer backwards to the
input layer with the objective of reducing the error difference
of the MLP output and the actual output, the same way as
explained before. A typical performance metric used to gauge
the difference between the model prediction and the actual
value is the Mean Squared Error (MSE)

1
Loss function = MSE = z@ —y)?

which can be regarded as the loss function. The weights
and bias of the network can be adjusted to reduce the loss
function. The back-propagation algorithm employs different
optimizers to reduce the loss function. The simplest of them is
the gradient descent that finds the slope of the loss function
using the partial derivative with respect to each weight in a
layer, after which the weights and bias are updated until the
loss function is minimal. Other frequently used optimizers
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FIGURE 4. An LSTM diagram, where c;_; is the previous cell state, ¢; is
the new cell state, h; is the new hidden state, ft is the forget gate, o is
the sigmoid activation function, tanh is the hyperbolic tangent function,
h¢_, is the previous hidden state.

are the stochastic gradient descent with momentum, adaptive
gradient, and Adam optimizer, among others.

In the next section, a variant of neural network different
from feed foreword network is introduced.

C. RECURRENT NEURAL NETWORKS

Recurrent neural networks (RNN) build upon the princi-
ples of feedforward networks, introducing a further loopback
mechanism where information from previous time step 7—1
is reused in the current time step 7 to produce an output.
This mechanism, in turn, gives RNN the ability to retain
information it has seen. By sharing information about the
previous output between each node in each recurrent hidden
layer, the RNN is able to learn the order of temporal data.
However, it leads the RNN to face the vanishing gradient
problem during training when the weights of the RNN net-
work are being adjusted. This problem is due to the gradient
descent method in the backpropagation algorithm. Each node
in a layer calculates its gradient concerning the effect of the
gradient in the previous layer. When the previous layer’s
adjustments are small, the weights of the nodes of the cur-
rent layers will be even smaller when adjusted, making the
gradients continuously smaller. Thus the vanishing gradient
problem is encountered.

Long Short Term Memory (LSTM), a variant of RNN,
was developed to solve the vanishing gradient problem. The
RNN structure is improved upon by having three gates and
a cell memory in each node. These gates are the input gate,
forget gate, output gate, and cell state, which all together
make up an LSTM unit, shown in Figure 4. Using these
gates, the LSTM manipulates information flow through gates,
storing information of relevance to the network within the
network’s memory.
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LSTM is keeping the cell state by a belt-like structure.
This cell state is shared by a LSTM cell equally and each
cell can manipulate its cell state in 3 different manners, also
known as gates. Outer events have no influence on the cell
state. Gates are used to manipulate the cell state. They are
activated by a sigmoid activation function and consist of a
pointwise multiplication operation. Sigmoid layer can take a
value between 0 and 1, where 0 means that the gate is closed
and with 1 the influence of this gate is maximal.

The entrance gate of an LSTM unit is the forget gate
(f:). Its sigmoid activation function (o) defines the amount
of information that should be forgotten or kept in the cell
state. The gate decides based on the previous output A,
and the input x;. Its activation function squashes these two
information to outputs O or 1, where 1 denotes retain the
information and O denotes forget the information stored:

Jr = o(wp, . x +wyp, i1 + by). @)

The input gate (i;) of the LSTM cell decides the infor-
mation to be allowed into the memory of the LSTM cell.
Two copies of the current input (x;) and prior state (f;—1)
are created where one copy goes to a sigmoid activation
function (o) whose value 1 means allowing information into
the memory and O denies information flow into the LSTM
cell. The second copy made goes through a tanh activation
function whose output (¢;) is between —1 and 1, which is
used to help regulate the LSTM cell. The product of the two
activation functions are found and stored as q,

iy = o(wi X + [wi, 11+ b)),
tanh(wc.[h,_l , Xt] + bc)’

o
Il

The output gate (0;) decides what information is stored in
the memory of the LSTM cell by either choosing to preserve
the information already in the LSTM memory or adding more
information to the memory. The output is the new hidden state
(hy) of the LSTM unit, which is sent to the next LSTM in
the hidden layer as (h;—1). The output gate takes the new
memory cell (¢;) information and passes it through a tanh
activation function and also takes the prior hidden state (h;_1)
and the information of the current input (x;) and passes it
through a sigmoid activation function. The outputs of these
two activation functions, sigmoid and tanh, are multiplied
together to produce the new hidden state (h;),

01 = 0o(Wo, Xt + Woy-hi—1 + Do),

pr = tanh(w,.[cr + be),

hy = os.p;. 6)
In the next section, we present our study that consisted of

comparing an MLP model with an LSTM model to perform
the prediction of a floating platform’s motion.

IV. METHODS
The development of our failure detection system for moor-
ing lines is aimed at a Floating Production Storage and
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FIGURE 5. FPSO platform model with 18 anchor lines (with blue tips) and
risers (in green).

TABLE 2. Platform dimension and setup.

Unit Hull dimension

Length between prep. (m) 320

Length overall (m) 337
Lateral windage area (m?) 16800

Frontal windage area (m?) 2041
Draft (m) 16

Beam (m) 54.5

Depth (m) 27.8
Number of risers 79
Number of mooring lines 18

Offloading platform (FPSO). The platform used in this work
is a converted very large crude carrier (VLCC) spread moored
FPSO, with fixed heading. It has 18 mooring lines (8 at the
bow, 10 at the stern) and 78 risers, as shown in Figure 5.
In the experiments reported here, a fixed draft was used.
The platform characteristics such as the mass, dimensions,
number of risers and mooring lines can be found in Table 2.

A combination of data from a Differential Global Position-
ing System (DGPS) — which provide surge and sway position
and yaw angle — and an inertial measurement unit (IMU) —
which give roll and pitch angle and heave position, resulting
in the variables that constitute the platform’s 6 degrees of
freedom (6DoF), is used as inputs to our proposed solution.
The solution consists of estimating time series’s prediction of
the platform movement variables based on the observation of
the past series. We here analyze the predictions made by an
MLP predictor and an LSTM predictor, comparing the results
of both in several aspects.

Both predictors are trained in a supervised manner to
estimate future movement with data from the platform with
intact mooring lines. The hypothesis is that, when there is a
failure in the mooring lines, there is a significant difference
between the predicted value and the value measured by the
DGPS and IMU sensors, which makes the system able to
notify a probable line failure. For this, the system calculates
the error between the estimated and measured values. Error
values above a predefined threshold indicates whether or not
there was a failure in the platform’s mooring line.

Errors are calculated within error windows, with the size of
two prediction time intervals. The stride of the error windows
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FIGURE 6. The MLP model has as input 600 seconds of time series of
sway, surge, heave, roll, pitch, and yaw of the platform motion, and
outputs 100 seconds of prediction of sway, surge, and yaw.

is one prediction window. For each error window the mean
error (ME), median error (MedE), and the root mean squared
error (RMSE) were calculated,

ME — Yo A

n
MedE = Vsorted[(N - 1)/2]’

"o A2
RMSE =,/—Zl=° L ©)
n

where n is the number of time steps in the error window,
A is the point-to-point difference between the predicted and
the simulated data, V.4 represents a sorted array of the A
values and N represents the number of array elements. In the
following sections, each of the ANN models is detailed.

A. MLP ARCHITECTURE

The best MLP model capable of learning the platform’s com-
plex movements was defined experimentally, after some tests
with different models with different layer compositions, acti-
vation functions, inputs, and outputs. The MLP input consists
of 600-second period in time series for each of the 6DoF
(sway, surge, heave, roll, pitch, and yaw), and the output is
100 seconds, with 1-second time step, of the predicted time
series of 3 DoF (surge, sway, and yaw). Figure 6 shows input
and output of the MLP model.

The implemented MLP model comprises of an input layer,
three hidden layers, and an output layer, with each node in a
layer fully connected to each node in the next layer. An illus-
tration of the MLP architecture can be seen in Figure 7. The
MLP has 3,600 input nodes (corresponding to 600 x 6) and
has 300 output nodes (corresponding to 100 x 3). The three
hidden layers have 7200, 3600 and 1800 nodes respectively
in each layer. The ReLU activation function is used in all the
layers except for the output layer, which uses linear activation
function to make the prediction. Adam optimizer algorithm
with a learning rate of 1-e¢7 was used to optimize the MLP
network.

B. LSTM ARCHITECTURE
The implemented LSTM model predicts 400 seconds based
on 1000 seconds of horizontal platform motion, as shown
in Figure 8.

The LSTM model used is an encoder-decoder model with
two LSTM layers. The first LSTM layer is trained in under-
standing the input sequence. It encodes the input sequence
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FIGURE 7. The fully connected Multi-Layer Perceptron (MLP) architecture
used, with 3600 input nodes, 300 output nodes, and three hidden layers
with 7200, 3600, and 1800 nodes, respectively.
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FIGURE 8. The LSTM model using the last 1000 seconds of the features
surge, sway and yaw to predict 400 seconds of these three features.
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FIGURE 9. The encoder-decoder LSTM architecture used with one repeat
vector layer and two time distributed layer.

into a vector with a fixed length, which is then interpreted by
the decoder. The decoder creates an output sequence based
on the encoded information. The encoder-decoder model is
commonly used for sequence to sequence problems [2]. Since
our problem is also a sequence to sequence problem, the given
architecture is expected to achieve good performance. There
are two layers between the encoder-decoder model, a repeat
vector layer and a time-distributed layer, respectively, as illus-
trated in Figure 9.

The first LSTM Layer consists of 200 units. Each unit of
the layer responds to the seen input, which means that the
output of this layer is a vector of 200 values. This layer is
considered the encoder, and it is trained to understand the
input and translate it into a fixed-length vector. Since the
decoder LSTM layer needs a two-dimensional input, a repeat
vector layer is needed. As the output of the predictor are
400 steps, the input is repeated 400 times.
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FIGURE 10. Dynasim Interface (source: Dynasim User Manual).

The second LSTM layer can be understood as the decoder
of the structure. It also consists also of 200 units, and each unit
gives a response based on the encoded message. This layer
returns the hidden state for each input time step creating a
two-dimensional output. After the internal vector is decoded,
it needs to be translated into the needed output form. This
output is accomplished by two dense layers that reduce the
200 output values to the desired 3 DoF motion variables
representing the horizontal platform motion (surge, sway,
and yaw). Since dense layers work with one-dimensional
inputs, they are wrapped in a time distributed layer. All layers
use ReLU as an activation function and stochastic gradient
descent (SGD) optimizer algorithm to optimize the network.

The proposed ANN predictors were implemented and
trained with simulated data. In the following sections,
we describe the experimental procedures and the results
achieved. The performance of the two models, MLP and
LSTM, were analyzed and compared.

V. EXPERIMENTAL SETUP

The analysis of the proposed ANN models’ performance for
motion prediction was made using simulation data to create
motions of an FPSO platform with 18 mooring cables and
78 risers (see Table 2), under various environmental condi-
tions.

The simulator used is Dynasim that is a numerical simula-
tor developed and maintained by Universidade de Sao Paulo
(USP)? and Petrobras,® among others [13]. The simulator
allows the study of moored platforms’ dynamic behavior
and the analysis of offloading with a dynamic positioning
system. Dynasim uses a floating platform’s specifications
together with the environmental conditions (wind, current
and 2 components of waves), to produce time series of the
platform’s position, speed and acceleration (considering the
platform’s 6DoF). Figure 10 shows the Dynasim interface.

Figure 11 illustrates the general pipeline for data prepara-
tion, both for supervised training and for testing the two ANN
models.

2http://tpn.usp.br/
3 https://petrobras.com.br/en/
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FIGURE 11. Pipeline of the platform motion prediction approach to
detect platform line failures.

A. DATASET GENERATION PHASE

Real data were initially collected on the environmental condi-
tions of the region of interest. These environmental conditions
were retrieved from a weather station located in Campos
Basin (Bacia de Campos) of Rio de Janeiro, Brazil, associ-
ated with the hydrodynamic models from 2003 to 2006 in
intervals of 3 hours, totaling 18000 different environmental
conditions, composed by the two components of waves which
are characterized by their height (hs), peak to peak time (tp),
and direction (dir). Wind and currents are characterized by
their speed (vel) and direction (dir). In order to avoid using
angles to indicate directions, the speed was divided into its
x-component and y-component,

x =vx*xcos(); y=vksin(p), (8)

where v is the velocity and ¢ is its direction. For the wave and
the swell, their angles are multiplied by the height. Whenever
pertinent, these data are standardized for values between
O and 1.

Table 3 illustrates a sample of the scaled environmental
conditions gotten from the weather station located in Campos
Basin with the angles of the current and wind measurement
decomposed in x and y components.

Then, these environmental conditions data were sampled
and fed into the Dynasim simulator, which, together with the
data related to the platform used (see Table 2), generates the
motion data of the platform without failures in the mooring
lines for the training of predictors. The environmental data are
randomly sampled from the real data, aiming that the gener-
ated samples follow the same distribution as the collected real
data. Table 4 illustrates the result of this sampling, showing
the mean values and respective standard deviations of the real
data and the sampled data that were fed to the simulator for
comparison purposes.
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B. TRAINING PHASE

After sampling the environmental cases that best represent the
region’s environmental conditions, the next step was to make
the simulated data suitable for training ML algorithms. As the
ML algorithms, we follow the supervised learning paradigm,
training sets must be created, consisting of a set of pairs of
input and desired output.

For each of the 5000 selected cases of environmental con-
ditions for training, Dynasim was used to simulate 3 hours
of platform motion. We sample parts of the time series that
characterize the simulator’s platform motion for each envi-
ronmental condition. Each of these parts represents a data
window and corresponds to a training unit. The size of the
data window is a system parameter and is kept fixed for each
ANN model. Data windows are independent of each other
and can be drawn from completely random points within this
three-hour data regarding the same environmental condition.
Likewise, data windows are sampled from other selected
environmental conditions, and the set of all these training
units form a training set for a neural network. Depending
on the ANN model to be trained, the size of these data win-
dows and the 6DoF motion variables (here called features)
can vary.

A training unit is composed of the pair < input —
—output >, which is defined by a partition of the data
window’s time series. For the MLP model, the training unit
consists of input of 600s and an output of 100s, forming a
data window of 700s. For the LSTM model, the training unit
consists of input of 1000s and an output of 400s, forming a
data window of 1400s.

The process of generating training units consists of sliding
the data window on the time series generated by Dynasim,
with strides defined as system parameters. It is essential to
notice that data windows can overlap.

After the simulated data is split into several training units,
they are used to train the ANN model. A good training
data set is critical to the success of the models’ ability to
learn. The MLP network was trained for 3000 epochs using
5000 environmental conditions and another 1000 environ-
mental conditions for validation. A total of 55, 0000 train-
ing units and 11, 0000 validation units. The LSTM model
used 1000 environmental conditions for training and another
200 environmental conditions for validation. This process
totaled 10, 0000 training units and 2000 validation units.
The LSTM model was trained for 1500 epochs. During
training, the early stopping method from Keras* API was
used to prevent both ANN from over-fitting. The early
stopping method uses the training set and validation set
to keep track of the network performance, and it stops
the training process when the model stops improving on a
validation set.

After training, the predictor model is used to predict plat-
form motion in a testing phase.

4https://keras.io/
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TABLE 3. Sample of environmental conditions scaled between 0 and 1.

tpl tp2 hsl_x hsl_y hs2_x hs2_y wind_x wind_y current_x current_y
(seconds) (seconds) (meters) (meters) (meters) (meters) (m/s) (m/s) (m/s) (m/s)
0.19 0.16 0.53 0.62 0.42 0.46 0.40 0.41 0.44 0.56
0.22 0.24 0.59 0.43 0.47 0.29 0.30 0.52 0.56 0.54
0.21 0.34 0.40 0.24 0.38 0.53 0.89 0.58 0.74 0.35
0.21 0.00 0.52 0.25 0.52 0.48 0.31 0.29 0.55 0.23
TABLE 4. Mean values and standard deviations of variables for all real environmental conditions and sampled cases.
tpl tp2 hsl_x hsl_y hs2_x hs2_y wind_x wind_y current_ x  current_y
(seconds) (seconds) (meters) (meters) (meters) (meters) (m/s) (m/s) (m/s) (m/s)
| Mean value and standard deviations of each column for all real cases |
8.65 4.99 -0.89 0.35 -0.37 0.07 -3.25 -2.56 -0.07 -0.32
2.62 4.09 1.41 1.41 0.64 0.64 5.69 5.69 0.28 0.28
| Mean value and standard deviations of each column for selected cases |
8.29 5.46 -0.67 0.27 -0.32 0.08 -3.18 -2.40 -0.06 -0.17
1.84 3.03 1.30 1.26 0.57 0.61 6.58 5.02 0.30 0.31
C. TESTING PHASE Difference window 1
The test data-set feeds the trained predictor model, which 10 P
then makes predictions. The test units must have the same *1 T T T T T L predicted
dimensions defined for the training units, i.e., the same input o1 — —— Difference
and output sizes must be used in the training and test phases. 500 o 550 w00 100 2000 2500 00 3500
For each environmental condition, 10 testing units were used. ) .
As simulated data is used here and, thus, there is control 10 Difference window 2
of the line breaks of the mooring lines, the idea is to provide > [ Ere:c;icted
input data and compare the ANN models’ output data with o] — — Difference
the simulated data, measuring the disparity between them. = p o o0 o oo o0 e o
Thus, sequential predictions are made using a test window in
the motion time series that continually feeds the ANN model. 10 Difference window 3
Then the test window is moved, and a new forecast is made. s et B Ef:c‘,icted
The stride of the prediction window is never bigger than the o —_— —  Difference
=5

prediction time range, i. e. the output size. Therefore there
always exists a predicted data for every time step. The stride
size is a system parameter. If the stride is smaller than the
prediction time range, there can exists multiple predictions
for one time step. In this case the mean value is calculated
between all available previsions of that time step, resulting in
a single prediction for every time step.

After this, the predicted platform motion can be plotted
against the actual platform motion. The difference, given by

A= Ypred — Ysim. (9)

between the simulated, Yy, and predicted motion Y,y is
then used to calculate the errors of the prediction.

To calculate the errors, we split the difference graphic into
windows, hereafter referred to as difference windows, with
the size of two prediction time intervals, which, as already
mentioned, is a parameter of the system and depends on
the ANN model used and the training done. The stride of
the difference windows is one prediction time interval. The
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FIGURE 12. First three difference windows. Each graphic shows two
predictions of 400 seconds concatenated in a 800s difference window,
and the respective difference (in red) between the predictions (in green)
and the actual data (dashed in blue). We can observe the 400s stride of
the difference window that occurs between one graphic and another.

difference window size here is two times bigger as the pre-
diction interval size, and the windows overlap. For example,
for a predictor predicting 400 seconds, the difference window
would have a size of 800 seconds, and its stride would be
400 seconds, as it can be seen in Figure 12.

We use different error measures for each difference win-
dow: ME, MedE, and RMSE errors (see Eq. 7). We can
plot the errors against the predicted and simulated plat-
form motion as shown in Fig. 13, in which the errors are
sequentially concatenated for visualization purposes. The
three errors are calculated for each difference window.
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FIGURE 13. Error Calculation. Top: predicted (orange) and actual (blue)
motion values. Bottom: zoomed window with difference motion values
(green).

The last step is to detect if there was a line break within
that test range. As the network was only trained without
line breakages, the difference between the simulated platform
motion and the predicted platform motion is expected to be
higher for cases with line breakage. Results are presented in
the next section.

VI. RESULTS AND DISCUSSION

The Figures shown in this section are the results of the tests
carried out to assess the performance of the two models
implemented. In each subsection, we detail the test data used,
and we elaborate on the result and discussion obtained.

A. PREDICTION OF INTACT MOORING LINE

We began our test phase by assessing both ANN models’ pre-
diction accuracy on platform motions without mooring line
breakage. Both model were given the same platform motion
response with mild environmental conditions (see Table 7)
to predict. Figure 14 for the MLP model and Figure 15 for
the LSTM model shows both model prediction on platform
motion without mooring line failure.

As can be seen in these figures, both models could predict
the platforms’ motions for the test data given to them. The
results showed that the LSTM model performed better at pre-
dicting the platform motions than the MLP predictor. These
results were confirmed by comparing the error scores of both
models for the same test data shown in Table 5. A comparison
between the MLP and LSTM error score for all test scenarios
showed that the LSTM errors were always smaller than the
MLP error score in all test scenarios. An explanation for this
may be due to the nature of the LSTM model. A static ANN
model is made up of algebraic equations only (for example,
a feed-forward ANN, class to which MLP belongs). On the
other hand, a dynamic model obeys differential equations
(or partial differentials), where the variable is the time, and
possibly algebraic equations as well (for example, RNN, class
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FIGURE 14. Illustration of MLP prediction on a single environmental
condition with all mooring lines intact. The orange line is the MLP
prediction and the blue line is the simulated platform motion. Top: surge,
middle: sway, and bottom: yaw.
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FIGURE 15. Illustration of LSTM prediction on a single environmental
condition with all mooring lines intact. The simulated data is in blue and
the predicted in green. Top: surge, middle: sway, and bottom: yaw.

to which LSTM belongs) [5]. Thus, dynamic model allows
for the persistence of information, better dealing with the
series’s temporal and noisy aspects, which is the case with
our application.

B. PREDICTION OF PLATFORM MOTION WITH MOORING
LINE BREAKAGE
Next, the trained ANN models were then given platform
motion with mooring line breakage to predict, under the same
environmental conditions tested with all mooring lines intact.
Figure 16 shows the MLP network predictions for case
when there is a mooring line breakage. It can be seen that after
breakage of a mooring line, at approximately 5000 seconds,
an offset in the platform position occurs, and the MLP model
is unable to predict the motions of the platform henceforth.
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TABLE 5. RMSE, Mean and Median error scores of the MLP and LSTM model on platform motion with intact mooring lines.

ANN Model Surge (Meters) Sway (Meters) Yaw (Degrees)
RMSE Mean Median | RMSE Mean Median RMSE Mean Median
MLP 0.300 -0.237 -0.264 0.619 -0.540 -0.509 2.337e-04 | -1.311e-04 | -1.007 e-04
LSTM 0.125 -0.105 -0.110 0.191 0.049 0.041 1.088 e-04 | -2.254e-05 | -2.440e-05
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FIGURE 16. Illustration of breakage in mooring line L1 at approximately
time step 5000. The orange line is the MLP prediction and the blue line is
the simulated platform motion. Top: surge, middle: sway, and bottom:
yaw motion of the platform.
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FIGURE 17. A zoomed illustration of breakage in mooring line L1. The
orange line is the MLP prediction and the blue line is the simulated
platform motion. Top: surge, middle: sway, and bottom: yaw motion of
the platform.

Figure 17 shows a zoomed image of Figure 16 and it shows
how the MLP prediction and the simulated platform motion
deviates after a line breakage occurs after time step 5000s.

It shows for the surge feature, after line breakage, a change
of —9 meters from the initial 15 meter happens. Surge mea-
surement oscillates for three prediction window demarcated
as the blue vertical lines, after which it stabilizes. The sway
also shows change after a line is broken. An offset is also
present between the simulated motion and the model predic-
tion of 3 meters. The yaw feature also presents an offset after
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FIGURE 18. lllustration of breakage in mooring line L1 at approximately
time step 5000. The green line is the LSTM prediction and the blue line is
the simulated platform motion. Top: surge, middle: sway, and bottom:
yaw motion of the platform.

line breakage, and the MLP model is no longer able to predict
the motion.

Figure 18 shows the LSTM model prediction on the same
environmental condition that can be seen in Fig. 15, with
a simulated breakage in the Mooring Lines after 5000 sec-
onds. The breakage is visible as a change in offset. After
the breakage, it can be observed that the LSTM model has
difficulties in predicting the platform motion. In the zoomed
image version in Fig. 19, it can be seen a clear difference
between simulation and prediction at the point in time of line
breakage, since the platform changes its local position after
the failure of the line and the predictor does not predict this
change in position. Figure 19 shows two prediction windows
during the period of line breakage. The predictor predicts the
motion staying close to the predicted position while the sim-
ulated platform position changes 3 meters in surge and sway
from its old position. It can be observed that the predictor has
problems predicting the platform motion in the new location,
not predicting the platform motion precisely anymore.

As can be seen in these figures, both models were unable
to predict the platform motion by the test data provided to
them after the mooring line breakage. The MLP model was
unable to predict the platform motions accurately, and the
LSTM model also demonstrated this difficulty in predicting
the platform motion after mooring line failure but to a lesser
extent when compared to the MLP network on the same
platform motion. This was also confirmed by comparing the
error scores on Table 6 of both models on the same platform
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FIGURE 19. A zoomed illustration of breakage in mooring line L1. The
green line is the LSTM prediction, and the blue line is the simulated
platform motion. Top: surge, middle: sway, and bottom: yaw motion of
the platform.

motion data. This behaviour can be attributed to the fact that
both models were trained on platform motions with intact
mooring lines. So, after mooring line failure, the platform’s
motions with a compromised mooring system are unknown
to these trained models.

C. PLATFORM MOTION PREDICTION ON DIFFERENT
ENVIRONMENTAL CONDITIONS

The two predictor models developed were tested in various
platform motions under different environmental conditions.
For illustration, two different scenarios whose environmental
conditions have been classified as mild and stormy are pre-
sented in Table 7. As can be seen, wave (hsl), swell (hs2)
and wind speed (wind_vel) in these scenarios are different.
The prediction performance of the networks in the platform
motion under these two scenarios is presented below.

Figure 20 shows the MLP prediction accuracy on the
mild environmental condition, and the result shows the MLP
model was able to predict the frequency and amplitude of the
platform motions.

Figure 21 shows the MLP prediction accuracy on stormy
environmental condition from Table 7. The result shows that
the MLP model was unable to fully predict the oscillation of
the platform’s surge, sway, and yaw.

Figure 22 shows the LSTM prediction on the mild environ-
mental condition, and the result shows the LSTM model was
able to predict the frequency and amplitude of the platform
motions.

Figure 23 shows the LSTM prediction of the accuracy of
stormy environmental condition, and the result shows the
LSTM model was unable to predict the frequency and ampli-
tude of the platform motions.

It can be seen both models were able to predict the
oscillation of the simulated platform in mild environmen-
tal conditions, but for a stormy environmental condition,
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FIGURE 21. lllustration of MLP prediction on a stormy environmental
condition with all mooring lines intact. The orange line is the MLP
prediction, and the blue line is the simulated platform motion. Top: surge,
middle: sway, and bottom: yaw motion of the platform.

the MLP could not predict the rapid motions of the plat-
form while LSTM also found it difficult to predict the
motion of the platform in environmental conditions with
rapid oscillations, predicting only the slow, most influential
components of the motion in these conditions. The LSTM
performed better in all cases when compared against the
MLP model.

A possible reason why both models found it challenging to
predict the platform motion of environmental condition with
rapid oscillation could be because the models were trained
with only a few environmental conditions of these types
in their training dataset. In the entire 18000 environmen-
tal condition measurements gotten from the weather station
located in Campos Basin (Bacia de Campos) of Rio de Janeiro
(RJ), Brazil, since 2003, there were only 100 environmental
conditions with wave heights greater than 4 meters.
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TABLE 6. RMSE, Mean and Median error scores of the MLP and LSTM model on platform motion with a broken mooring line.

Surge (Meters) Sway (Meters) Yaw (Degrees)
ANNModel - —prrer—Mean | Median | RMSE | Mecan | Modian RMSE Mean Median
MLP 6.061 | 5296 | 5415 | 6289 | 6.086 | 6.225 | 3.594¢03 | 3.097¢03 | 3.143¢.03
LSTM 8306 | 7241 | -7.666 | 3.928 | 2.175 | 2.077 | 2.995¢03 | 2.956¢-03 | 2.817¢03

TABLE 7. Two environmental conditions selected.

Sea state | Index hsl tpl dirl hs2 tp2 dir2 wind_vel wind_dir | current_vel | current_dir
(meters) | (seconds) (deg) | (meters) | (seconds) (deg) (m/s) (deg) (m/s) (deg)
Mild 600 1.68 8.48 47.2 1.33 5.4 191.9 8.21 195.3 0.2 288.84
Stormy 8818 2.84 17.04 192.2 0.0 0.0 0.0 7.77 208.6 0.45 216.93

TABLE 8. RMSE, Mean and Median error scores for the MLP model on different platform motions and configuration.
Surge (Meters) Sway (Meters) Yaw (Degrees)

case Sea state RMSE Mean Median | RMSE Mean Median RMSE Mean Median

Case 600 Mild 0.300 -0.237 -0.264 0.619 -0.540 -0.509 2.337e-04 | -1.311e-04 | -1.007 e-04

Case 8818 Stormy 0.748 -0.438 -0.472 0.579 -0.555 -0.546 2.066e-04 | -1.255e-04 | -1.288 e-04

Failure Case 600 Mild 6.061 -5.296 -5.415 6.289 -6.086 -6.225 3.594 e-03 3.097 e-03 3.143 e-03

TABLE 9. RMSE, Mean and Median error scores for the LSTM model on different platform motions and configuration.

case Sea state Surge (Meters) Sway (Meters) Yaw (Degrees)
RMSE Mean Median | RMSE Mean Median RMSE Mean Median
Case 600 Mild 0.125 -0.105 -0.110 0.191 0.049 0.041 1.088 e-04 | -2.254e-05 | -2.440¢e-05
Case 8818 Stormy 0.450 -0.129 -0.151 0.163 | -0.555 0.056 5.385e-05 | -2.165e-05 | -2.166 e-05
Failure Case 600 Mild 8.306 -7.241 -7.666 3928 | -2.175 -2.177 2.995 e-03 2.956 e-03 2.817 e-03
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FIGURE 22. Illustration of LSTM prediction on mild environmental FIGURE 23. lllustration of LSTM prediction on stormy environmental
condition with all mooring lines intact. The green line is the LSTM condition with all mooring lines intact. The orange line is the LSTM
prediction, and the blue line is the simulated platform motion. Top: surge, prediction, and the blue line is the simulated platform motion. The blue
middle: sway, and bottom: yaw motion of the platform. vertical lines in the figure mark the boundaries of a prediction window of
the LSTM model. Top: surge, middle: sway, and bottom: yaw motion of the
platform.

D. ERROR CALCULATION

In this section, we present the error scores for different envi-

ronmental conditions the MLP and LSTM models were tested error scores of three different environmental conditions with
on, and we show how these errors change concerning to the different mooring line setups, the RMSE, mean and median
environmental conditions and mooring line status. Using the errors of these conditions are compared.
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MLP RMSE

FIGURE 24. RMSE error score of features surge (in the x axis), sway (in
the y axis), and yaw (in the z axis), for all environmental conditions in the
test set. The red circles represent cases without mooring line failure, and
the blue circles represent cases with a mooring line failure.
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FIGURE 25. Mean error score of features surge (in the x axis), sway (in
the y axis), and yaw (in the z axis), for all environmental conditions in the
test set. The red circles represent cases without mooring line failure, and
the blue circles represent cases with mooring line failures.

The error score from the MLP model in Tab. 8 compares
the RMSE, mean, median errors of platform motions on three
environmental conditions used in the testing phase of this
study. It can be seen when we compare the surge RMSE
of case 600 — which has all its mooring lines intact — with
the same case 600, but with a compromised mooring line,
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FIGURE 26. Median error score of features surge (in the x axis), sway (in
the y axis), and yaw (in the z axis), for all environmental conditions in the
test set. The red circles represent cases without mooring line failure, and
the blue circles represent cases with mooring line failures.
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FIGURE 27. RMSE error score of features; surge (in the x axis), sway(in the
y axis), and yaw (in the z axis) indexes for all environmental conditions in
the test set. The red circles represent cases without mooring line failure,
and the blue circles represent cases with mooring line failures.

the error becomes ten times bigger. The same difference is
seen for sway and yaw. There is always a difference in error
score between situations with intact and comprised mooring
lines under a specific environmental condition. The mean and
median errors of these three environmental conditions also
illustrate this fact for these comparisons. It can be seen a clear
difference between the broken and not broken mooring line
as it was expected.

The error score for the LSTM model in Table 9 also
compares the RMSE, mean, and median errors of platform
motions on three environmental conditions. The shown cases
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FIGURE 28. Mean error score of features; surge (in the x axis), sway(in the
y axis), and yaw (in the z axis) indexes for all environmental conditions in
the test set. The red circles represent cases without mooring line failure,
and the blue circles represent cases with mooring line failures.
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FIGURE 29. Median error score of features; surge (in the x axis), sway (in
the y axis), and yaw (in the z axis) indexes for all environmental
conditions in the test set. The red circles represent cases without mooring
line failure, and the blue circles represent cases with mooring line
failures.

are the selected environmental cases from Section VI-C,
where case 8818 represents a stormy environmental condition
and 600 a mild situation. Since RMSE always calculates
the squared error, there can be no statement made over the
error sign. It can be seen that there is a big gap between the
scenarios with and without line breakage. It can be observed
that the three error scores after a line breakage are higher than
the case without line breakage.

Three-dimensional scatter plots are shown to visualize
better how the errors are distinct from each other in different
cases of environmental conditions with line breaks and with-
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TABLE 10. Comparison between the two predictor models. 6DoF refers to
sway, surge, heave, roll, pitch, and yaw, and 3 DoF stands for sway, surge,
and yaw.

| Characteristic | MLP | LSTM |
Input variables | 6DoF 3 DoF
Input | 600 seconds 1000 seconds
Output | 100 seconds 400 seconds
Output variables | 3 DoF 3 DoF
Training units | 55,000 units 10,000 units
Validation units 11,000 units 2,000 units
Trainable parameters | 58,872,900 485,227
Training time | short (= 5h) | long (= 24h)
Execution time (one prediction) negligible (real time)

out line breaks. Each axis in the plot corresponds to one of the
features, surge (x), sway (y), and yaw (z). Each 3D scatter
plot was generated using all the environmental conditions
available.

The scatter plots generated with the MLP prediction are
shown in Fig. 24, for RMSE errors; and Figs. 25 and 26
for the Mean and Median errors, respectively. There is a
clear separation between the cases with all the lines intact
and the cases that have a failure of the mooring line. As the
RMSE error depends on the quadratic difference between the
measurements, it is impossible to assess the signs of changes
when a line fails. This issue no longer occurs with mean and
median errors. There is also a clear separation between the
four groups of mooring cables of the platform used, indicating
that there is a possibility in the future to identify which group
the fault belongs to.

The scatter plots generated with the LSTM prediction are
shown in Fig. 27, for RMSE errors, and Figs. 28 and 29
for the Mean and Median errors, respectively. It can be seen
that here, too, there is a clear separation between the cases
with all the lines intact and the cases that have a failure of
the mooring line. In the mean and median errors, there is a
clear separation between the four groups of mooring lines of
the platform used, indicating that there is a possibility in the
future of identifying which group the fault line belongs to.

VII. CONCLUSION AND FUTURE WORK
The work aimed to develop a mooring line failure detection
system, hypothesizing that the change in platform motions
can be a good indicator of when mooring line failure occurs. It
was assumed that the platform motion changes in its intensity
and frequency after a line failure occurs. Since both ANN
models were only trained to respond well to platform motions
with all mooring lines intact, this irregular motion can then
be seen as a difference between the simulated and predicted
platform motions, leading to a significantly higher error score
in case of failure. Results of the two ANN models — MLP
and LSTM - presented in Section VI correlates with the
made hypothesis. The two models were trained and tested on
simulated data from Dynasim software.

The Dynasim software was fed real-life environmental
weather from Campos Basin of Rio de Janeiro, and the output
of the simulation software was the 6DoF motion of the FPSO
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(surge, sway, yaw, roll, pitch and heave). These simulator
responses were then provided to our networks developed to
predict future platform motions using a few previous platform
motions. Inputs to our MLP network were 6DoF of simulated
data and 3DoF (surge, sway, and yaw) motions for the LSTM
network. Outputs of the two models were the surge, sway, and
yaw motions of a spread moored platform with 18 mooring
lines and 79 risers.

The two models could predict the platform’s motions
with intact mooring lines, and the error scores between the
simulated motions and the model predictions were min-
imal. For platform motion with a broken mooring line,
both models were also able to detect when line break-
age occurred by exhibiting a deviation between the pre-
dicted and the simulated platform motions, thus confirming
breakage has occurred. When compared to errors without
line breakage, the error score of this condition reveals an
increase in order of magnitude of 10, certifying breakage has
occurred.

Both models were then tested on a mild and stormy sea
states. For platform motion with mild sea state, both models
predicted the oscillations of the 3DoF of the platform, while
for platform motion in stormy sea state, both models were
unable to forecast the platform’s motions. Table 10 shows a
comparison between the two trained predictors.

It can be seen that the LSTM model is able to handle a
larger input (i.e., more time steps at the input) than the MLP
network, and it was also able to forecast a longer output. The
forecast time for the LSTM network (400 seconds) was also
four times larger than the 100 second forecast time for the
MLP network. Therefore, the LSTM model can be used for
longer platform motion forecasts than the MLP model. The
LSTM network also used fewer platform motion variables
as inputs (3 horizontal platform motion variables) than the
MLP network, which used surge, sway, yaw, roll, pitch and
heave as input. However, they both predicted the same three
platform motion features (surge, sway and yaw). As the
LSTM training process is slower than the MLP, the number of
training units was significantly lower than the MLP training
units without affecting the performance of the LSTM in the
execution phase. The LSTM model performed better in all
cases when compared to the MLP model. Both models are
equally quick to predict once they are trained. The differences
between predicted and simulated motions were measured in
three different errors, RMSE, mean and median errors. They
showed a clear separation between cases with a broken line
and those with intact lines. Also, we found that the mean
and median errors still allow a multiclass classification of
failure in the mooring line, enabling the identification of the
group of lines to which the broken line belongs. In conclusion,
mooring line failure detection using platform motion is viable
and finally, the LSTM model was better than the MLP in all
test scenarios.

For future work, the implemented predictors will be
improved, training them on different drafts and on more
platform motions with rough sea conditions to improve the
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accuracy of the network forecast under these conditions.
Since our models were trained and tested on simulated data,
we will use real-live platform motions to train and test our
implemented predictors. It cannot be overlooked that real
data will bring many more challenges, which will need to be
treated with care.

Furthermore, a classifier with an ML algorithm will be
implemented to make a multiclass classification of the moor-
ing lines’ conditions and thus be able to indicate in which
group of lines the breakage occurred. In this way, more infor-
mation will be made available to assist in decision making
and scheduling the physical inspection of the mooring cables,
giving more security to the floating platforms.
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