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ABSTRACT In China, a growing number of regional power grids are interconnected by the line-commutated
converter based high voltage direct current (LCC-HVDC) tie-line, forming a large-scale interconnected
power grid. As the operation and control of the interconnected power grid are undertaken by multiple control
centers, there is a demand for a distributed alternating current (AC)/direct current (DC) power flow algorithm.
In this paper, a distributed power flow algorithm considering the LCC-HVDC tie-line is implemented based
on the existing work of the author. The paper proposed some technologies to implement the algorithm. In the
fixed-point iteration scheme of this paper, the combined boundary bus states are used to calculate the power
flow of the DC system, thus the coordination of discrete state variables of the DC system is avoided. Also,
the idea that converting the DC tie-line to an AC line is proposed to calculate the extendedWARD equivalent
of the external network of subsystems. Moreover, the unbalanced power distribution method is improved to
make it more in line with the practical situation. Tests were carried out on the IEEE 118-bus system and an
interconnected power grid constructed by six IEEE 118-bus systems, the correctness and effectiveness of the
algorithm were proved.

INDEX TERMS Asynchronous iteration, distributed power flow, LCC-HVDC.

NOMENCLATURE
Constants:
N Number of buses of the whole system.
NS Number of subsystems of the whole

system.
NDI Number of subsystems in the DI region.
Variables:
UdR, UdI DC voltage of rectifier side and

inverter side.
Ud0R, Ud0I No-load DC voltage of rectifier side and

inverter side.
δR, δI Control angle of rectifier and inverter.
φR, φI Power factor angle of rectifier side and

inverter side.
XdR, XdI Commutation reactance of rectifier

side and inverter side.
PDC .R, PDC .I Active power injection at PCC bus of

rectifier side and
inverter side.

The associate editor coordinating the review of this manuscript and
approving it for publication was S. Srivastava.

QDC .R, QDC .I Reactive power injection at PCC bus of
rectifier side
and inverter side.

TR, TI Turns ratio of converter transformer of
rectifier side and inverter side.

U̇R, U̇I PCC voltage of rectifier side and
inverter side.
The voltage phase angle is θR and θI .

θRI Phase angle difference θR − θI .
Id DC current.
Rd Resistance of DC transmission line.
B Number of converter bridge.
ṠDC Power injection into the DC system.
U̇PCC PCC voltage.
T Turns ratio of converter transformer.
C Control mode of the DC system.
T ′, C ′ Turns ratio and control mode obtained

from the power flow calculation
of the DC system.

fDC (·) A mapping that represents the power flow
calculation of the DC system.
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1Pi Power mismatch of bus i.
PGi0 Generator’s initial active power injection

at bus i.
PDi Active power of the load at bus i.
PDC .i Active power consumption of DC

system at bus i.
Ui Voltage magnitude of bus i.
Gij, Bij Conductance and susceptance elements

at row i and column j of the bus
admittance matrix.

βi Distribution coefficients of bus i.
Pacc Unbalanced power when the AC PF

calculation converges.
1Pacc Error of unbalanced power in the

AC PF iteration.
Ṡeqi Equivalent power injection into external

boundary bus i.
x̂(l)B Combined boundary bus states in l-th

outer iteration step.
fBE(k) (·) A mapping between equivalent power

injection into external boundary buses
and boundary bus states of the
subsystem k .

φ(k) (·) A mapping between equivalent power
injection, power injection into the
DC system, and boundary bus states of
subsystem k .

ẋ(l+1)B(k) Boundary bus states that are calculated
by subsystem k in the (l + 1)-th
outer iteration.

ξk Combination parameters of subsystem k .
T (l+1)
(k) ,C (l+1)

(k) Turns ratio of converter transformer and
control mode calculated by subsystem k .

T̂ (l+1), Ĉ (l+1) Turns ratio of converter transformer and
control mode after combination
calculation.

ϕ(k) ϕ(k) represents the AC/DC power flow
calculation which adopts the
sequential method.

ηk Combination parameters of discrete
variables T and C .

Ṡ(l+1)DC(k) Power injection into the DC system
calculated by subsystem k .

GeqDC , B
eq
DC Branch conductance and susceptance

of the equivalent AC transmission line.
beqDC .R, b

eq
DC .I Shunt susceptance of equivalent

AC transmission line.
1PSYSj Unbalanced power of subsystem j.
βSYSj Sum of the distribution coefficients of all

buses in subsystem k (excluding
external boundary buses).

1P̃SYSj Unbalanced power that should be
taken by subsystem j.

1P′BE .SYSj Difference between 1PSYSj and 1P̃SYSj.

P′(l)BE .i Revised equivalent power injection at bus i
in the l-th outer iteration.

µBE .i External network equivalent of injection
variation coefficients of bus i.

I. INTRODUCTION
The simultaneous calculation executed in the integrated net-
work model in existing energy management systems (EMSs)
may present challenges when the concerned network consists
of different types of systems operated by different entities
(independent system operators, transmission system opera-
tors, or utilities). Based on the background of the construction
of a distributed energy management system (DEMS) in the
market environment, reference [1] proposed a distributed
dynamic power flow algorithm with multiple control centers
applicable to the alternating current (AC) system. In the
DEMS system designed in [1], the application closely related
to the detailed equipment model, such as state estimation and
dispatcher power flow, was realized in the way of decompo-
sition and coordination calculation. The detailed equipment
models were maintained by each control center, and graphics
platforms could be shared through the web or scalable vec-
tor graphics (SVG) if allowed by the market environment,
so other advanced applications of local EMS can perform an
accurate calculation based on the whole network bus model
obtained from the distributed power flow calculation of [1].

Existing studies on distributed computation mainly involve
distributed power flow calculation [1], [2], distributed opti-
mal power flow [3]–[5], and distributed state estimation [6],
[7]. For distributed power flow calculation, it needs to be
distinguished from parallel power flow calculation [8], [9].
The parallel calculation aims at improving the computation
speed and is carried out in the computing cluster in which
the communication between computers is very reliable. How-
ever, in the distributed calculation, the computers in each
control center are far away geographically, so communica-
tion is an important factor to be considered. A distributed
optimal power flow problem can be solved by different
distributed optimization technologies, such as the auxiliary
problem principle [3], the alternating-direction method of
multipliers (ADMM) [4], and the augmented Lagrangian
alternating-direction inexact Newton method [5]. Reference
[4] chose to split the network at the boundary buses, took
the equality of boundary bus states of different subsystems
as the constraint, and solved the optimal power flow through
ADMM. Like the distributed optimal power flow, the dis-
tributed state estimation can also be solved by the distributed
optimization techniques, such as constructing an alternative
solution mode based on the Lagrange multiplier method [6]
or using ADMM to solve the state estimation problem [7].
The convergence of this category of algorithms is not very
ideal.

Since the AC system and the direct current (DC) system are
naturally decoupled at the point of common coupling, the dis-
tributed power flow calculation can be realized by calculating
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the AC system and the DC system alternately [10]. Reference
[11] decomposed the whole estimation problem into an AC
and a DC state estimation problem to realize the distributed
state estimation. Also, the Lagrange relaxation method was
usually adopted to decouple the constraints between the AC
and the DC systems [12], [13]. Similarly, the optimal opera-
tion scheduling problem of the AC/DC system was divided
into the AC subproblem and the DC subproblem, and the
global optimal solution was obtained by solving the AC
subproblem and DC subproblem alternately [14]. In addition,
anAC/DCdecouplingmodel was established in [15], which is
composed of a converter station, a DC distribution network,
and an AC distribution network. Reference [16] considered
the situation of AC/DC hybrid tie-lines and selected the volt-
age of AC andDC tie-line as boundary bus states to ensure the
same power flow of tie-line obtained by different subsystems.
Most of the above references are based on the voltage-sourced
converter based high voltage direct current (VSC-HVDC)
system and only studies the situation of pure DC tie-line.

Compared with the VSC-HVDC system, the line-
commutated converter (LCC) based HVDC system contains
discrete state variables that are difficult to be coordinated in
the distributed calculation. Therefore, it is more difficult to
implement a distributed power flow algorithm considering the
LCC-HVDC tie-line. Moreover, LCC-HVDC is widely used
in practical projects, and more than 30 LCC-HVDC projects
have been put into operation in China. Therefore, there is a
practical demand for the distributed power flow algorithm
considering the LCC-HVDC tie-line.

In this paper, the distributed AC/DC power flow algorithm
is implemented based on [1], i.e., the present paper is a
continuation of that research effort. The main work of this
paper is as follows:

1) Improve [1] to realize the distributed AC/DC power flow
algorithm. Although the current centralized AC/DC power
flow algorithm is mature [17], [18], how to effectively com-
bine it with the algorithm of [1] still faces many challenges.
One of the difficulties is that the LCC-HVDC system contains
discrete state variables that are inconvenient to be coordinated
in the distributed calculation. In this paper, the reasonable
design makes the distributed computing achieve reliable con-
vergence and get correct results without coordinating the
discrete state variables. The contents of this part: Model-
ing and power flow calculation method of AC/DC system
(Section II), modeling method of the subsystem (Section III),
construction of fixed-point iteration scheme (Section IV, part
A and B).

2) The unbalanced power distribution method in [1] is
improved to make it more in line with the actual situation
(Section IV, part C).

II. THE SEQUENTIAL METHOD OF THE AC/DC POWER
FLOW CALCULATION
The AC/DC power flow algorithm can be divided into two
categories: the unifiedmethod [17] and the sequential method
[18]. This paper adopts the sequential method to calculate the

FIGURE 1. Schematic diagram of the two-terminal LCC-HVDC system.

AC/DC power flow. According to the sequential algorithm,
the AC system and the DC system calculate the power flow
alternately and exchange the boundary variables until the
exchange variables no longer change.

A. THE MODEL AND POWER FLOW CALCULATION OF
TWO-TERMINAL LCC-HVDC SYSTEM
A diagrammatic sketch of the two-terminal LCC-HVDC
system is shown in Fig. 1. The DC system consists of
two converters, a DC line, and two converter transformers
(TR and TI are the turns ratio). The connection points between
the AC system and DC system are called the point of com-
mon coupling (PCC), namely bus R and bus I . According to
the reference direction of power flow, PDC .R + jQDC .R and
PDC .I + jQDC .I are defined as the power injection into the
DC system (PIDC)

The converter adopts the quasi-steady-state model [19] in
the power flow calculation of the DC system (DC PF), and
the corresponding equation of the converter is shown in (1).

Ud0R =
3
√
2

π
BTR

∣∣U̇R∣∣
UdR = Ud0R cos δR −

3
π
XdRIdB

φR = cos−1 (UdR/Ud0R)
QDC .R = PDC .R tanφR
PDC .R = UdRId

(1)

The corresponding equation of the DC line is shown in (2).

UdR − UdI = IdRd (2)

The PCC voltage, the converter transformation ratio, and
the control mode of the converter are defined as the state
variables of the DC system. According to (1) and (2), Once
these state variables are determined, the operation state of
the DC system can be completely determined. Also, the DC
system can adjust the converter transformer’s tap changer and
the control mode according to its operation states. Therefore,
the DC PF can be expressed by the following functional
relations. {

ṠDC ,T ′,C ′
}
= fDC

(
U̇PCC ,T ,C

)
(3)

In the above equation, U̇PCC is obtained from the AC PF,
and ṠDC will be sent to the AC system to perform the AC PF.

B. THE POWER FLOW CALCULATION OF THE AC SYSTEM
The dynamic power flow algorithm proposed in [20], [21]
is adopted to calculate the power flow of the AC system
(AC PF). This dynamic power flow algorithm distributes the
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unbalanced power Pacc of the whole network caused by a dis-
turbance in all generator buses according to the distribution
factor βi of generator buses, thus canceling the concept of the
slack bus and making the power flow calculation results more
consistent with reality. Assuming that there are N buses in a
system and bus 1 is the reference bus, then N -1 active power
mismatch equations can be listed. The active power mismatch
equation of bus i is shown as (4). According to the sequential
method, the DC system is regarded as a load at PCC in the
AC PF.

1Pi = PGi0 − PDi − PDC .i
−Ui

∑
j∈i

Uj
(
Gij cos θij + Bij sin θij

)
−βiPacc (i = 2, · · ·N ) (4)

When the system returns to the steady-state of the same
frequency after the disturbance, the unbalanced power Pacc of
the whole network is the difference between the initial output
of all generators in the system and the actual power consump-
tion (the sum of the actual load and the actual transmission
loss). Pacc is unknown before the power flow calculation,
so an unknown variable is added in (4) and an equation should
be added at the reference bus 1 where both U1 and θ1 are
known, which is shown in (5).

1P1 = PG10 − PD1
−U1

∑
j∈1

Uj
(
G1j cos θ1j + B1j sin θ1j

)
− β1Pacc (5)

Assuming that the number of PQ buses of the system is
ND. When ND equations of reactive power mismatch are
added, the above equation set can be solved by referring to
the fast-decoupled power flow algorithm [22]. The reactive
power iteration scheme is not different from the conventional
power flow algorithm, while in the correction formula of the
active power iteration part, the correction formula of the new
variable Pacc needs to be added, as shown in (6)

1Pacc = −
N∑
i=1

1Pi
Ui

/
N∑
i=1

βi

Ui
(6)

The final Pacc is obtained when the dynamic power flow
converges. For more details of dynamic power flow, please
refer to [20], [21], which will not be repeated here.

III. THE MODEL OF DISTRIBUTED POWER FLOW
CALCULATION
A. THE CALCULATION MODEL OF SUBSYSTEM
The subsystem model consists of the internal network, tie-
line, and external network equivalent. The external network
equivalent model of the subsystem is calculated accord-
ing to the extended WARD equivalent method [23]. The
extended WARD equivalent method is a WARD-type equiv-
alent method, which is applicable to model the external net-
work in EMS. Compared with the classic WARD equivalent,
the extendedWARD equivalent can more accurately simulate
the reactive power response of the external network to the

FIGURE 2. The model of the subsystem.

state change of the internal network. Therefore, the extended
WARD equivalent is suitable for the independent calcula-
tion of subsystems and can improve the convergence of the
distributed calculation.

Fig. 2 shows a schematic diagram of the subsystem mod-
eling. In this figure, N1 is the detailed model of the internal
network, and branch ij, mn, and gh are the tie-line. The exter-
nal network equivalent model on the right side includes the
equivalent branches between the boundary buses, the equiva-
lent power injection at the boundary buses (Ṡeqj , Ṡeqn , and Ṡeqh ),
and the fictitious PV buses connected at the boundary buses
(j0, n0, and h0).
Since there are DC tie-lines in the external network of the

subsystem, special treatment is needed for the DC tie-lines
in the extended WARD equivalent, which will be introduced
later in Part B

B. THE EQUIVALENT OF THE LCC-HVDC SYSTEM
It involves the network equivalent of the AC/DC systemwhen
the coordinator calculates the exterior network equivalent
model of each subsystem and the combination parameters
of the boundary buses. Since it is difficult to deal with
LCC-HVDC lines in network equivalent, this paper converts
the DC line into an AC line when calculating the external
network equivalent model.

The parameters of the equivalent AC line are not related to
the internal characteristics of the DC system but are related
to the voltage and power injection at both terminals of the
DC system. The equivalent AC transmission line is shown
in Fig. 3.

The admittance GeqDC + jBeqDC , the susceptance beqDC .R and
beqDC .I are the unknown variables to be determined, the
calculation formula is shown in (7).



GeqDC =
PDC .R + PDC .I

U2
R + U

2
I − 2URUI cos θRI

BeqDC =

(
U2
R − U

2
I

)
GeqDC − (PDC .R − PDC .I )

2URUI sin θRI
beqDC .R =

[
−QDC .R +

(
URUI cos θRI − U2

R

)
BeqDC

−URUIG
eq
DC sin θRI

]/
U2
R

beqDC .I =
[
−QDC .I +

(
URUI cos θRI − U2

I

)
BeqDC

+URUIG
eq
DC sin θRI

]/
U2
I

(7)
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FIGURE 3. Schematic diagram of the equivalent AC transmission line.

In this paper, there are two modeling methods for the DC
system. One is the quasi-steady-state model mentioned in
section II, which is used to calculate the DC PF. The other is
the equivalent AC line model here, this model is only used to
calculate the external network equivalent parameters of each
subsystem and the combination parameters.

IV. IMPLEMENTATION DETAILS OF DISTRIBUTED POWER
FLOW ALGORITHM
A. THE FIXED-POINT ITERATIVE SCHEME DERIVED FROM
THE SIMPLE EXTENSION OF [1]
The core content of [1] and this paper is the construction
of the fixed-point iterative scheme. The fixed-point iteration
scheme in [1] is as follows:

{
ẋ(l+1)B(k)

}
= φ(k)

(
fBE(k)(x̂

(l)
B )
)

x̂(l+1)B =

NS∑
k=1

ξk · ẋ
(l+1)
B(k)

(8)

The first equation in (8) represents the independent
dynamic power flow calculation of the subsystem, and
the second equation represents the combination calculation
of the subsystem, these two formulas construct a fixed-point
iteration step. As the AC PF of the subsystem also needs the
iterative calculation, the fixed-point iteration is defined as the
outer iteration, and the AC PF of the subsystem is defined as
the inner iteration.

A simple way to realize the distributed AC/DC power flow
algorithm is to replace the inner iteration of (8) with the
AC/DC power flow calculation. In addition, as the DC tie-line
contains additional discrete state variables compared with the
AC tie-line, it is necessary to combine not only the boundary
bus states of all tie-lines but also the discrete state variables
of the DC tie-line. The fixed-point iteration scheme is shown
in (9):

x̂(l)B =
NS∑
k=1

ξk · ẋ
(l)
B(k) (9.1)

{
T̂ (l), Ĉ (l)

}
=

NS∑
k=1

ηk ·
{
T (l)
(k),C

(l)
(k)

}
(9.2){

ẋ(l+1)B(k) ,T
(l+1)
(k) ,C (l+1)

(k)

}
= ϕ(k)

(
fBE(k)(x̂

(l)
B ), T̂ (l), Ĉ (l)

)
(9.3)

In the above equation, (9.1) represents the combination
calculation of boundary bus states. (9.2) represents the combi-
nation calculation of the discrete state variables, and it should
be noted that the combination calculation of the discrete state
variables is not simple addition, but for the sake of formal
simplicity, the combination calculation of the discrete state

FIGURE 4. A brief flow chart of the algorithm in part A.

variables is represented in the form of weighted addition.
(9.3) represents the AC/DC power flow calculation of the
subsystem.

The calculation process starts with the AC/DC power
flow, and the initial value of iteration, i.e., x̂(0)B , T̂

(0), Ĉ (0),
is obtained from the base states.

A brief flowchart for this fixed-point iteration scheme is
shown in Fig. 4. According to (9), the AC PF and DC PF have
performed alternately till the AC/DC power flow converges,
then the outer iteration steps are performed.

Because of the disturbance, the power flow results of the
subsystem in the early stage are quite different from the cor-
rect results, which may lead to the inaccurate adjustment of
the converter transformer’s tap changer. Compared with con-
tinuous variables, the discrete state variables’ combination
calculation causes some loss of calculation accuracy, which
may lead to the situation that the converter transformer’s tap
position or the control mode of each subsystem is inconsis-
tent. Therefore, the effect of this distributed calculation mode
is not very ideal.

B. THE FIXED-POINT ITERATIVE SCHEME OF THIS PAPER
RECOMMENDED
The model of the DC system is the same in each subsystem,
and the adjustment results of the converter transformer’s tap
changer and control mode are only related to the previous
calculation results of the DC system. If the initial converter
transformer’s tap position and control mode of each subsys-
tem are the same and each subsystem makes use of the same
boundary bus states to do the DC PF, the consistent power
flow results of the DC system can be ensured.

Based on the above ideas, subsystems perform the combi-
nation calculation of boundary bus states before performing
the DC PF. In addition, only one AC PF and one DC PF
are performed in one outer iteration. The process of the
fixed-point iteration scheme is shown in (10).

x̂(l)B =
NS∑
k=1

ξk · ẋ
(l)
B(k) (10.1){

Ṡ(l)DC(k),T
(l+1)
(k) ,C (l+1)

(k)

}
= fDC

(
x̂(l)B ,T

(l)
(k),C

(l)
(k)

)
(10.2)

ẋ(l+1)B(k) = φ(k)

(
fBE(k)(x̂

(l)
B ), Ṡ(l)DC(k)

)
(10.3)

In the above equation, (10.1) represents the combination
calculation, (10.2) represents the DC PF calculation, and
(10.3) represents the AC PF calculation.
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FIGURE 5. A brief flow chart of the algorithm in part B.

The calculation process starts with the DC PF, and the
initial value of iteration is obtained from the base states. The
brief flow chart corresponding to (10) is shown in Fig. 5.
The state variables of the DC systems of different subsystems
are the same in each DC PF, so the calculation results will be
the same and it is not necessary to perform the combination
calculation for the discrete state variables.

The subsystem only performs one DC PF and one AC PF
in an outer iteration step, which is different from part A. The
AC/DC power flow calculation of the subsystem gradually
converges with the outer iteration progressing, which also
belongs to the calculation mode of the sequential method
described in Section II.

C. THE DISTRIBUTION OF UNBALANCED POWER
The distribution method of unbalanced power in [1], which
distributes the unbalanced power to all generator buses, is not
quite in line with the actual situation and is improved in this
paper.

In the algorithm of [1], the unbalanced power caused by
disturbance will be compensated by all generators in the
whole system, so all subsystems participate in the unbal-
anced power distribution. However, the actual situation is
different. When a disturbance occurs in the interconnected
system, the subsystem in which the disturbance occurs will
conduct system frequency regulation to balance the unbal-
anced power while neighboring subsystems provide power
support. The remaining subsystems generally follow the
control requirements of the secondary frequency regulation
(assumed to be TBC control mode) to keep the power flow
of the tie-line constant. The unbalanced power in these sub-
systems is the variation of transmission loss, which is a
small value.

It can be seen that the influence caused by the disturbance
is limited to the subsystem with disturbance and its neigh-
boring subsystem, rather than spread to the whole system.
Therefore, the concept of disturbance influence region is
introduced here, and the internal region and external region
of disturbance influence are defined, namely the DI region
and the DE region. According to the definition, the subsystem
with disturbance and its neighboring subsystems are located
in the DI region, and the remaining subsystems are located in
the DE region

The reasonable distribution of the unbalanced power
among subsystems is realized by correcting the power injec-
tion into external boundary buses. This method is applied
to the distribution of the unbalanced power among the

subsystems in the DI region in this paper, which is briefly
introduced below.

Suppose that the unbalanced power Pacc calculated by
subsystem k in the DI region is 1PSYSk , and the unbal-
anced power that should be taken by subsystem j as 1P̃SYSj.
The calculation formula of 1P̃SYSj is shown in (11):

1P̃SYSj =
βSYSj

NDI∑
k=1

βSYSk

·

NDI∑
k=1

1PSYSk (11)

The unbalanced power difference 1P′BE .SYSj between the
actual unbalanced power and the unbalanced power of each
subsystem that should be taken is calculated by (12).

1P′BE .SYSj = 1P̃SYSj −1PSYSj (12)

Every external boundary bus in subsystem j will undertake
a portion of the unbalanced power difference 1P′BE .SYSj,
as shown in (13).

P′(l)BE .i = P(l)BE .i + µBE .i ·1P
′(l)
BE .SYSj (13)

It should be pointed out that in the equivalent calculation
of the injection variation coefficients (it is shown in (23) and
(24) in [1]), all DC tie-lines involved should be replaced by
the equivalent AC transmission lines of the DC system, and
the distribution coefficient of each bus in the DE region needs
to be treated as zero.

V. FLOW CHART OF THE ALGORITHM
Fig. 6 shows the flow chart of the algorithm, in which the
different part between this algorithm and the algorithm of [1]
is marked as light blue. The algorithm process is divided into
three stages, namely real-time equivalent stage, initialization
of asynchronous iteration stage, and asynchronous iteration
stage.

1) Real-time equivalent. Each subsystem builds its local
model and calculates the internal network equivalent
parameters and the internal equivalent coefficients.
The coordinator calculates the equivalent AC trans-
mission line according to (10) and the external net-
work equivalent parameters which will be sent to each
subsystem. Besides, the external network equivalent of
injection variation coefficients µBE .i is calculated and
sent to subsystems. µBE .i is related to the distribution
of unbalanced power (refer to (13)).

2) Initialization of asynchronous iteration. The subsys-
tem calculates the diagonal elements of the boundary
bus impedance matrix excluding external equivalent
branches. Then, the coordinator forwards the informa-
tion to each subsystem.After receiving the information,
the subsystem calculates the combination parameters.

3) Asynchronous iteration. The coordinator sends the
boundary bus states, unbalanced power (if the subsys-
tem is located in the DI region), and the convergence
flag of one subsystem to other relevant subsystems.
After receiving the information from the coordina-
tor, the subsystem calculates the combined boundary
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FIGURE 6. The flow chart of the algorithm.

bus states and the equivalent power injection into the
external boundary buses. Besides, the subsystem in
the DI region needs to correct the equivalent power
injection to make the distribution of unbalanced power
reasonable. Then, the DC PF is calculated according
to the combined boundary bus states and the PIDC is
obtained, also the control mode and the turns ratio of
the converter transformer are adjusted. Finally, the AC
PF is calculated according to the equivalent power
injection into the external boundary buses and the
PIDC, which generated the new boundary bus states for
the next iteration.

Other different aspects should be noted. If the calculation
of parameters involved in the algorithm is related to the
DC system (such as combination parameters ξk , external

network equivalent of injection variation coefficients µBE i ,
etc.), the DC system should be replaced by its equivalent AC
transmission line.

VI. THE CASE THAT THE DC SYSTEM IS MODELED IN THE
COORDINATOR
In this paper, the DC tie-line model is built in the subsystem
and the DC PF is carried out by the subsystem (defined as
the preferred method). Considering there are some scenarios
where the subsystem is not suitable for modeling the DC
system, the DC tie-line can also be modeled and calculated
in the coordinator (defined as the alternative method).

In this case, the process of fixed-point iteration is as fol-
lows. In the coordinator, the boundary bus states uploaded
by each subsystem are combined according to (10.1), and the
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combined boundary bus states are used to calculate DC PF
according to (10.2). Then, the coordinator forwards the PIDC
and the combined boundary bus states to relevant subsys-
tems. After receiving the PIDC and the combined boundary
bus states, the subsystem calculates the AC PF according to
(10.3).When the AC PF calculation converges, the subsystem
uploads the boundary bus states to the coordinator. The above
process is repeated until the distributed calculation converges.

In fact, the above process is not fundamentally different
from that of the preferred method, so it will not affect the
results of the distributed calculation but will affect the amount
of exchange data and the effect of asynchronous iteration. For
the preferred method, the independence of the subsystem is
stronger, the asynchronous iteration effect is better, and the
amount of exchange data is small as each subsystem does
not need to exchange the PIDC with the coordinator. For
the alternative method, the asynchronous iteration effect is
slightly poor, and the amount of data exchanged is increased,
but the advantage is that the computing load of the subsystem
is reduced.

In addition, the alternative method is more convenient for
distributed calculation in the case of pure DC tie-line. As the
DC system is regarded as the load at PCC in the AC PF,
there is no electrical connection between the internal network
and the external network when the subsystem calculates the
AC PF. Therefore, the AC system of the subsystem only
calculates the power flow of the internal AC network, and the
PCC voltage required for the DC PF is given by the AC PF
of each subsystem. The DC PF is carried out uniformly in the
coordinator, so it is not necessary to consider the consistency
of the calculation results of the DC system. When all tie-lines
are DC line, the distributed calculation mode proposed in
this paper will degenerate into the same calculation mode as
described in [10].

VII. TEST RESULTS
A. MODIFIED IEEE 118-BUS SYSTEM
The algorithm was tested on the IEEE 118-bus system [25]
with DC tie-lines added. The IEEE 118-bus system con-
sists of 186 branches, 91 loads, and 54 generators. Branch
{33(1)-15(2)}, {34(1)-19(2)}, {38(1)-30(2)}, {24(1)-23(2)},
{74(3)-70(1)}, {75(3)-70(1)}, {75(3)-69(1)}, {69(1)-77(3)}
and {68(1)-81(3)} are taken as tie-lines (the number in brack-
ets is the serial number of the subsystems). The IEEE 118-bus
system is divided into three subsystems, and 30-38 and 81-68
are modified as DC lines. Define CEA as the constant control
extinction angle, CIA as the constant control trigger angle,
and CC as the constant control current. The control modes of
the DC tie-lines are as follows:

DC line 30-38: the CC is 0.63 p.u. on the rectifier side, and
the CEA is 17◦ on the inverter side.

DC line 81-68: the CC is 0.2 p.u. on the rectifier side, and
the CEA is 17◦ on the inverter side.

In addition, the range of the trigger angle is set to 5◦ ∼ 25 ◦,
and the range of the extinction angle is set to 10◦ ∼ 25 ◦. For
the convenience of testing, we set the adjustment range of the

FIGURE 7. Maximum voltage magnitude difference compared with whole
system power flow results.

tap position as ±10. The initial turns ratio of each subsystem
is set as 1.0. The disturbance in the test is set as follows: Bus
35 increases the 60 MW active load.

To test the asynchronous iteration efficiency of the algo-
rithm, each outer iteration selects 2 subsystems successively
for the calculation.

The distributed algorithm and the centralized algorithm are
used to calculate the power flow of the test system. Among
them, the centralized algorithm adopts the sequential method
mentioned in section II, and the unbalanced power caused by
disturbance is also limited to be distributed in the DI region.
The limit of bus voltage magnitude is set as 0.95 p.u. to 1.05
p.u., and all bus voltages are not out of limit in the following
test results.

S1, S2, and S3 in Fig. 7 represent the three subsystems
of the test system. Besides, the y-axis in Fig. 7 refers to the
maximum voltage magnitude difference between distributed
calculation and centralized calculation, and the x-axis refers
to the number of the outer iteration. The voltage magnitude
of distributed calculation is calculated in step 14© of the flow
chart in Fig 6.

As can be seen from Fig. 7, with the progress of iteration,
the error between the calculation results of each subsystem
and the centralized calculation results decreases continu-
ously, and all the subsystems finally get the power flow results
consistent with the centralized calculation. The parameters of
the equivalent AC line is calculated according to (10) in the
real-time equivalent stage in Fig. 6. Following Table 1 shows
the parameters of the equivalent AC line. ‘‘R’’ in brackets
of DC tie lines 30(R)-38(I) and 81(R)-68(I) represents the
rectifier side, while ‘‘I’’ in brackets represents the inverter
side.

Also, Table 2 shows the base operation states of the DC
tie-line. The base operation states data is a known condition
to calculate the parameters in Table 1.

Table 3 compares the DC system calculation results of the
distributed calculation and centralized calculation.

As can be seen from Table 3, after the disturbance occurs,
the transformation ratio of the converter transformer obtained
by the distributed calculation is completely consistent with
the centralized calculation, which proves that the algorithm
can correctly adjust the converter transformer’s tap changer
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TABLE 1. Parameters of the equivalent AC line.

TABLE 2. Base operation states of the DC tie-line.

TABLE 3. Power flow calculation results of the DC system.

TABLE 4. Power flow calculation results of the DC system.

when the trigger angle or the extinction angle exceeds the
limit. To test the processing effect of the algorithm on the
control mode transformation, the upper limit of the converter
transformer’s turns ratio is set to 1.05, and the test is carried
out again.

Table 4 shows that both distributed calculation and cen-
tralized calculation have transformed the control mode of the
DC system, and the calculation results are consistent, which
proves that the distributed algorithm can correctly handle the
control mode transformation problem.

B. TEST OF A LARGE SYSTEM EXAMPLE
Artificially add tie-lines, interconnect the six IEEE 118-bus
systems (defined as S1 to S6) together to build the test system,
the serial number of bus is increased successively. Add the
following transmission lines as tie-lines:

FIGURE 8. Maximum voltage magnitude difference compared with whole
system power flow results.

{24(1)-141(2)}, {33(1)-133(2)}, {34(1)-137(2)}, {38(1)-
148(2)}, {68(1)-317(3)}, {69(1)-313(3)}, {70(1)-310(3)},
{378(4)-495(5)}, {387(4)-487(5)}, {388(4)-491(5)}, {502(5)-
392(4)}, {671(6)-422(4)}, {423(4)-667(6)}, {424(4)-664(6),
{151(2)-249(3)}, {315(3)-433(4), {314(3)-432(4)},
{311(3)-429(4)}, and {505(5)-603(6)}.

In the above tie-lines, 671-422 and 317-68 are modified to
DC lines, which adopt the control mode of constant control
current on the rectifier and constant control extinction angle
on the inverter. The disturbance set in the test is as follows:
Bus 333 adds a 50 MW active load, and branch 91-92 are cut
off. Each outer iteration selects 4 subsystems to participate
in the calculation to test the asynchronous calculation of the
algorithm.

Fig. 8 shows the maximum voltage magnitude error curve
of the subsystems compared with that of the centralized
calculation. It can be seen from the figure that the algorithm
can still converge reliably when there are many subsystems.

Besides, we set different disturbances and tested the above
case A and case B for 100 times. The method of disturbance
setting is as follows. Firstly, a bus is randomly selected, and
then an active load is added to the bus as a disturbance. The
disturbance load values are randomly selected from 40MW,
80MW, and 120MW.

The tests are carried out in the same environment (Intel
Core i5-7400@3.00GHz, 8GBRAM). In Table 5, the average
convergence number (the outer iteration number) and the
average calculation time are given.

From Table 5, even if the overall scale and the number of
subsystems of case B are much larger than those of case A,
the convergence of the algorithm is not greatly affected, and
the algorithm can still converge reliably. Therefore, the algo-
rithm can well handle the distributed power flow calculation
of AC/DC interconnected systems of various scales.

C. COMPARISON OF UNBALANCED POWER
DISTRIBUTION METHOD
To compare the effect of the unbalanced power distribu-
tion method, the DC line of the test system in test case B
is replaced by the AC line. The disturbance is as follows:
bus 284 (Belong to S3) increases 180MW (about 1.8 p.u.)
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TABLE 5. Convergence number and calculation time of different test
cases.

TABLE 6. Comparison of unbalanced power distribution method.

FIGURE 9. Schematic diagram of the test system.

active load. Other condition settings are consistent with test
case B. The schematic diagram of the test system is shown
below. The DI region and the DE region are also marked in
the figure below.

According to the unbalanced power distribution method in
this paper, the unbalanced power is distributed between the
subsystems in the DI region, namely S1 to S4. According to
reference [1], the unbalanced power is distributed between
S1 to S6. The two algorithms are tested and compared. Taking
1P′BE .SYSj (related to step 12© in the flow chart Fig. 6) as
y-axis and outer iteration number of subsystems as x-axis,
the following two figures can be obtained respectively. Also,
Table 6 shows the unbalanced power distribution results of
the two algorithms.

According to Table 6, the unbalanced power distribution
method achieved the expected effect. The power shortage
caused by the disturbance (about 1.8 p.u.) is balanced by
the subsystems in the DI region, and the subsystems in the
DE region adjust the generator output according to the varia-
tion of transmission loss. The unbalanced power distribution
method of this paper limited the influence of the disturbance
in the DI region. However, In the algorithm of [1], the dis-
turbance’s influence spread to all subsystems, which is not in
line with the actual situation.

From Fig. 10 and Fig. 11, the convergence of the new
method is better than that of the oldmethod. In Fig. 11, S5 and
S6 may lead to overcorrection of unbalanced power, and this

FIGURE 10. Correction value of boundary bus unbalanced power of the
algorithm in this paper.

FIGURE 11. Correction value of boundary bus unbalanced power of the
algorithm in [1].

error will be transmitted to other subsystems, and lead to poor
convergence of the distributed calculation. Also, the fewer
number of subsystems participating in unbalanced power
distribution is a reason for the improvement of convergence.

VIII. CONCLUSION
The distributed AC/DC power flow algorithm proposed in
this paper is obtained from the effective combination of the
sequential method and the algorithm in reference [1]. There-
fore, the algorithm retains the advantages of the algorithm
in [1]. This paper presents some innovative methods to solve
the problems in the implementation of the algorithm. For
the problem of equivalent calculation of external network
including DC line, the method of converting the DC line to
the equivalent AC line is proposed. Also, to solve the problem
that the discrete variables of the DC system are not easy to
coordinate, a new fixed-point iteration scheme is constructed.
In the new fixed-point iteration scheme, the combined PCC
voltage is used to calculate the DC PF, which avoids the com-
bination calculation of discrete variables. Besides, the paper
improved the unbalanced power distribution method. The
improvement is not only more in line with the practical situa-
tion, but also can get a better convergence than [1]. As shown
in the test cases. when the network size and the number
of subsystems increases, the convergence rate changes little.
Moreover, since the power flow calculation of the AC/VSC-
HVDC network can also use the sequential method, the pro-
posed algorithm has the potential to be extended to the case
of VSC-HVDC.
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