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ABSTRACT Link quality estimation (LQE) is a fundamental problem inWireless Sensor Networks (WSNs).
LQE is not only a prerequisite for efficient routing but also significantly impacts the energy consumption
of sensor nodes. Despite its importance, LQE remains an open problem due to the time-varying nature of
WSNs. Existing approaches mainly rely on physical layer measurements to estimate link quality. However,
considering the hardware and environment variations, modeling the correlation between physical layer
measurements and link quality is a nontrivial task, rendering it difficult to obtain accurate link quality
estimations. For example, our study reveals that various packet delivery rates may correspond to the same
RSSI value. In this paper, we propose a novel method SeqLQE to predict link quality using system metrics
(e.g., radio-on time, number of packets received) rather than physical layer measurements.We systematically
design and collect runtime metrics during network operation. We then adopt a Seq2Seq learning-based
model to capture the structure of correlation between link quality and system metrics. Through extensive
experiments, we show that SeqLQE achieves an MSE error of 0.0226, which is 6 times better than widely
used linear models.

INDEX TERMS Wireless sensor networks, link quality estimation, Seq2Seq.

I. INTRODUCTION
Wireless Sensor Networks (WSNs) consist of tens or hun-
dreds of sensor nodes spatially distributed over a wide geo-
graphical area. Because of its real-time sensing, low-power
wireless transmission, and self-organized networking char-
acteristics, WSNs are widely used in various applications
such as environmental monitoring, indoor positioning, target
tracking, and health caring [1]–[5].

Despite the successful applications, the long-term and sta-
ble operation ofWSNs is still challenging. First, sensor nodes
are usually deployed in outdoor and complex environments
such as forests and factories [1], [6]. The wireless transmis-
sion tends to be unstable due to interference, shadowing,
and multipath fading. Second, sensor nodes are restricted
to stringent power supplies. Since wireless communication
consumes an unneglectable amount of energy, retransmis-
sions of data packets will drain the battery rapidly and reduce
networks’ lifetime.

In recent years, online link quality estimation (LQE) has
attracted considerable attention since it has great potential in
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overcoming these challenges [7]. The benefits of LQE are
two-fold. On the one hand, LQE can assist routing protocols
to establish routing paths and improve network data yield
[8]–[10]. On the other hand, with accurate LQE results,
a sensor node can choose to send data packets on a
more reliable link, reducing energy consumption caused by
retransmissions.

Existing LQE methods mainly rely on physical layer
measurements such as Received Signal Strength Indica-
tor (RSSI) and Signal to Noise Ratio (SNR) to predict
link quality. In general, they can be classified into three
categories: rule-based, statistics-based and learning-based
approaches. Rules-based approaches [11]–[13] identify link
states with pre-defined rules on inputmetrics. Statistics-based
approaches [14]–[18] aim to model link quality using statisti-
cal models such as Kalman filter and Support VectorMachine
(SVM). Learning-based approaches [19]–[21] adopt deep
learning techniques such as Reinforcement Learning (RL)
to model the relationship between link quality and physical
layer measurements.

This study is motivated by the deployment of a sensor
network which consists of 20 sensor nodes and operates
for two months. Through careful study of collected traces,
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FIGURE 1. System deployment.

we find it is hard to obtain a well-defined correlation between
link quality and physical layer measurements over different
links. The rationale is, the correlation pattern between link
quality and physical layer parameters may be diverse due to
hardware-specific variations [22], [23]. To tackle this issue,
we propose SeqLQE, a novel approach to predict link quality
using system metrics (e.g., radio-on time, number of packets
received). SeqLQE investigates the internal structure among
system metrics of each sensor node. It uses a Seq2Seq learn-
ing model to represent the relationship between link quality
and system metrics and predict link quality.

Our main contributions are summarized as follows:

• Unlike previous approaches, SeqLQE does not solely
rely on physical layer measurements to predict link qual-
ity, considering that the correlation pattern between link
quality and physical layer parameters may diverse due
to hardware-specific variations [22], [23].

• To the best of our knowledge, SeqLQE is the first to
exploit system metrics to identify link quality in WSNs.
SeqLQE employs Seq2Seq learning to capture the cor-
relation structure.

• We validate SeqLQE with traces from a sensor network
consisting of 20 sensor nodes. The results show that with
SeqLQE, the average prediction error is 0.0226 only.

Our proposed approach can be utilized in many protocols
such as density-based routing [24], [25], which prefers to
select a routing path towards a dense group of sensor nodes in
routing decisions. As a result, even if the targeted sensor node
becomes unreachable due to battery drain or intermediate link
failures, packets can still be re-routed to neighboring sensor
nodes. Our method can be used to enhance the robustness of
density-based routing. The probability of successfully trans-
mitting a packet can be modeled as a joint function of the tar-
get node’s density and future link quality. Thus, we can avoid
selecting next-hop nodes purely based on density. With our
method, the routing strategy can be designed as an optimal
trade-off between density and robustness.

The remainder of this paper is organized as follows. We
introduce the related work of LQE in Section II. Then
in Section III, we present the motivation of this study.
The detailed system design is presented in Section IV.

Furthermore, in Section V, we conduct comprehensive exper-
iments to evaluate SeqLQE. Finally, we conclude this paper
and discuss future work in Section VI.

II. RELATED WORK
In recent years, many efforts have been made on LQE. Based
on the prediction methods, existing studies can be classified
into the following categories.

A. RULE-BASED APPROACHES
Four-Bit [11] proposed by Fonseca et al. was a rule-based
hybrid estimator combining information from the physical,
link, and network layers. It provided four bits: the white
bit from the physical layer, the ack bit from the link layer,
the pin bit, and the compare bit from the network layer. And
since TinyOS 2.1, Four-Bit estimator has been adopted in the
standard Collection Tree Protocol (CTP) [26]. The Triangle
Metric [12] combined the physical measurements geometri-
cally into a robust estimator. In specific, the link quality is
estimated by computing the distance of point (SNRw,LQIw)
to the origin, where SNRw and LQIw is the sum of SNR and
LQI values of received packets divided by the number of
transmitted packets respectively. Spuhler et al. [27] proposed
a preamble-based estimator that exploits information from
chip errors in the preamble symbols. The experiments showed
that it was at least three times faster than Four-Bit.

In this paper, the proposed method differs from rule-based
approaches in that it is a data-driven approach to predict link
quality in the near future and requires no pre-defined rules to
perform prediction.

B. STATISTICS-BASED APPROACHES
One of the earliest statistics-based approaches was proposed
by Lai et al. [28]. It presented an experimental study of link
quality in WSNs and showed that the relationship between
Packet Success Rate (PSR) and SNR could be modeled with
a sigmoid function. Then, Son et al. [29] found that in
the presence of concurrent transmissions, there was a gray
region (about 6db) with mixed PSR at the same SNR value.
Senel et al. [18] proposed a Kalman filter-based estima-
tor to track the change of SNR and predicted PSR with a
pre-calibrated SNR-PSR map function. 4C [30] combined
RSSI, SNR, LQI, and Packet Reception Ratio (PRR) as input
and predicted the probability of successfully delivering the
next packet. 4C utilized naive Bayes classifier, logistic regres-
sion, and artificial neural networks as prediction models inde-
pendently. The results showed that logistic regression worked
well with small training data. Then, TALENT [14] aimed
to predict future link quality instead of current value, since
routing protocols can harness predictions of the future to
establish low-cost delivery paths. The authors trained a logis-
tic regression classifier using a stochastic gradient descent
learning algorithm. TALENT’s output is the probability of
link quality higher than a pre-defined threshold in the near
future.
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FIGURE 2. RSSI and PDR values of two randomly selected sensor nodes in 200 time windows, where each time window is 10 minutes.

Similar to statistics-based approaches, SeqLQE is also
data-driven. But we employ the deep learning technique,
which is more capable of modeling the dynamics of input
metrics.

C. LEARNING-BASED APPROACHES
Recently, the success of deep learning in time series anal-
ysis has fostered research toward their adoption in solving
LQE problems. Sun et al. [20] proposed a wavelet-neural-
network-based LQE algorithm that decomposed SNR into
a time-varying nonlinear part and a non-stationary random
part. Link quality predictions are then obtained through the
mapping function between SNR and PRR. Luo et al. [21]
designed a stacked autoencoder-based link quality estimator
to extract link features and evaluate the features to divide
links into five different quality grades. RL-Probe [19] studied
the probing mechanism to estimate link quality by leveraging
reinforcement learning.

In this study, we also adopt the deep learning technique to
model input metrics and PDR’s relationship. But instead of
physical layer measurements, we propose to utilize system
metrics to predict link quality.

Besides LQE, clustering techniques [31]–[33] also play an
important role in achieving energy efficiency in WSNs. For
example, the ECH approach [33] minimizes data redundancy
and maximizes network lifetime by using a sleeping-waking
mechanism for overlapping and neighboring nodes.

III. MOTIVATION
A. DATA COLLECTION
Inspired by GreenOrbs project [34], [35], we deployed
20 telosB sensor nodes in a 215m×96m area for two months,
as shown in Figure 1. Each node is equipped with temper-
ature, humidity, and light sensors. Sensor nodes are either
placed on buildings or hang on trees. And the sink node is
placed on top of a building. Every 10 minutes, a sensor node
reports its sensor readings and run-time information to the
sink node.

B. LINK QUALITY METRICS
1) PDR (PACKET DELIVERY RATIO)
PDR is the target we aim to predict in this study. It is obtained
from the total number of packets received by the receiver
divided by the total number of packets transmitted from the
sender. The definition of PDR is as follows:

PDR =
# of delivered packets

# of sent packets
.

2) RSSI (RECEIVED SIGNAL STRENGTH INDICATOR)
RSSI is a widely used metric to predict PDR. According to
IEEE 802.11 standard [36], RSSI is defined as the relative
received signal strength of wireless communication links. It
indicates the signal power received by the radio and thus
reflects the link status. In specific, the wireless communica-
tion module in CC2420 chip provides the analog value of the
received signal strength, which is stored in the chip register,
and the digital signal can be obtained through ADC conver-
sion. The value in the register is RSSI_VAL, the empirical
deviation value is RSSI_OFFSET , and the power representa-
tion of RF is expressed as follows:

Power = RSSI + RSSI_OFFSET (dbm).

Through a comprehensive analysis using the collected
traces, we find that physical layermeasurements such as RSSI
and SNR are insufficient to predict link quality in real-world
systems. For example, Figure 2 depicts the PDR and RSSI
values of two typical sensor nodes in our system. It is easy to
find out that the correlation between them is relatively small.
We use the Pearson correlation coefficient [37] to measure
the linear correlation between PDR and RSSI, and the results
are 0.05 and 0.03, respectively. The reason is that the ideal
wireless communication model may not fit in real deployed
systems. And Figure 3 plots the relationship between RSSI
and PDR. We can find that various PDR values may corre-
spond to the same RSSI value. Similar results about SNR can
also be found in [29].
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TABLE 1. System metrics.

FIGURE 3. RSSI and PDR relationship.

C. SYSTEM METRICS
In this study, we propose to take advantage of run-time
information to predict PDR rather than RSSI values. Table 1
summarizes the run-time information we collected. Basically,
we investigate the following categories of system metrics:
• Time-related metrics. For example, RadioOnTime mea-
sures the cumulative radio-on time during an interval
of 10 minutes.

• Traffic-based metrics. For example, ReceivedPack-
etsCounter records the number of packets received in
an interval of 10 minutes, and OverflowDropsCounter
denotes the number of packets dropped due to buffer
overflow.

• Link-related metrics. For example, THL is the time-
has-lived counter, incremented by one at each packet
forwarding.

• Task-related metrics. For example, TaskPostCounter
records the number of tasks posted by the sensor node.

IV. SYSTEM DESIGN
In this section, we first formally define the link quality moni-
toring problem in WSNs. Then, we introduce the framework
of our solution step by step, as illustrated in Figure 4.

A. PROBLEM FORMULATION
Problem Definition 1: Suppose a wireless sensor network

consists of N sensor nodes. In every time window t ,

TABLE 2. Definition of symbols.

a sensor node si reports its uplink’s packet delivery ratio
PDRti , as well as its system metrics X ti = (x ti,1, x

t
i,2, . . . , x

t
i,p).

The sink node collects all the data packets and obtains dataset
{(X ti ,PDR

t
i )|1 ≤ i ≤ N }. The objective is to predict

{PDRt+1i |1 ≤ i ≤ N }.

B. DATA PREPARATION
We build a dataset {(X ti ,PDR

t
i )|1 ≤ i ≤ N , 1 ≤ t ≤ T },

where N = 20 is the number of sensor nodes and T = 8640
is the number of time windows in two months. A data point
X ti is a 12-dimensional integer-valued vector, each entry of
which records a system metric using two bytes. However,
due to packet loss and data corruption, we only collected
160,195 valid data packets from the network, which is less
than N ∗T = 172, 800. We have to preprocess the data to aid
further analysis.

1) MISSING VALUES
There are two types of missing values, i.e., single miss-
ing value and continuous missing values. For single miss-
ing values, we use the linear interpolation method to fill
missing data. For continuous missing values, we choose to
delete these incomplete data from the dataset. In our dataset,
we delete 174 data points in total. After imputation of missing
values, the size of the dataset becomes 172, 626.

2) NORMALIZATION
For prediction tasks, data without normalization could cause
training failures. We use min-max normalization to rescale
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FIGURE 4. System workflow.

each metric into range [0, 1] as follows,

X ti,j←
X ti,j − mini,tX

t
i,j

maxi,tX ti,j − mini,tX
t
i,j
.

C. FEATURE EXTRACTION
Using system metrics to predict PDR is a non-trivial task. We
first study the correlation between these metrics and PDR and
find that none of these metrics has a high correlation score
with PDR. As shown in Figure 5, the most correlated metric
with PDR is RetransmitCounter, with a correlation score of
−0.26 only. For other metrics, most of the correlations scores
are within [−0.05, 0.05].

FIGURE 5. Correlations with PDR.

We build the input dataset for prediction as follows:

• First, we split the original dataset into T − m + 1
sequences, where T = 8640 is the number of time
windows, and m is the size of each sequence.

• Then, for each sequence Di = [X i,X i+1, . . . ,X i+m−1],
we use it to predict the PDRs in the (i + m)-th time
window, i.e., yi= [PDR

i+m
1 ,PDRi+m2 . . . ,PDRi+mN ].

• Thus, we obtain a dataset of sequences, denoted as
(D, y). We split the dataset into training and testing
datasets. In specific, the first 80% is used for training and
the rest 20% is used for testing, denoted as (Dtrain, ytrain)
and (Dtest , ytest ) respectively.

D. PREDICTION MODEL
In recent years, sequence to sequence learning [38] has been
proven successful on a variety of tasks such as machine
translation, image captioning, video summarization, and etc.
[39]–[41]. Since our target is to predict PDR sequences with
sequence inputs, we adopt the Seq2Seq model [38] to build
the PDR prediction framework in this study.
As illustrated in Figure 6, the model consists of both an

encoder and a decoder. Our solution’s core idea is first to use
the encoder to capture the internal structure of systemmetrics
and then make the decoder generate PDR predictions based
on these hidden representations. Different from the original
seq2seq model where the encoder and decoder are imple-
mented by LSTM [42], we use Gated Recurrent Unit (GRU)
instead. The benefit is, compared to the LSTM cell, a GRU
has fewer parameters and thus trains faster. As illustrated
in Figure 7, in the GRU block, let ht and ĥt denote the
activation and candidate activation at time step t respectively,
and ht−1 is the activation at last time step. Given xt as the
input vector, the key formulas of GRU can be written as:

zt = σ (Wzxt + Uzht−1 + bz) (1)

rt = σ (Wrxt + Urht−1 + br ) (2)

ĥt = φ(Whxt + Uh(rt � ht−1 + bh)) (3)

ht = (1− zt )� ht−1 + zt � ĥt (4)

where zt is the update gate vector which represents how
much the activation is updated, rt is the reset gate vector
which determines how to reset a key gate. And operator � is
Hadamard product, a.k.a., element-wise multiplication. The
activations of update and reset gates are logistic sigmoid func-
tion σ (·) = sigmoid(·), and ĥt is computed with a hyperbolic
tangent function, i.e., φ(·) = tanh(·). Matrix W s, Us and
vector bs are trainable parameters of the model. Specifically,
Wz,Wr ,Wh are the weights of feedforward connections, and
Uz,Ur ,Uh are recurrent weights.
To learn the prediction model, we first feed training dataset

(Dtrain, ytrain) into the model. The encoder network then
extracts the hidden representations h from the observations:

h = fe(D; θe),

where h captures the internal structures of systemmetrics and
θe are model parameters. Then, after fed with h, the decoder
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FIGURE 6. The prediction model.

FIGURE 7. A GRU cell.

generates sequential estimation of PDRs:

ŷ = fd (h; θd ).

Consequently, we have:

ŷ = fd (fe(D; θe); θd ),

where θe, θd are model parameters. The loss function of
the model is defined as the sum of L2 loss of outputs and
L2 regularization for model parameters:

loss = (y− ŷ)2 + λ ∗ (θ2e + θ
2
d )

The learning algorithm is illustrated in 1.

V. EXPERIMENT AND ANALYSIS
A. EXPERIMENTAL SETUP
In this paper, we built a sensor network system to perform
environmental monitoring, as shown in Figure 1. The base

Algorithm 1 Learning Algorithm
Input: (Dtrain, ytrain), (Dtest , ytest )
Output: the prediction model

1: build model with a computation graph
2: initialize all model parameters θe, θd
3: repeat
4: randomly draw a batch B from (Dtrain, ytrain)
5: feed model with B and obtain predictions ŷ
6: loss = (y− ŷ)2 + λ ∗ (θ2e + θ

2
d )

7: compute the gradient of loss
8: back propagate and update θe, θd
9: feed model with testing data and compute the loss

10: save model
11: until model converges
12: return model

station is a GPU server running Ubuntu 17.10 with an i7 CPU,
64 GB RAM, and NVIDIA GTX 1080Ti. We use Tensor-
flow [43] to train the prediction model and perform online
inference. TinyOS [44] is adopted as the embedded operating
system for sensor nodes, and we modified the nesC program
to report sensors nodes’ internal states and sensing data. In
order to prolong the lifetime of the network, the sensor nodes
operate at low-duty-cycle mode and wake up periodically
to sense the environment and transfer data packets. After
finishing these tasks, the sensor nodes switch to a sleeping
state. In particular, we set the working period to be 10minutes
for each sensor.
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FIGURE 8. System metrics after preprocessing.

FIGURE 9. Pairwise correlations among system metrics.

It is worth noticing that SeqLQE does not rely on any
specific network structure or working mode, such as duty-
cycling. It only requires each sensor node to periodically
report its system metrics to the base station. Thus, it also
applies to cluster-based or hop-by-hop WSNs. In this study,
we choose to adopt the duty-cycling mode because it helps to
extend the deployed network’s lifetime to twomonthswithout
replacing any sensor node.

B. DATA ANALYSIS
We then preprocess data according to the method described in
Section IV-B. A piece of preprocessed data from sensor node
1023 is displayed in Figure 8.

FIGURE 10. Comparison of prediction errors.

Wealso investigate the pairwise correlations among system
metrics and plot the results in Figure 9. We can find that some
metrics are closely correlated (with a correlation score higher
than 0.75), such as ReceiveCounter and TaskPostCounter.
The rationale is that every time a sensor node receives a task,
it has to perform certain tasks in TinyOS, e.g., turning on
the radio, validating packets and etc.. As a result, these two
metrics are positively related. Besides, we can also find that
metrics like THL are not correlated with others.

C. EXPERIMENT RESULTS
In this paper, we use mean squared error (MSE) as the major
evaluation metric to measure the prediction error.

MSE =
1
N
(yt − ŷt )2,

where N is the number of sensor nodes, yt is the actual vector
of PDRs of size N × 1 in time window t , ŷt is the prediction
vector.
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FIGURE 11. Comparison of groundtruth, SeqLQE and ARIMA.

Wecompare our proposed solutionwith thewidely adopted
time series prediction model ARIMA [45]. As shown in
Figure 10, we can see that for all the 20 sensor nodes,
the MSE error of our method is less than ARIMA. And the
average MSE of our method is 0.0226, while the average
MSE of ARIMA is 0.1342.

In Figure 11, we plot the PDR time series of
ground-truth, PDR prediction results by our method, and
PDR prediction results by ARIMA. The three sensor nodes
are randomly selected from the dataset. Compared with
ARIMA, our method’s prediction results are more similar to
the ground truth time series and have fewer outliers.

D. TIME COMPLEXITY ANALYSIS
The proposed approach consists of three phases: (a) data pro-
cessing; (b) model training; (c) PDR prediction. In phase (a),
all packets received at the base station are preprocessed, and
features are extracted. Thus, the running time is linear with
the number of data packets, i.e., O(N · T ), where N is the
number of sensor nodes in the network, and T is the number

of time windows. In phase (b), since the computational com-
plexity of learning per weight per time step with stochastic
gradient descent (SGD) is O(1) [46], the computation cost
of each step is O(T · |W |), where |W | is the number of
weights (parameters) in the learning model. Considering that
the size of training datasetDtrain is O(T ), the running time of
this phase is thusO(T ·|W |). Similarly, the time complexity of
prediction in phase (c) is O(|W |). Therefore, the overall time
complexity of SeqLQE is O(N · T + T · |W |).

VI. CONCLUSION AND FUTURE WORK
The LQE problem in WSNs [5] has attracted much attention
in recent years. Precise LQE results can assist routing pro-
tocols in establishing low-cost delivery paths and reducing
sensor nodes’ energy consumption. Despite its importance,
LQE is still an open problem. The reason is, due to hardware
and environment variations, the correlation between physical
layer measurements and link quality is difficult to model
accurately. In this paper, we aim to predict link quality using
system metrics rather than physical layer measurements.
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To this end, we propose to adopt the Seq2Seq model to
capture the internal structure of system metrics. Through
extensive experiments, we show that SeqLQE achieves an
MSE error of 0.0226. This result is 6 times better than widely
used linear models.

Despite the accuracy of SeqLQE, its time complexity is
higher than linear models as analyzed in Section V-D. To
accelerate training, we currently perform all the computation
tasks in the base station with a modern GPU. A possible
improvement is first training an offline model with histor-
ical data and then online updating the model. As analyzed
previously, the time complexity of updating is O(|W |). In
the future, we will also explore lightweight methods that can
perform prediction in the network.
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