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ABSTRACT Represented by application-specific instruction set processors (ASIPs) and array processors,
existing cryptographic processors face challenges in application to mobile terminals with sensitive security
requirements. Typically, ASIPs have limited computational efficiency and algorithmic adaptability. An array
processor requires massive circuits to perform fully expansive computations for ciphers, and such processors
are unaffordable for terminals. To overcome these issues, we propose a highly area-efficient parallel
reconfigurable symmetric cipher stream processor combining the characteristics of symmetric cryptograph
stream-state processing and the advantages of stream architectures. This processor has a hierarchical stream
architecture with multi-dimensional parallelism. It decouples cipher computation from data transmission,
facilitating parallelism between algorithm operation and data scheduling. Furthermore, the processor fully
excavates vertical pipeline parallelism and horizontal block parallelism in its operation processes. Addition-
ally, it takes multi-granular cipher units and reconfigures computation circuits to map different algorithms
efficiently. Thesemechanisms significantly improve its area efficiency and security intensity. The processor’s
prototype was verified and synthesised in a 65 nm CMOS process. Many typical ciphers were mapped onto
the processor. Experimental results demonstrate excellent performance in feedback/no-feedback modes with
a small area (1.26 mm2). Therefore, its area efficiency is clearly higher than other cipher processors, and it
has better prospects for future applications.

INDEX TERMS Stream processor, symmetric cryptograph, area efficiency, parallelism, reconfigurable.

I. INTRODUCTION
With the rapid development of information technology,
information security faces diverse challenges. Information
networks transmit massive amounts of data, including sen-
sitive information related to business, finance, and daily
life [1]–[7]. Therefore, achieving safe transmission and data
storage has become a critical problem in open network envi-
ronments. One effective method for solving this problem is
to use cipher technology [8]–[10]. As the main symmetric
cipher, block ciphers have the characteristics of fast speed
and easy hardware realisation. Block ciphers are typically
adopted as core algorithms to ensure data security in infor-
mation networks, and they are widely used in the information
security field.

As a pivotal hardware component for information security,
cipher processors [11], [12] have broad application prospects
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for various types of information terminals [13]–[15],
such as mobile terminals and other embedded termi-
nals [16], [17]. Typical cipher processors are represented by
application-specific instruction set processors (ASIPs) and
array structure cipher processors. Unfortunately, their appli-
cation prospects are restricted by performance limitations,
area resources, and suitability issues. Furthermore, the com-
plex application environments of sensitive information termi-
nals require cipher cores that can flexibly support different
algorithms to handle the developing attacks and equipment
upgrade pressure. Currently, the application field of cipher
processors is limited. Therefore, it is necessary to consider
the features of information terminals and design novel cipher
processors to meet their requirements.

ASIP cipher processors usually integrate several compu-
tational cores, which are suitable for certain types of algo-
rithms or individual algorithms [19], [25]. However, ASIPs
fail to effectively develop the parallelism existing in many
cipher tasks and pay little attention to excavate the pipeline
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potentialities of cipher algorithms. These factors negatively
affect the processing efficiency of ASIPs, and their long
critical paths reduce working frequencies. Additionally, such
processors typically have a fixed operation width, leading to
mismatch problems when mapping different granularities of
cipher algorithms [19], [20] significantly affecting the imple-
mentation performance of algorithms and reducing the algo-
rithmic coverage of such processors. The operation units and
instruction sets in cipher processors are specially designed
for cipher tasks. Cipher operation units are customized units
based on the operations required by related cipher algorithms.
According to the execution processes of cipher algorithms,
their hardware circuits are briefly designed to ensure that
cipher processors can complete the encryption/decryption
processes of the target algorithms. In general, the structures
of ASIPs are relatively simple. They typically include sev-
eral similar computing cores to perform cipher operations,
small-capacitymemorymodules to support data caching [18],
and simple control logic to control algorithm operations.
Small memory modules make it difficult to achieve flex-
ible scheduling and data organization for cipher informa-
tion [21]–[23]. Therefore, it is difficult for such processors
to meet the requirements of high-performance cipher com-
puting [24]. Due to structural limitations and simple data
transmission methods, it is difficult for ASIPs to achieve
flexible algorithmic data mapping, implying that these pro-
cessors fail to exploit the parallel processing potential of
cipher tasks [25]. Additionally, their working frequency and
hardware resource utilisation are relatively low. Overall,
the cipher task processing performance of processors should
be further improved.

An array structure cipher processor typically contains
large-scale cipher operation units providing high processing
performance [30]–[32]. However, array processors require
enormous circuit resources to construct fully expansive oper-
ations for cipher algorithms, resulting in complex hardware
structures and large areas. These processors are typically
implemented based on coarse-grained cipher functional units,
that construct processing arrays to process specific types of
cipher algorithms using hierarchical network circuits. Func-
tional units have relatively complex designs to enable them
to support cipher operations widely. Array structure cipher
processors typically contain huge operation modules and
massive on-chip register resources. They also tend to adopt
complex on-chip network routing structures and cumber-
some communication modules. These hardware and software
requirements are difficult to satisfy; thus, the costs of design
and manufacturing are very high [22]. To achieve strong
performance on algorithm processing, an array processor
implements batch execution of cipher tasks by settingmassive
sets of isomorphic units repeatedly, improving the parallelism
of cipher operations. Therefore, although the huge hardware
resources of array processors achieve excellent performance,
such processors have poor resource utilisation. Additionally,
the chip area and power consumption of array processors are
too large to be suitable for mobile terminals [16], which have

strict requirements in terms of hardware cost, implying that
the application range of array processors is obviously limited.

In general, existing typical cipher processors face a similar
problem in that their encryption performance per unit area is
relatively low in both cipher feedbackmodes and no-feedback
modes (e.g., CBC mode and ECB mode). On-chip resources
exist distinctly idle, resulting in low area efficiency. In practi-
cal applications, a designer must consider performance, area,
and reconfiguration capabilities in the context of terminal
requirements. Application demands usually aim to maximize
performance under conditions with limited hardware area to
achieve high area efficiency for cipher processing. Stream
architecture is based on the concept of stream-state parallel
data processing [36]–[38]; it has computational parallelism
and decouples data operations from transmission schedul-
ing, allowing such architectures to achieve high resource
utilisation [26]–[28].

The remainder of this paper is organised as follows.
Section II presents our proposed parallel reconfigurable
round stream processing (PR2SP) architecture. Section III
presents a processor prototype called high area-efficiency
reconfigurable block-cipher stream processor (HARBSP),
describes three regions of HARBSP according to functional
division, and illustrates the advantages of the processor.
Section IV describes the designs of the cipher computation
region and cipher operation clusters, including their internal
computation units. Section V describes the circuit structure
for cipher data scheduling in detail. Section VI presents the
mapping of three typical cipher algorithms (SP structure,
LM structure, and Feistel structure) on the processor pro-
totype. Section VII presents experimental results and com-
pares the processor to other cipher processors. Section VIII
summarises the present work and provides our conclusions.

II. PR2SP ARCHITECTURE
A stream architecture is an efficient flow processing architec-
ture for computationally intensive applications. Such archi-
tectures develop the parallelism of stream processing by
decomposing a computational process into combinations of
operational element and decoupling data computation from
stream transfers, which significantly improves processing
performance and resource utilisation. We present the PR2SP
architecture for symmetric ciphers in Fig. 1. In Fig. 1(a),
the upper box represents an off-chip host system, and the
lower box represents a symmetric cipher stream processor.
The cipher stream processor can be attached to the bus of the
host system as a co-processor to accelerate the processing
of cipher tasks. This paper focuses on the cipher stream
processor.

The main modules of the stream processing architecture
are divided into two parts: stream scheduling modules and
stream computing modules. The processor executes instruc-
tions and processes relevant data, which are loaded as streams
from the host system. Instructions and data in stream pro-
cessing can be regarded as an indexed association queue in
producer-consumer mode. When the flow rate of data in the
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FIGURE 1. (a) Parallel reconfigurable round stream processing architecture (b) Parallel stream processing.

stream queue reaches a high value, and the spacing distribu-
tion is stable, a processor can process task streams with very
high computational efficiency.

The symmetric cipher fully conforms to the following
characteristics of stream processing.

1) The cipher algorithm has the characteristics of nat-
ural flow processing, and its operational process is
highly deterministic. As shown in Fig. 1, the cipher
task executes iterative pipeline operations based on a
predetermined algorithm flow. According to the algo-
rithm execution path, batches of message data flow
through the relevant computing nodes like streams to
realise algorithmic operations. In stream processing,
the process of a cipher task is determined when the host
system compiles an algorithm program into specific
instructions. Therefore, the operation path and data
path are highly deterministic.

2) The process of cipher computation can be decom-
posed into several relatively independent operations.
The data sequentially flow through the relevant oper-
ational units, and the ciphertext results are generated
through round operations. The final results are then
output to the host system.

3) PR2SP can decouple parallel computing and data
scheduling. Cipher algorithms have the potential for
parallel processing, including horizontal block and ver-
tical thread parallel processing. Based on multi-level
stream memory modules, algorithm operation and data
scheduling are loosely coupled or even independent,
which can effectively hide data scheduling delays or
parallel computation delays.

PR2SP fully integrates the stream-state processing
characteristics of symmetric ciphers (block ciphers)
with the advantages of a stream architecture. It was
designed as a three-dimensional parallel stream architecture.
This three-dimensional parallel structure is represented

in Fig. 1(b) by three arrows. PR2SP decouples cipher com-
putation from data transmission, which facilitates parallelism
between algorithm operation and data scheduling. Addition-
ally, this architecture fully leverages the vertical pipeline par-
allelism and horizontal block parallelism in cipher algorithms
based on the stream computation module and local register
module. Fig. 1 illustrates the operational principles of PR2SP.
Within PR2SP, the main structure is composed of a cipher
computation region and register transmission region. The
cipher computation region consists of multi-way operation
clusters that are composed of reconfigurable cipher units
(RCU). RCUs are determined on the common computational
elements of block ciphers. The register transmission region
corresponds to operational clusters in sequence, and the two
sides form a joint pair to coordinate their works. Multi-
path data streams run through the relevant RCUs of cipher
operation clusters in pipeline form, and the data scheduling
is performed based on a local register network. The local
register network is composed of register files and transmits
multi-batch data streams to the relevant operation units, while
data are computed in the operation pipeline. This system
matches the data cycles of the cipher round operations; there-
fore, the data load and output can adapt to the clock cycles
of the algorithm operations. After the relevant operations
are completed, the processed data are output. Based on this
structure, PR2SP can realise a multi-stream parallel deep
pipeline and achieve high throughput.

A specific hardware mapping circuit is preconfigured for
a target algorithm according to its operation paths. This
efficiently leverages the parallelism between the horizon-
tal blocks of cipher tasks and the parallelism of algorithm
data pipeline iterations in the longitudinal direction. It also
realises parallel pipeline operations on algorithm data on
multiple cipher operation clusters, which fully leverages the
operational efficiency of the hardware circuit. It provides a
flexible operation structure and data organisation that can
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efficiently map and process the majority of block cipher
algorithms at multiple operation granularities. Based on the
research of numerous block ciphers, we realised operation
granularities for major ciphers including 8-bit, 16-bit, 32-bit,
64-bit, and 128-bit granularities. However, the data width
of existing cipher processors is mostly 32-bit, implying
that the implementation of different widths of cipher opera-
tions requires frequent algorithm sub-operations to complete
multi-width data organisation. Therefore, the performance of
cipher computation tends to be significantly impaired. Based
on this consideration, this paper presents 8-bit basic operation
units, 32-bit intra-cluster operation units, and the necessary
large-width inter-cluster operation units. Some large-width
operations can be achieved by combining 8-bit units or 32-bit
units to meet the processing width requirements of different
ciphers. We adopt a flexible data scheduling structure to
achieve enhanced organisation and allocation of data streams.
This data scheduling structure coordinates with cipher com-
putation pipelines in parallel processes to improve processor
execution efficiency.

In addition, the supporting compiler is a stream compiler
developed for cipher tasks by the cooperative team. The
relevant functions are performed by both the compiler and the
cipher programs designed by the programmers. The program-
ming model of the processor is VLIW, and the programming
language is C. The cipher program explicitly tells the com-
piler which parts of the program can be parallelized, and the
compiler automatically parallelizes those parts and translates
them into VLIW instructions. The cipher program prompts
the compiler as to which pieces of the program are executed
in parallel and which pieces are executed serially. The parallel
parts basically correspond to data operations and pipelines,
and the serial parts mainly corresponds to data scheduling of
source and result to/from host memory and cipher processor
memory.

III. CIPHER PROCESSOR BASED ON THE PR2SP
ARCHITECTURE
Based on the PR2SP architecture, we designed a proces-
sor called HARBSP. Based on block cipher processing
characteristics, HARBSP focuses on improving the utilisa-
tion of hardware resources and takes full advantage of the
pipeline parallelism of cipher tasks. By configuring the circuit
structures of the cipher computation region and data schedul-
ing region, it can reconfigure the corresponding processing
structures for various block cipher algorithms. The proces-
sor is compile-time reconfigurable; it should be reconfig-
ured according to the characteristics of the target algorithm.
Fig. 2 presents the hardware structure ofHARBSP. Its internal
structure is modular and can be divided into three regions:
stream control region, data schedule region, and cipher com-
putation region.

The stream control region includes a stream controller,
stream file bank, configuration information register (CIR),
IO module, and host interface (HI). According to the
target cipher task, control information and configuration

information are generated by the off-chip host system,
and they are loaded into the corresponding controller and
configuration register in advance.

The stream controller schedules stream instructions and
controls the execution of the corresponding functional com-
ponents in the processor to complete stream transmission,
data allocation, and kernel execution. The kernel represents
the relevant cipher processes in the form of an operational
instruction set. The stream controller is mainly composed
of the following units: an instruction queue, an instruction
decoder, a state analyser, and an issue unit. High-level stream
programs running on a host system are compiled to generate
low-level stream instructions. Each stream instruction con-
tains relevant execution information, and the stream instruc-
tions are sent to the stream controller through the HI. The
instruction queue stores the instructions loaded from the host
system. The instruction queue consists of two dual-port RAM
blocks: one for cipher operation instructions and another for
data transmission instructions. The execution flows of cipher
algorithms are regular and circular, and the operations of
a cipher algorithm are limited. As a result, the number of
instructions required to implement a cipher task is typically
small, which implies that the instruction queue only requires
two small-capacity RAM blocks. The state analyser is used
to analyse the status signals from other function modules.
It records the current state information in scoreboard circuits
and makes logical judgments regarding execution instruc-
tions. The key units of the state analyser are the scoreboard
circuits. The issue unit adopts a dual-issue structure, where
one issue port is used for cipher operations, and the other
is used for data transmission. The issue unit dynamically
issues the corresponding instructions according to the free or
busy states of components and the correlation of instruction
executions. The controller works to coordinate the stream
transmission components and cipher computation compo-
nents to realise the parallel execution of data transmission and
cipher task processing. Simultaneously, the stream controller
broadcasts instructions to each compute cluster to realise
multi-cluster parallel operations and complete cipher
computation.

The configuration information in the CIR is stored in its
register pages. The CIR contains four configuration pages
corresponding to four operation clusters. Each page contains
configuration information for the operational units in one
cluster and joint configuration information between clusters.
Before executing a cipher task, the cipher computation region
and data schedule region preconfigure their circuits based
on this configuration information to form special operation
structures for cipher algorithms. Additionally, these methods
assist in deep pipeline computations based on cipher round
operations. Therefore, the CIR provides the reconfigurable
computing capabilities of the processor. The details of the
computation region are discussed in Section 5.

The stream file bank (SFB) is mainly used to cache and
transmit the cipher task stream, which supports data schedul-
ing and allocation of other modules. The SFB contains four
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FIGURE 2. High area-efficiency reconfigurable block cipher stream processor.

sub-files that can cache input/output task streams. Therefore,
it can realise parallel data stream transmission using local reg-
ister blocks in the data scheduling region. The SFB cooper-
ates with the data scheduling region to achieve stream access
and data scheduling, which forms a hierarchical memory
structure for data stream organisation. The IO and HI increase
the extensibility and universality of HARBSP. Specifically,
the IO and HI enable HARBSP to be used as a secure IP that
is mounted on the bus of a host processor to realise cipher
co-processing.

The data scheduling region mainly consists of distributed
local register blocks (DLRB). The DLRB has flexible data
organisation functions and is responsible for data interactions
with the cipher computation region. It also temporarily stores
intermediate results. Cipher operations are computationally
intensive. However, by exploiting data parallelism and task
parallelism, a large number of arithmetic operations can be
implemented in parallel computation and pipeline execution.
Then, the data path needs to provide source operands for
cipher operation units and store intermediate results tem-
porarily. The SFB cannot provide the required data paths
and bandwidths for cipher operation clusters. Therefore,
HARBSP sets up DLRBs corresponding to each cluster,
which provide data registers to meet the requirements of the
operation clusters. Because every block cipher algorithm only
uses a specific set of cipher arithmetic units and the data

path for algorithm operation is known, a special and compact
DLRB structure was designed to reduce the required number
of registers and optimise the utilisation of registers.

The cipher computation region focuses on the computation
of cipher tasks and supports multiple-bit-width cipher opera-
tions. The cipher computation region is the core component
for implementing cipher algorithms. The algorithmic struc-
ture of a block cipher mainly includes the SP structure, Feistel
structure, and LM structure. By researching and analysing
massive block cipher algorithms, we found that algorithms
based on similar structures typically consist of the same
basic arithmetic units. The algorithmic units involved in block
cipher operations can be summarised as S-box units, logi-
cal operation units, modular addition/subtract units, modular
multiplication units, Galois field multiplication units, shift
units, and permutation units. The corresponding operation
granularities can be divided into two groups. (1) The first are
operation granularities within 32 bits, such as 32 bits, 16 bits,
and 8 bits. Their characteristics are small operation widths
and high parallelism. (2) The second are operation granulari-
ties above 32 bits, such as 64 bits, 96 bits, and 128 bits, which
mainly include the shift operation and permutation operation.

As shown in Fig. 2, the cipher computation region mainly
consists of four isomorphic cipher operation clusters and
large bit-wide cluster common units shared by the four
cipher operation clusters. Cipher operation clusters have
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TABLE 1. Basic operations of block ciphers.

reconfigurable functions that can be widely adapted to known
block ciphers. Fig. 2 also presents the internal structure of
a cipher operation cluster. A heterogeneous modular design
is adopted in the clusters. One cluster consists of four
identical 8-bit basic cipher-operation unit blocks (BCUBs).
A BCUB contains multiple 8-bit reconfigurable RCUs.
There are also 32-bit cipher operation units shared within
a cluster (intra-cluster shared units). Besides, inter-cluster
shared units are mainly used for large-bit-width operations in
cipher algorithms and shared among four clusters. Therefore,
the cipher computation region adopts reconfigurable tech-
nology, enabling the processor to configure heterogeneous
operation units and data paths according to the type of cipher
algorithm, bit width, and data stream characteristics of round
operations. This means the processor can adapt to cipher tasks
with different types of operations and bit widths, to satisfy
different user needs for target algorithms.

Cipher algorithm computation and cipher data scheduling
are the core components of the HARBSP, and this section

has summarized the key elements of the control region,
which will not be discussed further. The following sections
will mainly discuss the cipher computation region and data
scheduling region.

IV. CIPHER TASK COMPUTATION
Stream processing and block cipher operations have natural
similarities. Block cipher has a structure of data stream cycle
iteration. In the process of a block cipher algorithm, data
blocks are executed in multi-round operations. A round oper-
ation is composed of corresponding cipher operation units in
order. The related data blocks are inserted into the pipeline
cycle intervals of cipher operations. Therefore, the block
cipher task has evident features of round pipeline processing,
which is as same as PR2SP architecture.
Based on in-depth research and statistical analysis of a

large number of typical block ciphers, we have summarised
a list of basic operations of block ciphers, which is shown as
Table 1.
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FIGURE 3. Cipher operation clusters.

Block ciphers usually contain multiple algorithm opera-
tions, and the operation granularities of different algorithms
are usually diverse. The computation region of HARBSP
appropriately chooses the high probability computation ele-
ments in cipher algorithms, and we convert these elements
into hardware operation units. The operation units adopt
a heterogeneous granularity design so that they can better
satisfy mapping operations of various block ciphers.

In this study, we organically integrate a cipher process-
ing structure with a stream processing structure. There-
fore, we further propose stream-structured cipher operation
clusters for block ciphers. These operation clusters aim to
facilitate the existing algorithm operations in block ciphers.
Considering operational performance, hardware cost, algo-
rithm adaptability, and mapping flexibility, we designed
reconfigurable cipher operation clusters. These clusters can
develop the pipeline parallelism of cipher algorithms at a deep
level. They provide high hardware utilisation, high algorithm
coverage, and flexible mapping.

As shown in Fig. 3, the processor’s cipher computation
region consists of four isomorphic cipher operation clus-
ters and 128-bit inter-cluster shared units. A cluster con-
sists of four 8-bit BCUB and individual 32-bit intra-cluster
shared units. These units have the configurable function.
Figure. 3 shows the work structure of cipher operation clus-
ters.Multiple blocks combine to implement cipher algorithms
and complete large width operations based on configuration
information. Four clusters share inter-cluster shared units to
execute 128-bit operations.

Intra-cluster shared units mainly include modular
multiplication units and Galois-field multiplication units.
Inter-cluster shared units (including perm units) can
be used in permutation operations and shift operations
within 128/256 bits. Additionally, they can also be used as
data communication units among cipher operation clusters.

For the HARBSP, the RCU, which has the longest delay,
determines the critical paths of cipher operation modules.
Here, we optimise the circuit structures of all RCUs, which

effectively reduces the critical path delay of the RCUs. Based
on an analysis of substantial block cipher operations, our
design accounts for the coverage of cipher operations. We set
up special operation units for cipher operations, which often
appear in cipher computation, implying that such operations
can be completed within one or two cycles. For the operations
which less appear in cipher computation, we comprehen-
sively consider combinations spending and reorganisation
costs. Such operations are completed by combining or
reorganising the basic functional units discussed above.

A thorough analysis of each operational unit reveals that
S-box unit, logic unit, and modular addition/subtraction unit
are the most frequently used units. Therefore, special RCUs
should be set up for these units to support the corresponding
basic operations. Furthermore, in 65nm process, the path
delays of these units are less than 1 ns, compared with the
entire operation clusters, that will not affect the critical path
of clusters. Additionally, modular multiplication unit, finite
field multiplication unit, and permutation unit, which are
used at higher frequencies, have larger delays. Integrating
these large-delay units in the computation region increases
the critical path delay of cipher operations to two or three
times. However, if such units are not integrated in cipher oper-
ation clusters, it typically requires multiple or even dozens
of operations to achieve the corresponding cipher operations
indirectly. Once these cipher operations were included, which
would affect the computational performance of cipher algo-
rithms. Then, this design overall considers the performance
and efficiency of cipher operations. Considering the delays of
these functional units, the operation times of the large-delay
units are set to two or more cycles. HARBSP adopts cyclical
pipeline operations and makes full use of the idle cycles
within operations to enhance the performance of cipher pro-
cessing. Additionally, the front/behind XOR binding S-box
can effectively reduce the number of execution cycles.

BCUBs directly obtain the required data from DLRBs
in the data scheduling region, and multiple BCUBs can
realise the computation of large-width operations through a
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FIGURE 4. Cooperation between the cipher computation region and data scheduling region.

connection network. An intra-cluster shared unit (32 bits) can
receive up to 32 bits of data from the corresponding DLRBs
simultaneously. An inter-cluster shared unit (128 bits) can
process (4 × 32) bits of data from the four operation clusters
simultaneously. This method of mixing small-bit-width oper-
ation units with large-bit-width operation units can not only
realise parallel execution of different widths operations but
also reduce the number of required large-bit-width operation
units. This design improves cipher computation performance
and increases algorithmic compatibility and cluster resource
utilisation.

It is a novel method to implement a reconfigurable cipher
processor by using the operation units with heterogeneous
granularities in the stream processor field. Each cluster can
simultaneously support up to seven operation units to com-
pute cipher data, which greatly improves the utilisation rate
of hardware resources. These units lay a foundation for cipher
operations in the pattern of stream parallelism. Before execut-
ing a task algorithm on the HARBSP, the operation paths of
the algorithm are preconfigured according to the computing
process of the cipher algorithm and the necessary opera-
tion units. Under the direction of preloaded configuration
information, HARBSP determines the combination modes
of relevant units and connection modes among operation
clusters. Therefore, a hardware mapping special structure
corresponding to a target cipher task is formed in the cipher
computation region.

To ensure cooperation between the cipher computation
region and data scheduling region, HARBSP contains spe-
cial data stream channels between cipher operation clusters
and the corresponding DLRBs. As shown in Fig. 4, each
cluster is connected to the corresponding DLRB through a
multiplexer network, which enables a pair of the cluster and
DLRB to interact with the data stream rapidly. 8-bit BCUBs
in clusters can connect with 8-bit register files in DLRBs
rapidly. Similarly, a 32-bit DLRB ((4 × 8) bit file group)
can directly communicate with the 32-bit intra-cluster shared
units within an operation cluster. The combination of DLRBs

can flexibly adapt to large-bit-width inter-cluster shared units.
Therefore, the combination of four DLRBs can efficiently
support eight-way 16-bit cipher operations, four-way 32-bit
cipher operations, two-way 64-bit cipher operations, and
one-way 128-bit cipher operations. Additionally, the large-
bit-width operation unit has downward compatibility and can
support multi-channel small-width parallel operations. The
circuit structures of operation clusters adopt a design to pro-
mote granularity for heterogeneous units. Based on the 8-bit,
32-bit, and 128-bit granularity operation units in clusters,
the cipher computation region and data scheduling region can
form a combination structure that can adapt to different cipher
granularities. These factors efficiently enable HARBSP to
achieve high-performance stream processing under different
cipher requirements.

V. CIPHER DATA SCHEDULING
A. DLRB CIRCUIT NETWORK
As shown in Fig. 2, HARBSP has a hierarchical distributed
memory structure. The structure decouples the cipher oper-
ation pipeline from the data path pipeline and facilitates
parallel execution between the computation process and data
transmission process. These factors enhance the utilisation
of hardware circuits and release the processor performance
under limited resource conditions.

Fig. 5 presents the structure of the DLRB circuit network
(DLRBCN). The circuit structure can flexibly organise and
distribute data, which ensures efficient cipher data stream
transmission and helps the computation region realise parallel
pipeline processing.

Currently, typical cipher processors use 32 bits for their
data width. Therefore, to process multi-granularity cipher
data, it has been considered necessary and troublesome
that such processors must execute fixed-granularity oper-
ations frequently to complete data organisation and the
computation of multi-width cipher paths. These generally
cause the number of cycles required for data scheduling to
increase rapidly and significantly reduce the performance of
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FIGURE 5. Distributed local register blocks’ circuit network.

cipher operations. Additionally, block cipher algorithms con-
tain various data paths. A cipher processor must consider
algorithmic operation characteristics and use a flexible data
scheduling network to adapt to different cipher algorithms.
Typical cipher processors usually have simple memory struc-
tures and single data paths, which makes it difficult for them
to achieve flexible cipher data mapping and scheduling.

TheDLRBCN can preconfigure data paths according to the
target algorithm structure, block width, and cipher mapping
mode. It cooperates with the reconfigurable cipher operation
clusters to realise stream-state data scheduling. As shown
in Fig. 5, the DLRBCN contains four DLRBs. These DLRBs
are called Block1, Block2, Block3, and Block4, and corre-
spond to four cipher operation clusters. Each register block
contains four sub-files called File1, File2, File3, and File4,
which correspond to four BCUBs in a cipher operation clus-
ter. According to the needs of cipher operations, each file
can be directly transferred to the computation region in a
single mode or combination mode. The internal structure of
a file is presented in Fig. 5. This structure mainly consists
of a crossbar network, local register units (LRUs), and a key
scratchpad unit (KSU). The data width of a file is 8n bits,
where n is an integer.

Fig. 5 also presents the circuit structure of the crossbar
network. Each LRU has a vertical data path. The nodal circles
in the figure represent selectable connection points between
the LRU and horizontal data lines. The capacity of one LRU
is 32 bits. One LRU selects and loads the cipher data from
the data lines into the corresponding operation unit through a
multiplexer. Each LRU chooses intermediate data to receive,
which are then computed by the corresponding operation
units. Additionally, LRUs register intermediate data to sup-
port parallel pipeline computation. Within the DLRBCN,
multi-batch data blocks can be processed in vertical pipelines.

When it executes cipher operations, the data scheduling
region interacts with the SFB at the times of initial data
input and result output. During this process, LRUs store all
operands and intermediate results. Each LRU has a write
penetration function. Therefore, data transfers from the cross-
bar network to the cipher operation cluster can be accom-
plished in one clock cycle. The LRUs of one file can provide
8 × 8 bits of input data at a time, one BCUB in a cluster can
also write back up to 8 × 8 bits of data at a time. A KSU

is a shared unit within an operation cluster, and its memory
capacity is 64 × 32 bits. A KSU can be used to register key
information, and it uses a base-address-indexed addressing
mode. Its address information is given by the address field
in the corresponding VLIW instruction. A KSU can provide
sub-keys for encryption/decryption round operations and reg-
ister intermediate results or parameters, which reduces the
register pressure on LRUs.

With this circuit structure, the data schedule region can
not only satisfy the typical 32-bit width cipher operation,
but it also adapts to the multi-width data organisations and
cipher operations, such as 8-bit, 16-bit, and 64-bit data
widths. Furthermore, the circuit structure of this region can
flexibly support any data width from 8-bit to 128-bit (Data
widths of known block ciphers are almost all 8n bits).
Flexible data scheduling methods of DLRBCN effec-
tively eliminate the tedious process of data organisation
during multi-granularity operation processes. Moreover,
DLRBs fully support parallel pipeline operations of different
granularity ciphers.

B. CONFIGURATION OF THE DLRBCN
For a given cipher task, DLRBs can be preconfigured for the
corresponding transmission structure. If the number of types
of operation units required for cipher computation is typically
less than five. Based on the statistical analysis of numerous
block ciphers, we know that the common operation types
of most ciphers conform to this rule. Therefore, we can set
the circuit network to use a shared LRU mode. This means
that an RCU used in a cipher algorithm can occupy two
LRU data paths simultaneously, allowing a cipher task to
realise multi-level pipeline operation, which can significantly
improve the throughput of cipher computing.

Fig. 6 presents an example cipher task in which the used
RCUs include logic unit, S-box unit, shift unit, and per-
mutation unit. Based on the CIR configuration informa-
tion, the DLRBs are all configured as an interconnected
transmission structure.

A black dot indicates that an LRU data path has been
selected to connect with this transverse data line. Each oper-
ation unit can occupy two LRU paths for deep pipeline
registers based on the round stream characteristics of block
ciphers.
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FIGURE 6. Configuration example A.

FIGURE 7. Configuration example B.

With four DLRBs cooperating with the four operation
clusters in the computation region, HARBSP can efficiently
realise three-dimensional parallel deep pipeline processing of
cipher algorithms. Because a processor executes one cipher
algorithm at a time, the circuit networks of the four DLRBs
have the same configuration structure. Therefore, the four
associated DLRBs can support the data stream transmission
process of a cipher task.

When a cipher operation processes five or more types of
operation units, the circuit network can be set to LRU exclu-
sive mode. In this mode, one RCU has one LRU data path.
If there are redundant LRU paths, they will be supplemented
and allocated to intra-cluster shared units or inter-cluster
shared units which are used in cipher operations. For exam-
ple, Fig. 7 demonstrates that in some extreme cases, a cipher
algorithm may require many types of operation units. The
RCUs used in the example algorithm are logic unit, S-box,
modular addition unit, modular multiplication unit, Galois
field multiplication unit, shift unit, and permutation unit.
In this case, the circuit network can be configured as a
transmission structure. Each of the first six cipher operations
allocates one LRU path, and the permutation operation can
allocate two LRU data paths to meet its large-width operation
requirement. Overall, one can observe that the DLRBCN can

provide specific data scheduling for the processing character-
istics of given cipher tasks.

VI. TYPICAL CIPHER ALGORITHMS MAPPED ON HARBSP
To evaluate HARBSP objectively and comprehensively, typi-
cal block cipher algorithmsweremapped onto it based on par-
allel pipeline processing. In this section, the AES, IDEA, and
SMS4 algorithms are discussed as representative algorithms.
These algorithms represent three typical algorithm structures
(SP structure, LM structure, and Feistel structure). HARBSP
has carried out hardware mapping for each algorithm. The
following subsections discuss the mapping process and
parallelism development for all three algorithms.

A. HARDWARE MAPPING OF THE SP STRUCTURE CIPHER
As a representative of the SP structure cipher, the AES algo-
rithm is widely used in various security fields. The block
length and key length of the AES-128 algorithm are both
128 bits. Its operation process is mainly composed of four
transformations: a sub-key plus transformation, byte substi-
tution transformation, row shift transformation, and column
mix transformation. The corresponding cipher transforma-
tions were mapped onto HARBSP as the following oper-
ations: XOR operation, S-box operation with pre-binding
XOR, Galois field multiplication operation, and permutation
operation. These operations correspond to the Logical unit
(XOR), XOR-S-box unit, Galois Field unit (GF), and Perm
unit, respectively, which are included in the cipher operation
clusters.

As in Fig. 8, considering a no-feedback model as an exam-
ple, when HARBSP maps the AES algorithm, four cipher
operation clusters can realise intra-block parallelism. The
128 bits of block data occupy four cipher operation clus-
ters. Additionally, in no-feedback mode, four clusters can
also realise longitudinal stream parallelism for multi-batch
data blocks. Because Galois field multiplication requires two
clock cycles, the GF units are set to two cycles. HARBSP can
then longitudinally execute multiple AES blocks in the same
period.

B. HARDWARE MAPPING OF THE LM STRUCTURE CIPHER
Herein, the IDEA algorithm was selected as a representative
LM structure cipher for mapping on the HARBSP. The IDEA
algorithm consists of eight round transformations and one
output transformation. Its block length is 64 bits, and its
key length is 128 bits. Because the algorithm granularity
of IDEA is 16 bits, it is convenient to construct the algo-
rithm mapping circuit using fine-grained units. Based on the
hierarchical distributed stream memory modules, when this
cipher algorithm is mapped on the HARBSP, the modules can
hide the delay times of memory access and data organisation.
During the mapping of the IDEA algorithm, stream memory
modules composed of SFBs and DLRBs efficiently support
data scheduling for message streams. These modules flexibly
schedule message blocks and key data to match the mapping
mode of the IDEA algorithm.
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FIGURE 8. AES algorithm.

The processing of the IDEA algorithm includes three main
types of operations: XOR operation, modular addition opera-
tion, andmodulemultiplication operation. The corresponding
operation units that are involved in the implementation of
algorithm mapping include the logic unit (XOR), module
addition unit, and module multiplication unit.

For cipher algorithms with block lengths less than 128 bits,
multiple blocks can be simultaneously mapped on four oper-
ation clusters in no-feedback mode to achieve horizontal
parallelism of multiple blocks. Furthermore, based on the
circuit structure of the HARBSP, it fully supports pipeline
round operations and realises vertical pipeline parallelism
for multiple blocks. Therefore, HARBSP can develop hor-
izontal and vertical parallelism for the IDEA algorithm
simultaneously.

As shown in Fig. 9(a), IDEA is mapped in no-feedback
mode. Message set A is divided into four separate files whose
data blocks are sequentially mapped to the corresponding
cipher operation clusters. Two 64-bit blocks can be executed
on the pipeline of a single cluster, which effectively improves
the utilisation of functional units within the clusters.

The data operation process based on these clusters is also
shown in the figure. If four operation clusters operate simul-
taneously, the processor can support parallel execution of 8
blocks.

As shown in Fig. 9(b), in CBC mode, there are two sepa-
rate message sets, A and B, which are divided into multiple
batches of message packets. The data in the message packets
is defined as follows.

Block A(1∗1), Block A(1∗2), Block A(1∗3), Block A(1∗4)
. . . Block A(i∗1), Block A(i∗2), Block A(i∗3), Block A(i∗4);
Block B(1∗1), Block B(1∗2), Block B(1∗3), Block B(1∗4)

. . . Block B(i∗1), Block B(i∗2), Block B(i∗3), Block B(i∗4).
Each packet contains four IDEA blocks, and each block

is mapped in order on the corresponding cipher operation
cluster. The start times of each cluster are separated by one

algorithm cycle, and the resulting data from a previous clus-
ter participates in the computation of the next block. These
clusters use the time interval of the operation cycle to transfer
data and complete data scheduling.

C. HARDWARE MAPPING OF THE FEISTEL STRUCTURE
CIPHER
The Feistel structure is widely used in block cipher design.
The SMS4 algorithm is considered as a mapping exam-
ple. This algorithm is commonly applied in the field of
information security. The block length and key length of
the SMS4 algorithm are both 128 bits. SMS4 adopts a
32 round iteration structure. Its round function formula can
be expressed as follows.

F(Xi,Xi+1,Xi+2,Xi+3)

= Xi ⊕ B⊕ (B <<< 2)⊕ (B <<< 10)

⊕ (B <<< 18)⊕ (B <<< 24)

and B = S(Xi+1 ⊕ Xi+2 ⊕ Xi+3 ⊕ Rki).
Here, the operation process of the formula corresponds to a

four-input XOR operation and an S-box operation. The main
form of the round function is composed of four shift-binding
XOR operations and a two-input XOR operation. These arith-
metic operations are physically mapped onto HARBSP as
two-input XOR units (double connection), S-box pre-binding
XOR units, shift-binding XOR units, and XOR units. Cipher
data then streams through these operation units. In the par-
allel mode of SMS4, stream memory modules efficiently
schedule and organise message data and key data. In the
no-feedback model, message sets are organised into multiple
128-bit groups that are recorded as Block1, Block2, Block3,
and Block4.

Considering Block1 in Fig. 10 as an example, this block is
composed of four 32-bit data (X1, X1+1, X1+2, X1+3) from
bottom to top. The sequence from left to right is bits 0 to 7,

VOLUME 9, 2021 28387



Y. Zhu et al.: Area-Efficient Parallel Reconfigurable Stream Processor for Symmetric Cryptograph

FIGURE 9. IDEA algorithm.

8 to 15, 16 to 23, and 24 to 31. The data bits of one sub-key
byte participating in a round operation have a one-to-one
correspondence to the data bits of oneXi byte. Four blocks are
mapped in order onto four cipher operation clusters, and their
algorithm round operations are performed in parallel. The
resulting information is output following a reverse sequence
transformation that is realised by the permutation unit in the
final round.

D. BRIEF SUMMARY
We can configure hardware circuits into a specific structure
according to the algorithm operations, round operation flow,
and operation width of a cipher algorithm. The operation
units necessary for the target algorithm are also configured
and used. These units are also combined to implement the
required computation pipeline. Operation clusters are recon-
figured into an optimised arithmetic mapping circuit for the
target cipher, which ensures that the processor can achieve
optimal performance.

Based on our novel architecture design, HARBSP can
realise longitudinal stream parallelism and horizontal block
parallelism for cipher tasks using cipher operation clus-
ters. Developing parallelism can significantly improve the
data throughput and resource utilisation of the processor.
For different cipher algorithms, appropriate mapping can be

implemented to develop optimal parallelism and achieve high
performance.

VII. EXPERIMENTS AND COMPARISONS
The RTL code of HARBSP was synthesised by a 65 nm
CMOS process unit library and corresponding load mod-
els. The ASIC post synthesis implementation results are
shown in Table 2. A typical power of HARBSP is
160 mW.

For the comprehensive evaluation of the HARBSP’s
algorithm-adaptive performance, typical algorithms were
mapped onto HARBSP under the no-feedback mode
(e.g., ECB mode) and feedback mode (e.g., CBC mode)
in this work, such as AES, IDEA, SMS4, Camellia, DES,
KASUMI, RC6. For the no-feedback mode, Fig. 11 presents
the algorithm throughput of HARBSP.

We compared HARBSP to other cipher processors in
terms of performance, area, frequency, and performance/area
ratio. Table 3 presents the comparison information. Com-
pared with the other cipher processors [29]–[35], HARBSP
provides higher performance and a smaller area, and it
obviously has multiple times advantage in performance/area
ratio.

By comparing the data in Table 3, it is easy to
find that in no-feedback mode, the cipher performance
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FIGURE 10. SMS4 algorithm.

TABLE 2. Result based on ASIC implementation.

(throughput) of HARBSP is in the range of 1.22 Gbps
to 7.19 Gbps. Its area-efficiency (performance/area ratio)
is in the range of 0.97 Gbps/mm2 to 5.71 Gbps/mm2.
In feedback mode, the throughput of HARBSP ranges from
0.39 Gbps to 1.93 Gbps, and its area efficiency is in the range
of 0.31 Gbps/mm2 to 1.53 Gbps/mm2.

The area efficiency of HARBSP is compared to those of
other state-of-the-art cipher processors in Table 3. We nor-
malised the implementation processes of all processors to
65 nm. Based on this process size, the areas, frequencies, and
performance are scaled to new values in brackets. Ref. [35]
presented a reconfigurable ASIP cipher processor with a
typical VLIW processor architecture. The cipher operation
and data transmission of this processor are closely tied; the
structure of its cipher operation module makes it difficult
to leverage the characteristics of algorithm data to realise
pipeline parallel computing. Compared to this processor,
HARBSP has a clear advantage in terms of area efficiency
(3.1 to 4.1 times greater). Ref. [32] presented an array struc-
ture cipher processor. Compared with this design, HARBSP
has approximately 38 times greater area efficiency when
implementing the AES algorithm. Ref. [33] presented an
ASIP secure core used for the encryption and decryption of
data in a secure processor. When mapping the AES algo-
rithm, HARBSP has a significant area efficiency advantage
over this processor. Ref. [34] presented an ASIP cipher pro-
cessor, and we found that the area efficiency of HARBSP
ranges from 1.6 to 2.3 times than that of this processor. The
cipher processor presented in Ref. [29] is mainly composed
of different ASIC cores, and each core corresponds to a

specific algorithm. Its total cost was not provided, and the
verification methods for different algorithms are different,
making it difficult to evaluate its implementation area. How-
ever, the verified performance of HARBSP is significantly
better than that of the related verification algorithms for this
processor (MILENAGE is based on AES, meaning they are
similar algorithms).

The array structure cipher processors [30], [31] have better
performance in the SMS4 algorithm. However, for the tar-
get cipher algorithms, HARBSP still achieves approximately
1.2 to 11.4 times area efficiency than these processors. New
array processors may provide enhanced performance, but for
mobile terminals, the hardware resource overhead of array
processors is enormous. Additionally, their application cost is
very high, which makes it difficult to apply these processors
in information terminals with strict requirements.

We also considered the AEGIS and ASCON algorithms,
which were the final winning algorithms of the CAESAR
competition, as examples of new authentication encryption
algorithms. These algorithms were verified on the HARBSP.
The verification tests for AEGIS and ASCON revealed the
applicable performance (throughput) and area efficiency (per-
formance/area). To the best of our knowledge, this is a
new attempt to perform hardware verification of the two
algorithms on this type cipher processors.

HARBSP fully optimises the utilisation of hardware
resources. Its area efficiency is obviously higher than those
of other cipher processors. Additionally, previous papers on
relevant processors have considered fewer verification algo-
rithms than our work. In general, when compared to other
cipher processors, HARBSP has significant advantages in
terms of flexible block cipher adaptation ability. Moreover,
it achieves higher throughput and excellent performance/area
ratio under different cipher work modes, and its area effi-
ciency is about 2 to 38 times than those of other cipher
processors.
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TABLE 3. Comparison information.

FIGURE 11. Algorithm throughput.

VIII. CONCLUSION
In this paper, we proposed the PR2SP architecture and pre-
sented the HARBSP. HARBSP was implemented as a recon-
figurable cipher stream processor with high area efficiency.
HARBSP has two main advantages for cipher processing.
(1) It can effectively realise the stream-state parallel comput-
ing advantages of block ciphers based on the PR2SP archi-
tecture. It also decouples the stream scheduling process from
the cipher computing process of task streams. It also exten-
sively excavates the parallel processing potential of cipher
algorithms to improve hardware utilisation and the degree of
parallelism significantly. (2) HARBSP adopts reconfigurable

technology that can flexibly execute a wide range of sym-
metric cipher algorithms. It avoids the issues faced by other
cipher processors with fixed granularity in terms of matching
multi-granularity operations from different algorithms, which
effectively reduces the number of data operation cycles.

HARBSP has a hierarchical circuit structure. Its cipher
computation region and data scheduling region cooperate
to fully develop the three-dimensional parallelism of cipher
tasks in both the vertical and horizontal directions. Experi-
mental results demonstrated that HARBSP achieves excellent
cipher processing performance with flexible algorithm adap-
tation and superior area efficiency. It can be widely used in
resource-constrained application scenarios, such as sensitive
mobile terminals. Therefore, under increasingly critical infor-
mation security conditions, it can effectively protect users’
important information with high security intensity.
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