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ABSTRACT Emotion-cause pair extraction (ECPE), which aims to extract emotions and the corresponding
causes in documents, has a wide range of applications in network public opinion analysis. Current two-stage
methods first extract emotion and cause clauses, and then pair them. However, there are two problems in
these methods: 1) the unidirectional enhancement between emotion and cause extraction fails to make full
use of the correlation between them; 2) the errors from the first stage directly degrade the performance of
the second stage. To address these problems, we firstly propose a mutually auxiliary multitask model to
promote the extraction of emotion and cause clauses by adding two auxiliary tasks which are identical to
the original tasks. The proposed model uses the predicted results generated by the two auxiliary tasks as
extra features of each other’s main tasks, so as to establish the bidirectional correlation between emotion and
cause extraction. Secondly, to reduce the influence of error propagation on the second stage, we design a
self-distillation method for pairwise tasks to train the proposed model, which further improve the accuracy of
emotion and cause extraction. Experimental results on the ECPE benchmark dataset show that the proposed
model has achieved good performance on emotion-cause pair extraction, outperforming the baseline models

by 1.92% in F1 score.

INDEX TERMS Emotion cause extraction, multitask learning, neural network, self-distillation.

I. INTRODUCTION

Emotion detection has been widely concerned in the
field of natural language processing (NLP) and computer
vision [1]-[3]. Textual emotion detection which aims at
detecting whether a text contains emotion or recognizing the
emotion category, plays an important and fundamental role
in NLP [4]-[14]. Compared with emotion detection, emotion
cause extraction (ECE) has more important application value.
This task was first defined as a word-level sequence labeling
problem by Lee et al. [15]. To make good use of contextual
information, the ECE task was redefined as a clause-level
classification problem [16], [17]. However, the ECE task
needs to annotate emotions before extracting causes, which is
very labor-consuming. To overcome this limitation, Xia and
Ding [18] put forward a new task named emotion-cause pair
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extraction (ECPE), and proposed two-stage methods which
extract emotion clauses coupled with their cause clauses.
As shown in Fig. 1, cg is an emotion clause reflecting
“anger”. Since c7 induces the emotion of cg, it is identified as
a cause clause. The clause cg, which itself includes the causal-
ity, is labeled as both an emotion and a cause clause. Hence,
the document contains two emotion-cause pairs, labeled
(cs, ¢7) and (cg, c3).

However, these two-stage ECPE methods either non-
interactively extract emotions and causes or use one of the
two tasks to promote another. In most cases, the predicted
results of emotion extraction are utilized to facilitate cause
extraction. Hence, it is failed for these methods to achieve the
mutual promotion between the two tasks. In fact, cause and
emotion are interrelated and inseparable. Moreover, the two-
stage methods depend heavily on the first-stage model. For
example, when cg is not extracted correctly in the first stage,
extracting (cg, c¢7) and (cg, cg) in the following stage is
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| conversation (cg). Without expecting that Mr. Li suddenly repented after meeting (c7),

|
! Zhang felt embarrassed and then was very anger when he stayed overnight at Mr. Li's

5 house that night (cg), therefore he took the opportunity to steal the watch from the
E bedside table (co).
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FIGURE 1. An intuitive example of the difference between the emotion
extraction, cause extraction, ECE, and ECPE tasks.

necessarily failed. Hence, the errors from the first stage
directly degrade the performance of the second stage.

The purpose of this paper is to improve the performance of
ECPE by constructing the bidirectional correlation of emo-
tion and cause extraction and training the proposed model
by self-distillation method. Specifically, we attempt to solve
the above problems with: 1) We design a multitask model
to jointly extract emotion and cause clauses. We add two
auxiliary tasks which are identical to the original tasks,
and then treat the predicted results of the auxiliary tasks
as extra clause features of the main tasks. This manner
can make emotion and cause extraction benefit from each
other, so as to improve the predicted accuracy of them.
2) We design a self-distillation method for pairwise tasks to
train our multitask model. In the training process, each pair
of tasks in the student model can take extra supervision from
the corresponding main task of the teacher model. Through
several generations of teacher-student training, the accuracy
of emotion and cause extraction is further improved. The
impact of error propagation is alleviated.

Our main contributions can be summarized as follows:

« We propose a mutually auxiliary multitask model (MAM)
which establishes the bidirectional correlation between
emotion and cause extraction and realizes their mutual
promotion.

o We design a self-distillation method for pairwise tasks
and apply it to train our multitask model, which further
improve the accuracy of emotion and cause extraction.

o We evaluate our models by comparative experiments
on the benchmark ECPE corpus to demonstrate the
improvements of our model.

The rest of this paper is organized as follows. The related
work about ECE, ECPE, and knowledge distillation is intro-
duced in Section 2. Our proposed models for ECPE is pre-
sented in details in Section 3. Experimental settings and
results analysis are provided in Section 4. Finally, the con-
clusion is made in section 5.

Il. RELATED WORK

Emotion analysis is one of the most active research topics
in NLP. Here, we focus on two challenging tasks which are
ECE and ECPE. Knowledge Distillation (KD) can improve
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the model performance, however a comprehensive survey of
the KD is beyond the scope of this paper. Therefore, we only
briefly review some most relevant work to our research.

A. ECE & ECPE

The ECE task is first defined as a word-level sequence label-
ing problem by Lee et al. [15]. Considering the correla-
tion between emotions and cause events, they proposed an
emotion cause detection method based on linguistic rules
(RB). Also based on RB, Chen er al. [19] transformed
emotion cause detection into a multi-label classification
problem. Russo et al. [20] introduced common-sense
knowledge into the RB for emotion cause recognition.
Gao et al. [21], [22] did further research work around the
rule-based approach. Since rules cannot cover all language
phenomena, some researchers tried to apply machine learning
approaches to ECE. Gui et al. [23] used the Support Vector
Machine (SVM) and Conditional Random Field (CRF) to
extract emotional causes. In addition, they also constructed
a corpus of emotion causes based on Chinese microblogs.
Ghazi et al. [24] used the CRF to extract emotional causes,
but their method was only applicable to that the emotion
and its causes are contained in the same sentence. To utilize
discourse information well, Gui et al. [16] constructed a new
clause-level corpus and adopted multi-kernel SVM to extract
emotional causes.

Since its emergence, deep learning has shown persua-
sive ability in representation learning, so it is used in the
ECE task widely. Gui et al. [25] treated the ECE as an
answer retrieval task and solved it by designing a method
based on the Convolutional Neural Network (CNN) and
Memory Network. Cheng et al. [26] improved the perfor-
mance of emotion cause extraction by modeling context with
the help of long and short-term memory networks (LSTM).
A hierarchical CNN model for emotion cause detection was
designed in another study by their team [27]. Subsequently,
a variety of explorations on hierarchical design were made
by researchers. Li et al. [28] explored the relevance of word
context and used a co-attention neural network to model the
representation of clauses. Later, Li et al. [29] transformed the
computational granularity of attention from words to clauses,
and proposed a neural network model built on multi-attention.
Yu et al. [30] deepened hierarchical representation by intro-
ducing phrase-level representation. Xia et al. [31] used the
Transformer to encode clauses, which achieved excellent
performance. In order to overcome the lack of training data,
Fan et al. [32] and Hu et al. [33] coincidentally introduced
external emotion knowledge on the basis of hierarchical
design to improve the accuracy of the model. In addition,
inspired by methods on other NLP tasks, researchers have
made a lot of new attempts. For example, Ding et al. [34]
and Xu et al. [35] both transformed the ECE task into a
clause ordering problem in the perspective of information
retrieval. Learning from machine reading comprehension,
Diao et al. [36] designed a multi-granularity attention net-
work. Xiao et al. [37] regarded the ECE task as a sequence
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labeling problem, and used multiple attention to obtain
multi-view clause representations.

The above ECE methods are all based on the premise
of known emotion. Inspired by multitask learning,
Chen et al. [38] studied jointly learning for emotion classi-
fication and emotion cause extraction, and proved the corre-
lation between the two sub-tasks. Recently, Xia et al. [18]
further redefined this problem and proposed the ECPE
task, aiming to extract the emotion and its causes in pairs.
Tang et al. [39] designed a joint model of emotion detec-
tion and emotion-cause pair extraction. In addition, some
researchers attempted to transform the ECPE from the
sequence classification to other NLP tasks. Song et al. [40]
regarded pair extraction as a link prediction task and pre-
sented an end-to-end multitask model. Wu et al. [41] solved
the relationship classification task together with emotion and
cause extraction in a unified model. Wei et al. [42] proposed
a one-step approach to emphasize inter-clause modeling
from a ranking perspective. Ding et al. [43] designed a 2D
Transformer and its two variants to model the interaction
between emotion-cause pairs. Fan et al. [44] proposed a novel
method, transforming the relationship classification into the
process of constructing directed graphs. These methods all
solved multiple tasks in a framework, which achieved good
perforrnance. Hence, most recent studies focused on extract-
ing emotion-cause pairs in an end-to-end manner [45]-[53].

B. KNOWLEDGE DISTILLATION

In 2015, Hinton et al. [54] first proposed the concept of
KD and applied it successfully in deep neural network.
They utilized the class probabilities produced by the large
model (teacher) as “‘soft targets” to train the small model
(student), realizing the knowledge transfer between them,
so that the performance of the student can be as close as
possible to or beyond that of the teacher. Furlanello et al. [55]
proposed a self-distillation method called the Born-Again
Network (BAN), which aims not to compress the model,
but to train students with the same structure as the teacher.
By this way, the students perform significantly better than the
teacher in language modeling tasks. Hence, Yang et al. [56]
utilized the self-distillation to accurately detect the text in
the image and optimized the teacher-student training process.
Clark et al. [57] applied the BAN to multitask learning and
validated its effectiveness in other NLP tasks such as textual
similarity, textual entailment, and so on.

In summary, without depending on the given emotion
annotations, ECPE can extract emotion and cause clauses
simultaneously, so it is more preferable. However, the two-
stage ECPE can lead to cross-stage error propagation. Since
KD has the potential to improve the performance of multitask
model, we design a mutually auxiliary multitask model with
self-distillation to further improve the model performance of
the first stage, and then alleviate the impact of error propaga-
tion to the second stage.
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lil. METHODOLOGY

Similar to the original ECPE methods [18], our work is still
a two-stage based method: emotion and cause clauses are
extracted in Stage 1, and then paired in Stage 2.

A. PROBLEM DEFINITION

Given a document d = [c1,---¢i---,cy] composed of
a sequence of clauses, and each clause can be further
decomposed into a sequence of words, represented as ¢; =
[term;y, - - -term;j-- - , term; ], where m indicates the num-
ber of clauses in the document, and n denotes the length of
the word sequence contained in the clause. ECPE aims to
extract all emotion-cause pairs CP4" = {(cf™, cf““)}‘liplm'l

Here, ¢ and c¢{* represent the emotion clause and cause

clause in the /-th emotion-cause pair, respectively.

B. OVERALL ARCHITECTURE

An overview of our proposed model is shown in Fig. 2.
Inspired by the multitask learning based on auxiliary
task [58], our model contains four sub-tasks which are a pair
of tasks for emotion extraction and another pair for cause
extraction. These tasks are trained by self-distillation in a
framework. In order to model different granularity of lan-
guage representation, a hierarchical architecture is designed.
The bottom is the word encoding layer, which aims to
obtain the word representations. The middle layers are the
inner-clause and inter-clause encoding layers. They transform
the word representations into the contextual clause represen-
tations. The top level is the classification layer that predicts
whether a clause is an emotion/cause clause or not.

C. EMBEDDING & WORD ENCODING LAYER
In the embedding layer, each word is transformed into
a v-dimensional vector. The vectors of all the words in the
clause line up an embedding matrix. On the formal defini-
tion, the i-th clause in the document can be denoted by the
embedding matrix ¢; = [wi 1, ---wij- -+, Wil

The purpose of the word encoding layer is to establish
contextualized word representations. Here, the BiLSTM is
adopted to encode words. To capture the specific features for
emotion and cause, two word-level Bi-LSTMs are performed
to generate the emotion-specific and cause-specific clause
representations. The hidden states of the two BiLSTMs are
respectively as follows:

Uy B B
= BiLSTvaord([Wi,ls Wi, Wi,,,]) (1)
Uy b B,
= BiLSTMS,,,/(IWi.1, - - - Wij - -, Winl) 2)

where w; j represents the word vector of the j-th word in the
i-th clause. hf] = [>LSTM®(w;;); <—LSTM(w; )] is the
emotion-specitic word representation of w; j, and h; f denotes
the cause-specific word representation.
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FIGURE 2. An overview of our two-stage method for ECPE. The left half illustrates the proposed mutually auxiliary multitask model with self-distillation.

D. CLAUSE ENCODING LAYER

1) INNER-CLAUSE ENCODING LAYER

To perform aggregation operations on the word language
representations and encode the inner-clause contextual infor-
mation, the attention layer proposed in [36] is adopted, which

2) INTER-CLAUSE ENCODING LAYER

The fourth layer of our model is the inter-clause encoding
layer. In order to capture a specific representation for each
task, four clause-level BiLSTMs are constructed to gen-
erate task-specific inter-clause representations. In the two

enables the model to focus on more informative words.  auxiliary tasks, BiLSTMgy, , and BiLSTM{}, . take the
Because the words that function as emotional keywords may ~ inner-clause representation sequences [af, ...d; ..., a;,] and

be different from those express causes in the same clause,
two attention layers are used to generate different language
representations for one clause. The procedure of obtaining
the inner-clause representation for emotion extraction is as
follows:

[af,...af ..., a;,] as their inputs respectively. Different from

the auxiliary tasks, the inputs received by the inter-clause
encoding layers of the two main tasks are af ®y“ and af ©){*
in the i-th time-step respectively, where @ represents the
concatenation operation. The inter-clause representations of
four tasks are modeled by:

u; ; = tanh(Wy - hi; + b7) 3)
e T e .
score . = exp((ui’j) %Wz) 4) 57 = BILSTM{, 0 (a7) (6)
1,
T L) W) ¢ = BILSTM, ,(a) )
aj = ) _score}; 5) ¢ = BILSTMS 0, (af ® %) ®
. S? = BlLSTMclause(a? @ 5/?0 (9)

where Wi and Wy are trainable weight matrices, and b{ is
the bias parameter As the contextual representation of the
J-th word, Af; is transformed by a fully-connected neural
network to obtarn the relevance to the specific target. score{ i
denotes the weight of the j-th word in the i-th clause, which is
obtained by a softmax operation. T represents the transpose
of matrix. af is the inner-clause representation of the i-th
clause for emotion extraction, which is the weighted sum of
(A, ... h ;. e , b 1. Except for different parameters, a; can
be calculated by [h 1o .hij R l’n] in the same way.
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where 57, 57, s¢ and s{ respectively represent the hidden
states output by four clause-level BILSTMs in the i-th time-
step. The superscript ac denotes the auxiliary task targeting
cause extraction, and ae represents the auxiliary task that
aims at extracting emotion clauses. The superscript ¢ and
e correspond to the two main tasks of cause extraction and
emotion extraction respectively. }{¢ represents the emotion
distribution predicted by one auxiliary task, and y¢ is the
cause distribution predicted by another auxiliary task.
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E. CLASSIFICATION LAYER

The final language representation of each clause is fed to
the classification layer for determining whether a clause is
an emotion/cause clause or not. Here, a full-connected layer
is used to map the inter-clause representation into targeted
categories. Then, the probability distribution of clause on all
categories is computed by the softmax operation. Due to fact
that the classification layers for different tasks have the same
structure, only the process of obtaining J¢ is described in the
following:

= Wy - s + b5 (10)
. exp(0f)
i = — (11
qu{(),l} exp(o; ;)

where Wy and be are the weight matrix and bias, respectively.
=D 1 ..., %] denotes the emotion distributions of
all clauses in the document which is output by the main task
that aims to emotion extraction. The label with the highest
probability in ¢ is the predicted category of i-th clause.

F. SELF-DISTILLATION TRAINING

Since good performance in extraction of emotion and cause is
helpful for pairing, we try to employ a self-distillation train-
ing to further improve our model. The characteristic of our
model is that the tasks appear in pairs, and each pair of tasks
corresponds to the main and auxiliary tasks for the same target
(such as emotion extraction) respectively. Hence, in each
generation of teacher-student training, we determine that only
the predicted results of the main tasks in the teacher model
are regarded as the knowledge to be transferred to the corre-
sponding pair of tasks in the student model. Through several
generations of teacher-student training, students can surpass
the teacher. The process of knowledge transfer between the
teacher and student models is illustrated in Fig. 3.

1) LOSS FUNCTION

When training our mutually auxiliary multitask model, the
cross-entropy loss function (denoted by CEL) is utilized.
Because our model contains four sub-tasks, the loss needs to
be calculated for each task. We also take the main task e as
an example in the following:

m

CEL(Y®,7%,69) = =Y (o - log(5; ))+ Jec* a2
i=1

e

where Y¢ = oo y§ -,y ] is the ground truth. 6¢ stands
for the parameters that need to be optimized for the task e.
A denotes a coefficient for L-norm regularization.

In the mode of teacher-student knowledge distillation,
the data labels represented by the one-hot vectors can lead to
the loss of similarity information between categories. Here,
based on the cross-entropy loss CEL, another loss term is
added to measure the Kullback-Leibler Divergence between
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FIGURE 3. The knowledge distillation from teacher to student.

the teacher and the student, which is as follows:

KL(Y®, ¥¢) = Z(ye log( (13)

where ¥¢ = [§¢, ...5¢...,5¢,] denotes the emotion distribu-

tion output by the tramed teacher model in non-training mode.
Combining the above two terms, the loss function becomes:

L =a-CEL(Y®, Y, 0%+ B-KL(Y®, Y%  (14)

where the weight of the two loss terms is adjusted by adding
hyper-parameters & and 8 with « 4+ 8 = 1. It should be noted
that the KL term of L% also depends on Y rather than Y%,
because the outputs of the auxiliary tasks are only used inside
the model, but not used as the teacher signal to supervise the
training of students. L“¢ is denoted as follows:

L% — o . CEL(YE, f-ue’ Que) +5- KL(?‘: fvae) (15)

Similar to the process of computing L¢ and L%, L and L
can also be obtained. For a document, the total loss of the four
sub-tasks is

L=L¢+L%+L+L*. (16)

2) TRAINING

The entire process of self-distillation training is partitioned
into g generations. Therefore, there are g — 1 teachers, i.e.,
the best iteration in prior generations is taken as the teacher
in this generation. The training process is shown in Fig. 4.
Given a training set D, the number of generations g and
all hyperparameters, the model parameters 6 needs to be
initialized. 6% denotes those parameters related to the sub-
task k. K = {e, c, ae, ac} represents a set of tasks, where the
meanings of e, ¢, ae and ac are the same as those described
in Section IIL.D. In every generation, firstly, Y¢ and Y¢ are
computed by the teacher model in the non-training mode.
Secondly, the student model computes the predicted results of
four sub-tasks by forward propagation. Then, the total loss of
the four sub-tasks is calculated according to Y¢ and Y¢. Next,
0 can achieve effective updating and optimizing through
stochastic gradient descent (SGD). Finally, the best predicted
results in the g generations of training are returned.

G. PAIRING EMOTION AND CAUSE
After extracting emotion and cause clauses, the second-stage
method in [18] is employed for pairing. Briefly speaking,
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Algorithm 1: Self-Distillation Training

Input: training set D , number of generations g , and hyperparameters;
Initialize 8=U,_. 8" ;

for gen in range( g ):

Sample traing data;

Compute the outputs Y and Y of teacher model;
Compute ¥, ¥*, T and T* by forward propagation;
Compute loss L:Z ok L' of student model;

Update @ using SGD;
Return the best prediction results.

FIGURE 4. The training process of our model with self-distillation.

according to the predicted results in the first stage, the emo-
tion clause set C¢ and cause clause set C¢ are constructed.
Then, the Cartesian product of C¢ and C¢ is applied to obtain
the set CP%" of all possible emotion-cause pairs. CP*" is used
as the dataset for the second stage. As shown in the right half
of Fig. 2, (c{"°, ¢{™") represents an element in CP4Ir | Next,
a neural network model is adopted to determine whether
each pair of clauses has a causal relationship. In the pairing
model, all layers are the same as those of the first-stage
model in single-task mode, except for the inter-clause layer
not adopted. Finally, the predicted distribution ypair i output.

IV. EXPERIMENTS

A. BENCHMARK DATASET

We utilized the benchmark ECPE dataset released by
Xia and Ding [18] which consists of 1945 news documents.
Each document is artificially divided into multiple clauses.
This dataset is built on an ECE corpus, which assumes that
there is at least one emotion in each document, and each
emotion can correspond more than one causes. Moreover,
a pair of emotion and cause may be in the same clause or in
different clauses. Table 1 shows the summary statistics of the
dataset. In order to adopt the verification method proposed
by Xia and Ding [18], the dataset was randomly divided into
10 equal subsets. Nine of them were used as training data and
the remaining as test data.

TABLE 1. Statistics about the dataset. Offset indicates the absolute
distance between a pair of emotion and cause clauses. Doc.
is short for Document.

Item Number Item Number
doc. 1945 pairs 2167
doc. with 0 pair 0 pairs with offset 0 511

doc. with 1 pair 1746
doc. with 2 pairs 177
doc. with > 3 pairs 22

pairs with offset 1 1342
pairs with offset 2 224
pairs with offset >3 90

B. EXPERIMENTAL SETTINGS

The word vectors pre-trained by Xia and Ding [18] are used
to initialize the word embedding layer. The dimensions of
word embedding and relative position embedding are set to
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200 and 50, respectively. In all tasks, the number of hidden
units of all BILSTM is set to 100, and all weight matrix
and bias are randomly initialized by the continuous uniform
distribution U(—0.01,0.01). In order to relieve the over-
fitting problem, we apply dropout to the word embeddings
and set 0.2 as the probability with which the elements of
the feature vector are randomly zeroed. The Adam optimizer
is used, and the mini-batch size is set to 16. The learning
rate and the coefficient of Lp-norm regularization are set to
0.005 and 0.00001, respectively. In the self-distillation stage,
the max generation of students is set to 3.

To obtain credible results, we repeated the experiments
20 times and averaged the results. The precision P, recall R,
and F1 score were selected as the assessment metrics of
performance. Since the pairing task depends on the results
of emotion and cause extraction in the two-stage method,
the performance of the three tasks needs to be evaluated.

C. COMPARED METHODS

In order to evaluate the performance on the ECPE task, three
two-stage approaches proposed by Xia and Ding [18] are
selected as the baselines.

« Indep independently extracts emotion and cause clauses
with multitask learning.

« Inter-CE uses the predicted results of cause extraction
to improve emotion extraction.

o Inter-EC utilizes the predicted results of emotion
extraction to enhance cause extraction.

To further verify the effectiveness of our proposed models,
they are also compared with the following approaches.

o Inter-ECNC [46] is a variant of Inter-EC, replacing the
LSTM by a Transformer to model the cause clauses.

o« E2EECPE-asw [40] is an end-to-end link prediction
model using CNN and biaffine attention.

o E2EECPE-gtw [40] employs Ground Truth Weight
Matrix instead of Asymmetric Position Weight Matrix.

o PairGCN [53] adopts a graph convolutional network to
model the dependent relations between clauses.

o PairGCN-BERT [53] is a PairGCN enhanced by
pre-trained BERT [59].

D. RESULT ANALYSIS

1) OVERALL PERFORMANCE

Firstly, the comparison between our model and the two-stage
methods is analyzed, and the results are shown in Table 2.
Compared with Inter-CE, MAM not only improves the
F1 score of emotion extraction by 0.19%, but also achieves
better performance on cause extraction (precision, recall and
F1 are increased by 2.26%, 4.59% and 3.65%, respectively).
Without reducing the performance of cause extraction, MAM
outperforms Inter-EC by 1.22% and 0.89% in the preci-
sion and F1 score of emotion extraction, respectively. And,
the precision of MAM on the ECPE task is improved by
2.92% compared with the best-performing two-stage method
(Inter-ECNC), and the F1 score is increased by 0.27%.
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TABLE 2. Comparison of experimental results on the emotion extraction, cause extraction, and ECPE.

Emotion extraction

Cause extraction Emotion-cause pair extraction

Method
P R F1 R F1 P R F1

Indep 0.8375 0.8071 0.8210 0.6902 0.5673 0.6205 0.6832  0.5082  0.5818
Inter-CE 0.8494 0.8122 0.8300 0.6809 0.5634 0.6151 0.6902  0.5135  0.5901
Inter-EC 0.8364 0.8107 0.8230 0.7041 0.6083 0.6507 0.6721  0.5705  0.6128
Inter-ECNC - - - 0.6863  0.6254 0.6544  0.6601  0.5734  0.6138
E2EECPE-asw 0.8595 0.7915 0.8238 0.7062 0.6030 0.6503  0.6478  0.6105  0.6280
E2EECPE-gtw 0.8552  0.8024 0.8275 0.7048 0.6159 0.6571 0.6491  0.6195  0.6315
PairGCN 0.8587 0.7208 0.7829 0.7283 0.5953 0.6541  0.6999  0.5779  0.6321
PairGCN-BERT  0.8857 0.7958 0.8375 0.7907 0.6928 0.7375 0.7692  0.6791  0.7202
Indep-SD 0.8420 0.8194 0.8299 0.6854 0.5930 0.6348 0.6755  0.5329  0.5939
Inter-CE-SD 0.8461 0.8228 0.8336 0.6834 0.5885 0.6305 0.6802  0.5417  0.6024
Inter-EC-SD 0.8404 0.8212 0.8303 0.7217 0.6223 0.6677 0.6753  0.5836  0.6221
MAM 0.8486 0.8123 0.8319 0.7035 0.6093 0.6516 0.6893  0.5604  0.6165
MAM-SD 0.8554 0.8141 0.8339 0.7202 0.6375 0.6751 0.6963  0.5799  0.6320

Since Indep non-interactively extracts emotion and cause
clauses and ignores the mutual indication between emotions
and causes, its performance is the worst. It can be seen that
the performance of Inter-CE is better than that of Inter-EC
on the emotion extraction task but worse on cause extraction.
This verifies the conclusion that the unidirectional correlation
between emotions and causes extraction can only improve
the performance of one task. Since Transformer rather than
the LSTM is used to model the cause clauses, Inter-ECNC
outperforms Inter-EC on emotion extraction and ECPE. It is
worth noting that Inter-EC, Inter-CE and Inter-ECNC all pro-
mote one task while ignoring another. Different from them,
our MAM establishes the bidirectional interaction between
emotion and cause extraction, so as to achieve the mutual
promotion of the two tasks.

Secondly, our proposed MAM with self-distillation
(MAM-SD) achieves further improvements over MAM on
all tasks. In particular, the F1 score of MAM-SD is increased
by 2.35% and 1.55% on cause extraction and ECPE, respec-
tively. The self-distillation training is also applied to the three
baselines to further verify its effectiveness. These methods
(denoted by Indep-SD, Inter-CE-SD and Inter-EC-SD respec-
tively) outperform their versions without self-distillation,
respectively. However, the performance of MAM-SD is still
better than that of Inter-EC-SD (F1 increased by 0.99%). This
not only indicates that our self-distillation method is effective
in the joint extraction of emotion and cause clauses, but also
that the performance improvement of the first stage is very
important for the two-stage ECPE method.

Thirdly, the comparison between our model and some end-
to-end approaches is made. As shown in Table 2, the best
F1 score of ECPE is achieved by PairGCN-BERT. How-
ever, the performance of MAM-SD is almost the same as
that of PairGCN, which is another version of PairGCN-
BERT. The main difference between these two approaches
is whether BERT is employed. Therefore, the performance of
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our model can also be significantly improved after adopting
pre-trained BERT. In addition, the F1 score of MAM-SD is
0.4% and 0.05% higher than those of E2EECPE-asw and
E2EECPE-gtw, respectively. The reason why E2EECPE-asw
and E2EECPE-gtw are slightly worse than MAM-SD is due
to the data imbalance in the set of emotion-cause pairs. In our
method, this set comes from the predicted emotion and cause
clauses rather than all clauses.

2) ABLATION STUDY
As shown in Table 3, we also conduct ablation experiments
on the proposed basic model MAM to verify each component.
The ablation models are listed as follows.

« -individual: shares an inner-clause encoding layer.

« -attention: removes the inner-clause encoding layer.

o -word: removes the word encoding layer.

« -clause: removes the inter-clause encoding layer.

o -hierarchy: removes the word encoding layer and

inner-clause encoding layer.

a: INDIVIDUAL

Although the proportion of clauses labeled as both emotion
and cause is small in the dataset, sharing an inner-clause
encoding layer still decreased F1 score by about 0.8% and
0.41% on emotion extraction and cause extraction, respec-
tively. Hence, it is necessary to get different language repre-
sentations of the same clause in two perspectives.

b: ATTENTION

Instead of the output of inner-clause encoding layer, the hid-
den state of clause-level BiLSTM at the last moment is
used as the inner-clause contextual representation of clause.
As a result, the clause representation becomes worse, which
lead to the decrease of the F1 score by 1.69%, 1.74% and
2.57% on emotion extraction, cause extraction and ECPE,
respectively.

26817



IEEE Access

J. Yu et al.: Mutually Auxiliary Multitask Model With Self-Distillation for ECPE

TABLE 3. Experimental results of structural ablation.

Emotion extraction

Cause extraction

Emotion-cause pair extraction

Method
P R F1 P R F1 P R F1

MAM 0.8486 0.8123 0.8319 0.7035 0.6093 0.6516 0.6893  0.5604  0.6165
-individual  0.8471  0.8028 0.8239 0.7056 0.6002 0.6475 0.6891  0.5538  0.6133
-attention  0.8378  0.7955 0.8150 0.6872 0.5923  0.6342  0.6560  0.5386  0.5908
-word 0.8153  0.7501 0.7805 0.6083 0.4549 0.5185 0.6042  0.4141  0.4885
-clause 0.7855 0.7372  0.7590 04676 02809 0.3467 0.5719  0.2293  0.3256
-hierarchy  0.7743  0.6261  0.6917 0.6519 0.4324 0.5187 0.6232 03711  0.4639

¢: WORD

Through the observation on the corpus, we can see that
emotions are mostly presented as independent emotion-words
in clauses, while the causes are often distributed in the con-
text of emotion keywords. If the word encoding layer is
not employed to model the temporal relationship of words,
the performance of the model will be degraded. Especially,
the F1 of cause extraction and pairing drops by around 13%.

d: CLAUSE

When the inter-clause encoding layer is removed from MAM,
the F1 on cause extraction significantly drops by 30.49%.
Since the error transmission between the two phases, the per-
formance of the model in the second stage is also reduced
substantially (F1 dropped by 29.09%). Because emotion
clauses usually contain explicit emotion words, the extraction
of emotion clauses are not completely dependent on their
context. However, it is difficult to extract keywords which
represent causes, so the extraction of cause clauses depends
on their context heavily. The experimental results illustrate
the importance of modeling the context of clauses.

e: HIERARCHY

The mean value of all word vectors in a clause is directly used
as the clause vector. The F1 degradation on ECPE is approx-
imately equivalent to the sum of the performance loss of -
attention and -word (drops 15.26%). The experimental results
show that the model without hierarchical design cannot effec-
tively encode the clause representations. Because there are
natural hierarchical relationships among grammatical units
of human languages, capturing these grammatical features is
necessary.

3) EVALUATION ON EMOTION CAUSE EXTRACTION
In order to obtain a wider comparison, we also evaluate the
performance of our model on the ECE task. The descriptions
of all baselines are omitted to save space. These baselines can
be divided into three types: rule-based approaches (RB and
CB), feature-based approaches (RB + CB + ML and Multi-
kernel), and neural network-based approaches.

As shown in Table 4, the F1 of MAM-SD is higher
15.08% than that of the best-performing rule-based approach
(RB). Compared with the feature-based approaches, the
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TABLE 4. Comparison of experimental results on ECE.

Method P R F1
RB[15] 0.6747 04287  0.5243
CB [20] 0.2672  0.7130  0.3887
RB+CB+ML [19] 0.5921  0.5307  0.5597
Multi-Kernel [16] 0.6588  0.6927  0.6752
CNN [41] 0.6215  0.5944  0.6076
Memnet [25] 0.5922  0.6354  0.6134
ConvMS-Memnet [25] 0.7076 ~ 0.6838  0.6955
CANN [28] 0.7721  0.6891  0.7266
RTHN [31] 0.7677  0.7697  0.7662
CANN _E[18] 04826 03160  0.3797
RTHN-APE [42] 0.5800  0.5618  0.5694
Inter-EC [18] 0.7041  0.6083  0.6507
MAM-SD 0.7202  0.6375  0.6751

performance of MAM-SD in the F1 score is almost the same
as that of Multi-kernel, which is improved by 11.54% over
the RB + CB + ML. Furthermore, our method achieves
higher F1 value than CNN and Memnet (F1 is increased by
6.75% and 6.17%, respectively), but slightly lower F1 than
the ConvMS-Memnet. Although CANN and RTHN outper-
form our method, their modified versions (CANN_E and
RTHN-APE) are outperformed by our method (F1 dropped
by 29.54% and 10.57%).

It is worth noting that the methods listed in the top half of
Table 4 all utilize known emotion clauses as input. Even so,
our model still achieves comparable performance with many
baselines dependent on emotion annotations. Compared with
the methods listed in the bottom half of Table 4, our model
achieves the better performance. The comparison results
show that the rule-based approaches have the worst perfor-
mance. The reason for this is that they suffer from the insuffi-
cient coverage of manual rule and pattern detection methods.
Compared with the feature-based approaches, our method can
learn different granularity features and deep semantic repre-
sentation by using neural networks. Different from the neural
network-based approaches, our method can still utilize emo-
tion extraction to promote cause extraction without known
emotion annotations. The experimental results confirm the
effectiveness and advantages of our method on the ECE task.
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TABLE 5. Setting of weight threshold.

B P R Fl

02 06714 05753 06191
03  0.6853 05689 0.6204
04 06925 05804 0.6306
05  0.6935 05747 0.6272
06  0.6963 05799 0.6320
07 06554 05738 06111
08 06750 05733 0.6193

4) EFFECT OF WEIGHT FOR DISTILLATION LOSS

The optimal weight of distillation loss is determined through
experiments. We let 8 change from O to 1 with a step of 0.1.
The experimental results show that the F1 score of MAM-SD
reaches the peak when the weight 8 = 0.6. Taking 0.6 at
the center, the more the value of 8 deviates from the center,
the more obvious the performance degradation is. However,
the recall is the highest when g is 0.4, which can be due to the
presence of some emotion-cause pairs that were not extracted.
When g drops to 0, the current generation of training ignores
the teacher’s supervision signal, and degenerates to the origi-
nal process. In this case, the method which only relies on the
one-hot form of real labels without self-distillation may lose
the similarity information between categories.

On the other hand, with the increase of 8 from 0.6 to 1,
the F1 score decreased more obviously. When 8 = 1,
the training process is carried out in a pure distillation mode,
and only depends on the performance of teacher. This indi-
cates that it is very difficult for the students to surpass the
teacher without the ground truth. We also observed that the
optimal value is not 0.5. One reason is that a pair of main and
auxiliary tasks both depend on the prediction results of the
same main task in the previous generation model to calculate
their Kullback-Leibler losses. Therefore, the weight of these
losses needs to be slightly large.

5) CASE STUDY

To analyze our model in more detail, we present two cases,
as shown in Fig. 1 and Fig. 5. In Case 1, clause c7 serves
as one cause for the emotion clause cg, and clause cg also
constitutes a causality by itself. In this situation, our model
can correctly extract two emotion-cause pairs (cg, ¢7) and
(cg, cg), while Inter-EC fails to identify the emotion-cause
pair (cg, cg). As shown in the results, with the help of aux-

E Case 2: ...... Since the other party is in arrears with the proiect payment (cy), her
1 family is in urgent need of money (cj), and the pressure of life is great (cy), so the
! woman was helpless but to jump off a building and commit suicide (cy,).
F

Ours: (12, C10)

FIGURE 5. Case study.
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iliary tasks, our model can extract the clauses that contain a
causality better than Inter-EC.

In Case 2, neither model can make an accurate prediction
for all pairs. Inter-EC only identifies the emotion clause
c12, but predicts clause c4 as the cause clause by mistake.
Our model can correctly extract the emotion-cause pair (c12,
c10)- These illustrate that our model has better precision than
Inter-EC. Moreover, the predicted results of both Inter-EC
and our model miss the emotion-cause pairs (c2, c9) and
(c12, c11)- Significantly, there are three emotion-cause pairs
with the same emotion clause in the document. However, only
22 documents with three or more emotion-cause pairs are in
the dataset. Such a small number of samples are not enough
to learn the features of complex emotion-cause relationship
well. Therefore, further research needs to be conducted to
deal with more complex emotion-cause relationship in the
future.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose a mutually auxiliary multitask
model which aims at jointly extracting the emotions and their
causes. By adding two auxiliary tasks which are identical to
the original tasks, the model establishes the bidirectional cor-
relation between emotion and cause extraction, and improves
the performance of both the two tasks. To further enhance
the accuracy of emotion and cause extraction, we design a
self-distillation method to train our multitask model. Experi-
mental results show that the proposed method achieves better
performance than the baseline methods on ECPE.

In our two-stage ECPE method, cross-stage error prop-
agation can be relieved, but still have not yet been solved
completely. Hence, in the future work, we will attempt to
extract emotion-cause pairs via an end-to-end model. In addi-
tion, how to better capture the implicit features of complex
causality is also worth focusing on.
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