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ABSTRACT The existing buffers algorithms cannot effectively to meet the demands of high accuracy of
buffer analysis in practice althoughmany efforts have beenmade in the past 60 years. A generalized buffering
algorithm (GBA) is presented, which considers the geometric distance and the attribute characteristics of all
instances within buffer zone. The proposed algorithm includes three major steps: (1) select and initialize
target instance; (2) determine buffer boundary points through mining homogeneous pattern; (3) ‘‘smoothly’’
connect buffer boundary points to generate the generalized buffer zone. The details for the generations
of the generalized point buffer (GPIB) zone, the generalized line buffer (GLB) zone, and the generalized
polygon buffer (GPLB) zone are discussed. Two dataset are used to validate the performances of the proposed
GBA. Six parameters are applied as indexes to evaluate the proposed algorithm. The experimental results
discovered that (1) the GBA is close to the tradition buffering algorithm (TBA) when the angle increment
(1ϕ) in GPIB, line increment (1L) in GLB, and arc length increment (1S) in GPLB approach to zero,
respectively; (2) the proposedGBA can accurately reflect the real situation of the buffering zone, and improve
the deficiency and accuracy of TBA in real application.

INDEX TERMS Buffering zone, data mining, geographic information science, homogeneous pattern, spatial
analysis.

I. INTRODUCTION
The research for buffering algorithms can be fully retroac-
tive to 1960s [1], which Europe first introduced statistics
into geography. The traditional buffering algorithm includes
point elements, line elements, and polygon element buffering.
Since 1960s, many of novel algorithms have been developed.
For example, in the early 1975, [2] first proposed buffer cre-
ation algorithm using computational geometry, and then [3]
and [4] extended this method. [5] proposed an improved
algorithm for generation of line buffering zone, called ‘‘geo-
metric model for both-side parallel lines buffer generation’’.
This method was presented on the basis of a comparison
analysis of the two methods of line buffer generations, angle
bisector method and circular arc method, and can effectively

The associate editor coordinating the review of this manuscript and

approving it for publication was Senthil Kumar .

solve the problems such as determination of convex and
concave of a chord arc. [6] proposed a vector buffer algo-
rithm for point, line and polygon elements using buffer curve
and edge-constrained triangulation network. This method can
efficiently reduce the computational complication in the pro-
cess of cutting and re-organizing the buffer boundary line
or/and curve. [7] proposed a method called Voronoi k-order
neighbors to recreate the buffer area. [8] improved the buffer
generation algorithm the double parallel lines and arcs using
the rotation transformation and the recursive. This method
can largely simplify the process of line buffer generation,
meanwhile efficiently corrects the acute corners of the bound-
ary of the area buffer. This method was considered as the
better solution for the intersection of line buffer generation.
In order to reduce the time-consuming during generating
the point buffering in the self-intersection section, [9] pro-
posed the application of the Douglas-Peuker algorithm to
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extract the feature points of the curve before the buffer was
generated. The experimental result demonstrated that this
algorithm can largely decreased computational time. [10]
proposed a novel method in which the buffer distance is
variable during generating line buffers. However, the variable
buffer distances are indeed an equidistant, as a result, this
method havemet challenges for the complicated and irregular
regions with various geographic attributes. [11] proposed
a random algorithm for buffer zone generation. This algo-
rithm can be carried out using computer parallel process-
ing, consequently, largely improves the efficiency of buffer
zone generation. [12] conducted a comprehensive overview
for various buffer algorithms, analyzed and compared the
advantages and disadvantages of these early methods, and
concluded the most propitiate solution to the problems such
as distortion and correction of the acute corners during the
process of buffer generation. [13] proposed the convex arc
algorithm for solution of the problems of self-intersection and
acute corner correction. This method can effectively solve the
problem of area buffer generation with multiple embedded
inner rings. [14] proposes a buffering approach for match-
ing areal objects (e.g. buildings) on the basis of relaxation
labeling techniques. This method has successfully applied
in pattern recognition and computer vision. [15] proposed
the function form of the buffer expression varying with a
certain variable, which effectively solved the problem of
determining the complex boundary of the buffer on both sides
of the convex and concave inflection points under the variable
buffer distance. [16] proposed a vector grid hybrid algorithm
to solve the problem of buffer generation for line targets. First
convert the vector data to a raster format, secondly use the
Douglas-Peuker algorithm to resample the line, then generate
a buffer based on the expansion principle, and finally deal
with the problem of buffer self-intersection. [17] used GPU
(Graphic Processor Unit) to calculate the distance between
vector data, which can quickly realize the cache analysis of
vector data, and also solve the problem of buffer boundary
self-intersection. This method has successfully been applied
in three-dimensional (3D) digital earth. [18] proposed ‘‘a par-
allel buffer algorithm to improve the performances of buffer
analyses on processing large datasets,’’ which was based
on area merging and massage passing interface. But, in the
algorithm, the relationship of adjacent vector features was not
considered. [19] proposed a new method, which first classify
attribute data, and then establish multiple temporal buffers,
finally smooth the boundary line using Douglas-Peuker algo-
rithm and Bézier curve. [20] proposed a parallel algorithm
on the basis of equal arc segmentation method, which first
segments a whole arc into many segments, and then take the
segments as a unit, and finally, deal with each of the units,
respectively. [21] proposed buffer generation method on the
basis of a Geodesic of tiles. The buffer distances on both
sides are different and are measured using geodetic facet. [22]
present a buffering method using the probability and entropy
theory. This method can effectively reduce the error of spatial
analysis and avoid the error of spatial decision. [23] used a

FIGURE 1. Traditional point buffer zone (surrounded by the arc of
A0BA4A3A0) and Generalized point buffer zone (surrounded by the arc of
A1A2A4A3A1).

diagram of log distance and polar angle bins to compute the
correlation. [24] proposed a buffer generation method on the
basis of a combination of spatial index and data transforma-
tion in order to speed up data processing.

Although many efforts have been made over 60 years,
the traditional buffering methods have encountered many
challenging in practice due to increasing requirement in
buffering zone accuracy. This is because the existing buffer-
ing method are based on a fixed buffer distance without con-
sidering the differences of attributes within buffer zone, i.e.,
the existing methods take all of attributes within buffer zone
are the same, i.e., homogenous. As a result, the resulted buffer
zone deviates from the ‘‘true’’ buffer zone and lose accuracy.
For example, as shown in Figure1, given point P and white
star targets (such as A0, A1, etc.) are homogeneous patterns.
The boundary of traditional buffer zone of point P is the arc
of A0BA4A3A0, of which the buffer radius is a fixed value r.
However, the attributes of black star target B in traditional
point buffer zone is heterogeneous with the other targets.
Additionally, the white star A1 outside the buffer zone also is
a homogeneous with the others. Therefore, the buffer zone of
point P should NOT be a regular shape, while be the irregular
shape, i.e., the zone surrounded by the arc of A1A2A4A3A1,
which is more in line with the actual situation. For this reason,
a radical algorithm, called "Generalized buffering algorithm
(GBA)", is proposed for buffer zone generation.

II. GENERALIZED BUFFERING ALGORITHM
A. A GROUP OF DEFINITIONS
In order to describe the generalized buffering algorithm,
a group of definitions are first given below.
Definition 1: Spatial objects are with different features in

space, notedO = {O1,O2, . . . ,On}, which presents the set of
different categories of objects. For example, Figure 2 has five
types of spatial objects: A, B, C, D, and E. One instance is the
object which is in the specific location. The set of instances
can be expressed by

�

=

�

1∪

�

2∪· · ·∪

�

n, where

�

i (1 ≤
i ≤ n)) is the instance set of object Oi. In order to distinguish
different instances of object, every instance has a unique ID,
so every instance’s information contain {instance ID, object
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TABLE 1. The instance information for five types of spatial objects
in Figure 2.

FIGURE 2. Spatial objects with their homogenous clustering patterns,
where 9i represents i -th instances with feature type 9; i presents the
unique ID inside each spatial object type. Connection lines between
instances represent the R-relationship.

type, spatial location, attributes}. The instances information
of objects in Figure 2 is described in Table 1.
Definition 2: R-proximity relationship describes the prox-

imity relationship among instances. Proximity relation can
be expressed by spatial topological relationship such as
intersection and join, distance relation (Euclidean distance),
mixed relation (shortest path between two points in the map),
and so on. For example, in Figure 2, if and only if the
Euclidean distance of A3 and E6 is less than or equal to
the distance threshold, there exists R-proximity relationship
between them, i.e., {if [distance(A3,E6)] ≤ d} ⇔ R(A3,E6).
Definition 3: If R-proximity neighborhood instance set

0 contains all types of homogenous pattern C and no
proper subset does so, so 0 is a row instance denoted by
row_instance (C). For example in Figure3, {A4, B3, C2} is
a row instance of homogeneous pattern {A, B, C}, but {A1,
B2, B5, C3} is not a row instance of homogeneous pattern {A,
B, C}, since its proper subset {A1, B2, C3} or {A1, B5, C3}
can contain all object types of homogenous pattern {A, B,C}.
Definition 4: Table instance expressed by table_instance

(C) is the set of all row instances of homogeneous pattern C.
For example, table_instance( C) = {{B1, D1}, {B4,D2}} is
the table instance of C = {B, D}. The length of a homoge-
neous pattern, c is called the order of homogeneous pattern.
It is called size(c) = |c|. For example, size({A, B, C}) = |3|.
Definition 5: Participation rate (PR) is a specific value

which obtained by the number of O′is instances which don’t
repeatedly present in the table instance of co-location pattern
C dividing the total number of instance of Oi. It can be

FIGURE 3. The generation process of table instances and 3rd-order
homogeneous pattern.

expressed by

PR(C,Oi) =
∣∣πoi (table_instance(C))∣∣
|table_instance(Oi)|

(1)

where πoi is the projection of relationship.
Definition 6: Participation index (PI) is the minimum

value of participation rate of all objects of co-location pattern
C. It can be denoted by

PI (C) = minki {PR(C, oi)} (2)

Definition 7: If PI(C) is greater than or equal to the thresh-
old ∃, homogeneous pattern C is a prevalent homogeneous
pattern. In Figure 3, for homogeneous pattern C = {B, D},
table_instance( C) = {{B1, D1}, {B4,D2}} is the table
instance ofC. So,PR(C,B) = 2/5 = 0.4,PR(C,D) = 2/4 =
0.5. Thus, PI (C) = min{PR(C,B),PR(C,D)} = 0.4. If the
threshold is ∃ = 0.3, so PI (C) = 0.4 > ∃ = 0.3. According
to above analysis, C = {B, D} is a prevalent homogeneous
pattern.
Taking a 3rd-order homogeneous pattern as an example to

explain the generation processes of prevalent homogeneous
pattern as follows: Firstly, the distance of any two instances
(for example B4 and D2 in Figure 2) are calculated, and the
distance, 1 should be compared with distance threshold Dθ .
If 1 is less than or equal to Dθ , there exists R-proximity
relationship between them. Thus {B4, D2} is one of the
2nd-order candidate row instances of {B, D}. When all 2nd

order candidate row instances are generated, according to the
participation index (PI) threshold ∃, if PI(B, D) is greater
than or equal to ∃, pattern {B, D}is prevalent homogeneous
pattern. Presumptively, (k-1)th order homogeneous pattern
C1 connects (k-2)th order homogeneous pattern C2, then kth

order co-location patterns can be generated. For example
in Figure 3, {B4, D2} connects {D2, E2}, and then {B4, D2,
E2} can be obtained.When table instance of {B,D, E} is gen-
erated, ifPI {B,D,E} is greater than or equal to the threshold,
then {B,D,E} is a prevalent homogeneous pattern. Repeating
the same operation, kth-order homogeneous patterns can be
generated.

B. GENERALIZED BUFFERING ALGORITHM
From a viewpoint of spatial entities, the generation of buffer
zone is to build a polygon around the point, line and polygon
instances. On the other hand, from a viewpoint of math-
ematics, the generation of buffer zone is to determine the
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neighborhood of one certain spatial object, and the range
of neighborhood upon the radius of neighborhood (called
buffer radius, or buffer distance in traditional buffering algo-
rithm). At this point, the traditional buffering algorithm can
be described as follows:

Let A = {A1, A2, . . . ,Ad} be a set of objects, and then the
buffering of one spatial object is expressed by

Bufferj =
{
p : d(p,Aj) ≤ r

}
(3)

where r , which is a constant, is the buffer radius of buffer
zone, and d(p, Aj) is the Euclidean distance between p and
Aj. Bufferj is the instances set that the distance is less than or
equal to r .
For the set of spatial objects A = {A1, A2, . . . ,Ad}, the

buffer zone can be defined by

Buffer =
d⋃
j=1

Bufferj (4)

As mentioned in Section I, the existing buffering algo-
rithms have shortcomings, such as the equidistance of buffer
distance, and ignoring the homogenous and/or heterogeneous
of neighbor instance’s attributes. Consequently, the resulted
buffer zone exposures low accuracy and useless zone (infor-
mation), and loses of the useful zone (information).

To overcome these shortcomings of the existing buffer
algorithm, an innovate algorithm called, generalized buffer
algorithm (GBA) is proposed. The basic idea of the GBA
is to utilize homogeneous rules to induce the generation of
buffer zone, with which buffer radius is variable upon the
attributes of instances. Consequently, the size of buffer zone
is not a regular shape. The GBA mathematical model can be
expressed by

CL_Bj =
{
p : d(p,Aj) ≤ rCL

}
(5)

where rCL is the generalized buffer radius, which is con-
strained by homogeneous rules; CL_Bj is the instance set,
in which the distances of all instances are less than or equal to
rCL ; d(p,Aj) is the distance between p andAj. The generalized
buffer radius rCL is the function of the attributes of the
instances, and can be calculated by the homogeneous rules
(CLR), i.e.,

rCL = d [(x, y), CLR] (6)

where d[(x, y), CLR] is a distance function of the coordinates
(x, y) of boundary point which is obtained using homoge-
neous rules.

The flowchart of the GBA is depicted in Figure 4. Let
each instance Ai = (x1, x2, . . . , xN)T in data set A = (A1,
A2, . . . , Ad)T be a vector, representing instance-ID, spatial
object type, location

∏
, and attributes, etc., which d is the

number of object types, T is transpose, and location ∈ spatial
framework. The spatial object types contain point, line, and
polygon entities. The basic steps for the generalized buffer
generation are described as follow.

FIGURE 4. The flowchart of generalized buffering algorithm (GBA).

Step 1: Initialization: To build the generalized buffer zone
of point, line, and polygon, the polar coordinate system is
established, where axis is horizontal and angle ϕi is polar
angle, varying from 0 to 2π . For point object, the pole is the
itself. While, for line or polygon, the pole is the sampling
points at the line or the arc of polygon.
Step 2: Determining buffer boundary points. This step

consists of the following steps.
(a) In the direction of ϕ, firstly, the Euclidean distance

between instances pi and pi+1 is calculated by

Ed(p i,p i+1) =
√
(x i − x i+1)2 + (y i − y i+1)2 (7)

where Ed (pi, pi+1) is the Euclidean distance between
instances pi and pi+1; x and y are the coordinates of instances.
The Ed (pi, pi+1) should be judged whether it is less than
or equal to the threshold of distance Eθ by Eq. 8. If Yes,
turn to (b). Otherwise, instance pi is regarded as the buffer
boundary point in direction of ϕ, and then turn to (c).

R (p i, p i+1) =
{
1 if Ed(p i,p i+1) ≤ Eθ
0 if Ed(p i,p i+1) > Eθ

(8)

where R(pi, pi+1) represents the R-proximity relationship
between instances pi and pi+1. R(pi, pi+1) = 1 means that
instances pi and pi+1 are the candidate of homogeneous
instances.

(b) When instances pi and pi+1 are determined as the
candidate homogenous instances, their attributes should be
used to determine whether they are homogenous instances.
A new participation index (NPI) is defined by

NPI (p i, p i+1) =
similar_nA(p i, p i+1)

total_nA
(9)

where NPI(pi, pi+1) is the participation index of instances
pi and pi+1; similar_nA(pi, pi+1) is the number of attributes
in which instances pi and pi+1 meet the same thresholds of
attributes, total_nA represents the number of all attributes
which attend the computation of NPI. For example, let
AT = {AT 1, . . . ,AT 5} be a set of attributes. For the attributes
AT1, AT2, AT4, and AT5, the values of attributes of instances
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FIGURE 5. Generalized point buffer (GPIB) algorithm.

pi and pi+1 meet the same thresholds of attributes, i.e.,
similar_nA(pi, pi+1) = 4, and total_nA = 5. Consequently,
NPI is 4/5. NPI is judged whether it is greater than or equal
to the threshold of participation index NPIθ . If Yes, turn to
(a). And then the value of i automatically increases 1. If No,
turn to (c). And instance pi is regarded as the buffer boundary
point in direction of ϕ.

(c) Collect buffer boundary points, and put them into a
matrix in order. The direction line ϕ increase 1ϕ which is
the infinitesimal of ϕ. And then turn to (a), and initialize the
value of i. If ϕ = 2π and no homogenous instance is found,
turn to (d).

(d) Exit.
Step 3: Connecting buffer boundary points to create the

generalized buffer zone:When all buffer boundary points are
obtained, they are connected using interpolation method to
form generalized buffer zone.

C. DISCUSSION OF THREE TYPES OF GBAS
The buffer generation usually consists of point, line, and
polygon buffering algorithms. Thereby, three types of the
generalized buffer generation algorithms for point, line, and
polygon elements are described below, respectively.

1) GENERALIZED POINT BUFFERING ALGORITHM
The basic idea of the generalized point buffer generation
is to determine the buffer radius of the neighbor instances
using homogeneous rules, with which the zone with the
same attributes are clustered into the buffering zone (i.e.,
homogenous attributes). This implies that the buffer radius is
no longer a constant, i.e., a variable. The details are described
as follows.
Step 1: Let a polar coordinate system, where axis is hori-

zonal and angle ϕi is polar angle, varying from 0 to 2π .
With the given definitions described in Section II.A and the
basic principle of the generalized buffer generation described
in Section II.B above. For a target point object Aj (see Fig-
ure 5), Aj is taken as the point to be buffering and meanwhile
the pole of polar coordinates system, and rϕ represents the
polar radius. The coordinates of boundary point (BP(x, y)) of
forming the point buffer zone of target point object Aj can be

defined by

P_BAj = =
{
pi : Ed (pi,Aj) ≤ rϕ

}
, ϕ ∈ [0, 2π ] (10)

rϕ = H
{
BP(x, y), CLRϕ

}
, ϕ ∈ [0, 2π ] (11)

CLRϕ = G {R(pi, pi+1),NPI (pi, pi+1)} , ϕ ∈ [0, 2π ]

(12)

whereP_BAj represents the point instance set that the distance
between Pi and Aj is less or equal to buffer radius rϕ in the
corresponding direction; CLR represents homogeneous rules;
H{BP(x, y), CLRϕ} is the function about the coordinates of
boundary point (BP(x, y)) and CLR. R(pi, pi+1) represents
there exists R-proximity relationship between pi and pi+1.
For a group of target point objects A = {A1, A2, . . . ,An},
the generalized point buffer is mathematically expressed by

P_BA =
n⋃
i=1

P_BAi (13)

When the polar angle ϕ varies from 0 to 2π based on
infinitesimal 1ϕ, in every corresponding orientation, homo-
geneous instances are mined until there are no new instances
added into the homogeneous set. And the buffer radius rϕ ,
which is the distance between the boundary point (the farthest
homogeneous instance away from target point object Aj) and
target point object Aj, will be determined.

According to the theory of double integral, assuming that
the boundary line is a continuous, differentiable, and inte-
grable curve, the area of point buffer zone can be expressed
by

S_BAj =
∫ 2π

0
dϕ
∫ rϕ

0
rdr (14)

where S_BAj is the area of point buffer zone, and 1ϕ is the
infinitesimal of polar angle ϕ, and rϕ is the buffer radius
which changes with the change of boundary point’s coordi-
nates and subjects to homogeneous rules.
Step 2: Mining buffer boundary points using homoge-

neous rules, which consists of the steps below.
(a) Determination of homogeneous candidates. In order

to determine homogeneous candidates, the R-proximity rela-
tionship of instances must be determined firstly. According
to Eq. 7, if the Euclidean distance between instances Pi and
Pi+1, which are at the same direction line ϕi+1ϕ, is less than
or equal to distance threshold Eθ , there exists R-proximity
relationship between these two instances. Therefor those
instances which satisfy R-proximity relationship constraint
condition are the 2nd-order homogeneous candidates.

(b) Determination of prevalent homogeneous patterns.
When all 2nd-order homogeneous candidates are found,
Eq. 9 is utilized to determine prevalent homogeneous pat-
terns. According to Eq. 9, if NPI of 2nd-order homoge-
neous candidate Ci is greater than or equal to the threshold
NPIθ ,Ci is a 2nd-order prevalent homogeneous pattern. After
above processing, only 2nd-order prevalent homogeneous are
determined. Based on the generation method of kth-order
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homogeneous candidate mentioned in the section II.A, kth-
order prevalent homogeneous patterns will be obtained.

(c)Determination of Buffer Boundary points.As shown
in the Figure 8, an example is made to explain the genera-
tion processes of the boundary point of point-based buffer
when the polar angle is ϕi + 1ϕ. According to the above
two steps, those instances (such as points P1 and P2) which
satisfy homogeneous rules in this orientation are saved in a
matrix. And the farthest homogeneous instance (for example
point P2) away from the target object instance Aj is regarded
as the boundary point in this orientation, and is put into the
matrix of boundary point. Thus, the buffer distance rϕi in
arbitrary polar angle ϕi can be mathematically expressed by

rϕi =
√
X2
b_point

+ Y 2
b_point

(15)

When ϕi varies from 0 to 2π , all boundary points will be
collected and put into a matrix in order.
Step 3: Generation of generalized point buffer zone.

When all buffer boundary points are obtained, they can be
connected using interpolation method to form a generalized
point buffer zone.

Compared to the implementation processes of traditional
buffer analysis algorithm, in the proposed algorithm, at begin-
ning, ϕ is increased in anticlockwise order based on infinites-
imal 1ϕ. Meanwhile instances are judged whether they are
homogeneous in corresponding direction. And n+1 boundary
points can be got, among which the first point and the last
point are the same point which makes the zone close. Finally,
cubic spline interpolation method is used to connect these
boundary points, and the generalized point buffer zone is the
area which is within the boundary. As shown in Figure8,
we can see that instance point P3 which is the boundary
point of buffer zone in traditional buffer zone is replaced
by point P2 which is the new boundary point of generalized
point buffer zone, because instance pointP3 isn’t the homoge-
neous instance and instance point P2 is the last homogeneous
instance in this orientation.

2) GENERALIZED LINE BUFFERING
The basic idea of generalized line buffer (GLB) algo-
rithm is: a target line object is expressed by a point set
Li = {A0, A1, . . . ,Am}, and is considered as an axis. The
generation of the generalized line buffer (GLB) is mathemat-
ically expressed by

L i_B =

p :
m⋃
j=0

[d(p,Aj) ≤ rA j]

 (16)

rA j = D [BPA j(xb, yb), CLRA j] (17)

where Aj is the j-th sample point along the target line object;
rAj is the buffer distance corresponding to Aj, whose size
various upon the attributes of neighbor instances; Li_B is
the instance set that the distance between p and Aj is less or
equal to rAj in the normal direction of the j-th sampled point
along the target line object; D[BPAj(xb, yb), CLRAj] is the

function of the coordinates of boundary points, which is upon
the attributes of the neighbor instances decided by the homo-
geneous rule. CLRAj represents the induced homogeneous
rules (CLR) in the corresponding normal direction of target
line object, which regards the j-th sample point as the foot
point. For multiple target line objects L = {L0, L1, . . . ,Ln},
the generalized line buffer can be defined as

L_B =
n⋃

i=1

L i_B (18)

In order to calculate the area of the generalized line buffer
zone, across two endpoints of line, vertical lines of line are
made, such as V1(x) and V2(x), respectively. Let ds and dr
represent the infinitesimal element of line object and buffer
radius, respectively. And let SA0 and SAm be the areas of zone
which are formed by the buffer zone of endpoints and vertical
lines, respectively. The area of generalized line buffer zone
can be calculated by

LS =
∫ Li

0
ds
∫ r Aj

0
dr + SA0 + SAm (19)

where rAj can be got from Eq. 17 which is constrained
by homogeneous rules; SA0 and SAm can be acquire based
on Eq. 14.

When all boundary points are found, they will be con-
nected by using cubic spline interpolation method to form
an enclosed zone (see Figure9). Compared to the traditional
line buffer algorithm, the proposed method considers that the
buffer distance is no longer a constant, is a variable which is
decided by attributes of neighbor instances and decided by
homogeneous rules. As a result, the produced line buffering
zone is much close to the actual situation.

With the algorithm proposed above, the details of the gen-
eration of GLB for a target line object can be summarized as
the following steps.
Step 1: Initialization of line: First, the target line object

is virtually sampled and noted as a series of points. Let
ss be a sampling distance, a series of sampling points
are obtained along the target line, and is expressed by
Li = {A0, A1, . . . ,A7} (see Figure 9). As shown in Figure 9,
A0, A4, and A7 are the starting point, inflection point, and
endpoint, respectively.
Step 2: Determination of the rectilinearity of adjacent

three points. Assume that coordinates of the adjacent three
points be Ai−1(Xi−1, Yi−1), Ai(Xi, Yi), and Ai+1(Xi+1, Yi+1),
their vectors are expressed by

−−−→
Ai−1Ai,

−−−→
AiAi+1. The vector

product of the two vector is used to determine their rectilin-
earity, i.e.,
−−−→
Ai-1Ai = (Xi − Xi−1, Yi − Yi−1) =

−→g = (m1, n1) (20)
−−−→
AiAi+1 = (Xi+1 − Xi, Yi+1 − Yi) =

−→
f = (m2, n2) (21)

The normal vector is calculated by
−→
N =

−−−→
Ai−1Ai ×

−−−→
AiAi+1 =

−→g ×
−→
f

= (m1n2 − m2n1)
−→
j = β

−→
j (22)
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FIGURE 6. Generation of generalized line buffer zone.

where m1 = (Xi − Xi−1), n1 = (Yi − Yi−1), m2 = (Xi+1-Xi),
n2 = (Yi+1-Yi);

−→
j is unit vector which is perpendicular to the

plane constructed by vectors
−−−−→
Ai−1Ai and

−−−−→
AiAi+1. If β is equal

to zero, then
−−−−→
Ai−1Ai and

−−−−→
AiAi+1 are collinearity, for example,

points A1, A2, and A3 in Figure 9 almost lay a straight line,
the β value is close zero; if β is greater than or less than
zero, for instance, points A3, A4, and A5, the middle point
A4 is usually an inflection point. Furthermore, the concavity
and convexity of inflection point should be judged. When β
determined by the products of the two vector is greater than
zero, if the former vector turns to the latter vector with the
minimum angle at counterclockwise direction, the inflection
point is a convexity point; on the contrary, the inflection point
is a concave point.
Step 3: Generation of line buffering:After linearity,

inflection, and concavity-convexity of inflection point at the
sampled points along a target line are completed, the follow-
ing work is generation of GLB using homogeneous rule. First
spatial and non-spatial attributes are selected to determine
rough candidate the zone using homogeneous rule. The math-
ematical model is expressed by

NS_Ai,j =
{
NS_Ai,j NS_Ai,j satisfies threshold
NAN NS_Ai,j does not satisfy threshold

(23)

where NS_Ai,j is the value of a certain non-spatial attribute,
i and j are coordinates. With implementing this step, those
instances without meeting the given threshold will be
excluded. Afterward, the generation of GLB are carried out,
for which three types of sampled points are considered as
follows, respectively.

(a) When the points are neither at inflection points nor
at endpoints. Taking point A2 in Figure 9 as an example to
explain the line buffering generation. Assume that −→n is a
normal lines at line LA, the instances points A2, Q2 and P3
lay on the normal line −→n . The Euclidean distance between
them is

DA2,Q2 =

√
(X2 − XQ2 )2 + (Y2 − YQ2 )2 (24)

If DA2,Q2 is less than or equal to a given threshold Dθ ,
A2 and Q2 exists R-proximity relationship. Thereby, they
are considered as candidate of homogeneous set. When all

instances of candidate homogeneous pattern {A,Q} are deter-
mined, according to Eq. 1 and Eq. 2, participation index (PI)
is applied to decide whether the candidate homogeneous pat-
tern is prevalent homogeneous pattern or not. If NOT, it is not
considered as homogenous. When k-th order homogeneous
patterns are mined, k+1-order homogeneous pattern may be
found. This homogeneous mining process will not be stopped
until no qualified homogeneous pattern is found. The point
belongs to boundary point, i.e. point Q2 in Figure 9.
(b) When the points are at inflection. Taking point A4

in Figure 9 as an example to explain the line buffering gen-
eration. Making two perpendicular lines, noted as ⊥2 and
⊥3, along the adjacent two line segments (see line segments
A3A4 and A4A5), and then making the parallel line of directed
line segments (A3A4 and A4A5) crossing the buffer zone’s
boundary point (for example points 3) corresponding to the
adjacent points (i.e., point A3) of point A4 are made. Then at
the side of convex, an arc is constructed, which makes point
A4 as the center and regards the distance between point A4
and the parallel line as the radius. The arc intersects with
⊥2 and ⊥3 to form a closed zone which is the initialization
zone for mining homogeneous pattern. For inflection point
A4, R-proximity neighbor relations between instances will be
determined by Eq. 14 in the closed zone, and homogeneous
patterns are mined in this initialization zone. At last, buffer
zone’s boundary points, such as points 4, 5, 6, will be got.
However, at the side of concave, R-proximity neighbor rela-
tions and homogeneous patterns are mined on the angular
bisector of 6 A3A4A5. And then the boundary points corre-
sponding to inflection points are determined.
When the points are at endpoints. Taking point A7 in Fig-

ure 9 as an example to explain the generation of GLB. Cross-
ing the endpoint, vertical line of broken line is made, and
parallel lines of broken line are produced across the buffer
zone’s boundary points (such as points 9 and 15) correspond-
ing to point A6 which adjacent to endpoint A7. And then
an arc is made, which makes the midpoint of the vertical
line segment ⊥4 which intersects with the two parallel line
as the center, and the distance between the midpoint and
parallel line as the radius. The arc intersects with the two
parallel lines respectively. The vertical line segment ⊥4 and
the arc form a closed zone which is the initialization zone
for mining homogeneous pattern. For endpoint, the process
of mining homogeneous patterns is same to (a). At last,
the boundary points of generalized line buffer zone (such as
points 9, 10, 11, 12, 13, and 14) are collected and put into
the set.

3) GENERALIZED POLYGON BUFFERING
Polygon-based buffer algorithm includes outwards or inwards
buffer radius to generate a buffer zone. If the bound-
ary of a polygon is considered as an enclosed curve,
the polygon-based buffer algorithm is somewhat similar to
line-based buffer algorithm (see Figure10). Themathematical
models can be referenced to Eq. (16) - Eq. (18). The imple-
mentations can be carried out by:
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FIGURE 7. Generalized polygon buffer (GPLB).

Step 1: Extraction of the polygon boundary, and initial-
ization of the boundary line.Because the buffer of polygon
makes the boundary line as the axis, and a given distance as
the buffer distance to dilate outside or shrink inside, so the
initialization process is similar to broken line’s. Points, which
are on boundary line, should be collected by applying step
size. Although the first point and the last point is overlap
(such as points Q0 and Q16 in Figure 10), it is not necessary
to separately consider the buffer boundary of terminal points,
as long as according to the generalized buffer construction
method of middle point of consecutive three points.
Step 2: Determination of the rectilinearity of adjacent

three points.The polygon boundary is a curve, but in this
paper, directed line segments are connected to replace the
curve (such as −→a , and

−→
b in Figure10). When the amount of

line segments is more enough, the boundary of closed zone,
which is constructed by directed line segments, is smoother.
The rectilinearity of adjacent three points (such as points Q3,
Q4 and Q5) can be determined by

h =
(Dx4 + Jy4 + K )
√
D2 + J2

(25)

where h is the distance between middle point Q4 and straight
line across the first point Q3 and last point Q5 of adjacent
three points; D, J , and K are coefficients of equation of the
straight line; xi and yi are coordinates of middle point (for
example point Q4). If hi is less than or equal to the threshold,
then the adjacent three points can be regarded as collineation.
Step 3: Creation of generalized polygon buffer.Similar

to the operation for line in section II.C, the points on the
boundary line of polygon need to be judged whether they are
inflection points. If hi is greater than the threshold, then the
i-th point is inflection point. When the types of points are
determined, homogeneous rule should be utilized to guide
the generalized polygon buffer zone. Firstly, non-spatial
attributes are selected to determine rough candidate homo-
geneous instances using Eq. 17, and then in order to get can-
didate homogeneous patterns, R-proximity relations among
these rough candidate homogeneous instances should be
determined in normal line direction by Euclidean distance,

and the points which are on the boundary of polygon but not
the inflection points are made as foot of perpendicular. For
instance, in Figure 13b, Qj is a point on the boundary line of
polygon, and there are four points which are satisfy Euclidean
distance condition, i.e., there are R-proximity relationship
among them in normal line direction which make Qj as the
foot of perpendicular. Then 2-order candidate homogeneous
patterns can be got, such as {Qj, Pi} and{Pi, Pi+1}. For the
sake of determining whether these candidate homogeneous
patterns are prevalent homogeneous patterns, participation
index (NPI{C}) of patterns should be calculated by Eq. 1 and
Eq. 2. IfNPI{C} is greater than or equal to the threshold, then
pattern C is prevalent homogeneous pattern. In addition, kth

order homogeneous patterns can be generated based on k-1th

order and k-2th order homogeneous patterns. At last, the point
(for example point P2) which meets homogeneous rules and
is farthest away fromQj in normal line direction is regarded as
the boundary point of generalized polygon buffer zone. The
same operation is performed for other points which are on the
boundary line of polygon. All boundary points of generalized
polygon buffer zone are collected and put into a set in order.

III. EXPERIMENTS AND ANALYSIS
Traditional buffer analysis usually took the noise pollutions as
paradigm. This paper also takes the noise pollutions paradigm
in the two cities of China as example to explain how the
genialized buffer is used for spatial analysis and what is
difference between the generalized and traditional buffer
algorithm.

A. DATA SETS
Data set-1: The investigation area is the electronic vector
data of Bao’an District, Shenzhen, China, and obtained from
the Geographical Information Monitoring Cloud Platform in
2015 with ArcGIS shp file. The Data set-1 contains more than
30 million pieces of information (e.g., hospitals, buildings,
supermarkets, gas stations, banks, etc.), in which there are
24 types of point features consisting of 1876 point elements,
(e.g., airports, parking, gas stations, etc.), 11 types of line
feature consisting of 26135 line elements (e.g., in-state free
highway, provincial highway, pedestrian, etc.), and 7 types of
polygon features consisting of 1201 polygon elements (e.g.
provincial boundaries, regional boundaries, lake, etc.).
Data set-2: The investigation area is the electronic data of

Beijing in 2015 and obtained from the Geographical Infor-
mation Monitoring Cloud Platform, with ArcGIS shp format.
The data set-2 contains more than 30 million pieces of infor-
mation (e.g., hospitals, buildings, supermarkets, gas stations,
banks, etc.). TheData set-2 contains 18 types of point features
consisting of 124252 point elements (e.g., village, school, bus
station, etc.), 9 types of line features consisting of 112057 line
elements (e.g., expressways, provincial highways, pedestrian,
etc.), and 4 types of polygon features consisting of 6933 poly-
gon elements (e.g., lakes, rivers, boundaries of regions, etc.).

In the two data sets, the point noise source is assumed from
in-situ construction, such as excavating, blasting, cement
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TABLE 2. The information of spatial data.

TABLE 3. Instance non-spatial attributes.

mixing, etc. The line noise source is assumed from mov-
ing vehicles on the highway. The polygon noise source is
assumed from the manufacture, in which the machines are
operated continuously. Many buildings are surrounding these
noise sources, i.e., surrounding the point element, line ele-
ment, and the polygon element.
• Spatial data: The spatial data for describing point, line
and polygon features are X, Y coordinates. The datum
and the projection coordinate system for spatial data for
Dataset-1 and Dataset-2 are listed in TABLE 2.

• Attribute data: The attribute data of point, line, and area
features include quantitative and qualitative attributes
(see TABLE 3). In order to investigate the extent of
noise propagation using point, line and polygon buffer
algorithms.Without losing generality, only one attribute,
namely, Integrated areal density (IAD) is selected,
and other attributes are not taken into account in this
step. This assumption is consistent with Kang (2004),
who though that the IAD of a building hinders noise
propagation.

B. GENERALIZED BUFFER ANALYSIS
The experiments were conducted under a computer with an
Intel Xeon E5645 Six core 2400 MHz (12MB Cache) and
4GB of RAM.

1) EXPERIMENT FOR DATASET 1
a: GENERALIZED POINT BUFFER ANALYSIS
The purpose of noise pollution using point buffer analysis
is to investigate how big area is impacted by noise source.
Usually, the volume of a sound higher more than 80 dB is

FIGURE 8. Traditional point buffer zone with a buffer radius of 63.5 m.

considered as noise, and of lower than 45 dB - 60 dB is
NOT considered as urban environmental noise. The noise
attenuation is expressed

1dB = 10 log(
1
4
πr2) (26)

where r is the noise propagation distance (m) and 1dB is
the noise attenuation (dB), which decreases with increasing
distance square at a logarithmic function.

This paper selects 45 dB as a threshold of either sound or
noise, i.e., bigger than 45 dB as noise. With the threshold,
the buffer radius in traditional point buffering algorithm is

r =

√
4× 10(80−45)/10

/
3.1415926 = 63.5(m) (27)

In order to compare the traditional point buffering algo-
rithm (TPIA), taking point, A as noise source, which is
a mechanical manufacturing factory, to create point buffer
analysis and depicted in Figure 14. As observed from Fig-
ure 8, the traditional point buffer area is a circle centered
at Point A, i.e., the noise source. This means that traditional
point buffer analysis thinks that the noise propagation is along
a flat terrestrial area in all directions without any obstacle.
In fact, the noise propagation is impacted by many factors,
such as buildings, as a result, the noise propagation is NOT a
complete circle, i.e., the noise propagation distances are NOT
equal in all directions.

In the generalized point buffer (GPIB) algorithm, also
taking Point A as the noise source, 45 dB as a threshold of
either sound or noise, buildings noted as Point Pi, (Pi =
P1, . . . ,P8) in Figure 8 as obstacles, whose attributes are
listed in TABLE 3, IAD as factor of noise attenuations. The
steps of the GPIB algorithm are as follows.
Step 1: Establish a polar coordinate system. The Point A is

taken as the pole, and Easting as polar axis, noted, X-axis. ϕ
is defined ‘‘polar angle’’, whose value is determined relative
to the X-axis counterclockwise, 1ϕ is defined as the angle
increment at a counterclockwise rotation. In this experiment,
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FIGURE 9. Generalized point buffer analysis algorithm.

the polar angle is expressed using ϕi, i.e., ϕi+1 = ϕi + 1ϕ,
1d is defined as increment distance (distance step) along
rotational axis starting from pole Point A (see Figure 9).
Step 2: Calculating the sound propagation course. Start-

ing Point A, along the X axis, i.e., ϕ0 = 0◦. Set a dis-
tance increment of 12.7 m (The 63.5/5 = 12.7m, noted as,
1d = 12.7m, other lengths is discussed below). The starting
point is located in Point A1. The Euclidean distance between
Point A and Point A1 can be calculated using Eq. (7), noted
as, Ed(A, A1) = 12.7 and noise attenuation is also calculated
using Eq. (26), which is 20.8dB. Meanwhile, it is determined
whether the sound propagation encounters any building. It has
been indicated from the data set that no buildings have
blocked the nose propagation (see Figure 9). Because Ed(A,
A1) is less than the distance threshold, noted Eθ = 63.5
m, Point A1 is considered to be homogenous with Point A,
i.e., Point A1 with Point A has a R-proximity relationship.
In order to further determine their homogeneous, the NPI is
calculated using Eq. (9), where the total_nA in Eq. (9) is the
number of all attributes, which is 3 (IAD andXY coordinates)
in TABLE 2 and TABLE 3, i.e., total_nA= 3. The similar_nA
is the number of attributes for each point (see TABLE 3).
Point A has 2 attributes (XY coordinates), similar_nA = 2.
i.e.,NPIA = 2/3. Therefore, the threshold ofNPI is calculated
using Eq. (9), i.e., NPIθ = 2/3. When the NPI value of the
candidate instance is equal to or greater thanNPIθ , this means
that the candidate instance is homogeneous with Point A.
On the other hand, the NPI value of Point A1 is NPIA1 = 2/3,
which is equal to NPIθ . This means that Point A1 and Point A
are homogeneous. Moreover, the noise value at Point A1 is
59.2dB (≥45dB), so the noise at Point A1 will continues to
propagate along X-axis.
Step 3: Repeat the same operation at the same distance

increment, i.e., (1d = 12.7 m), the sound is propagated
to Point A2, and calculate the Euclidean distance between
Point A and Point A2, and noise values, and also deter-
mine whether encountering any building. With calculations,
the volume of sound is 27.0 dB, and no building is encoun-
tered. The Euclidean distance of PointA2 and PointA isEd(A,
A2) = 12.7 m +12.7 m = 25.4 m, which is less than Eθ =
63.5 m and NPIA2 = 2/3, which is equal toNPIθ . This means
that Point A and Point A2 are homogeneous. In addition,
the noise value at Point A2 is 53 dB (≥45 dB). This means
that the sound will continuously propagate along the X-axis.
Repeat the Step 2, until the volume of sound is equal to and
less than 45 dB, and/or encounter the buildings which can
block the sound propagation. Therefore, a boundary point, far

FIGURE 10. Generalized point buffer using Dataset 1 with the increment
angle at 1ϕ = 1.5◦.

away 63.5 m from Point A is found, and noted, Point B1. and
Ed(A, B1) = 63.5 m, which is the boundary of the GPIA at
ϕ0 = 0◦ (see Figure 9).
Step 4:Anticlockwise rotating the polar axis with an incre-

ment angle of 1.5◦, i.e., 1ϕ = 1.5◦ and ϕ1 = ϕ0 + 1ϕ =

(0◦ + 1.5◦) = 1.5◦ (see Figure 9). Repeating Step 2 and
Step 3 for the same operations along new X-axis at polar
angle of 1.5◦. With the repeated operations and the same
calculations, during which no buildings/blocks are, until the
boundary Point B2 is recognized.
Step 5: Repeating Step 4 with anticlockwise rotating the

polar axis at an increment angle of 1.5◦, i.e., 1ϕ = 1.5◦,
ϕ2 = ϕ1 + 1ϕ = (1.5◦ + 1.5◦) = 3◦ (see Figure 9).
Repeating Step 2 and Step 3 along X-axis at polar angle
of 3◦, it is found that the sound propagation meets a blocking
building, noted, Point P1. Calculating the Euclidean distance
from Point A to Point P1 using Eq. (7), i.e., Ed(A, P1) = 44
m, which is less than Eθ = 63.5 m. This implies that Point P1
is homogenous with Point A, since it satisfies R-proximity
relationship constraint condition in Eq. (8). In addition, for
Point P1 NPIA = (similar_nA)/(total_nA) = 1/3, which is
smaller than the threshold, NPIθ = 2/3. Therefore, it can be
concluded that Point P1 and Point A are not homogeneous.
This implies that the sound propagation ends at Point P1.
Thereby, Point P1 is considered as the boundary point of the
GPIB algorithm.
Step 6:Repeating Step 2 through Step 5with anticlockwise

rotating the polar axis with an increment angle of 1.5◦, until
ϕ = 360◦, theGPIB algorithm is finished. The result is shown
in Figure 10.
Comparison analysis with the different angles incre-

ments: In order to compare the accuracy of the GPB algo-
rithm, the different increments of angle are set up at 3◦, 6◦,
and 9◦. The same operations are carried out as ones above,
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FIGURE 11. Generalized point buffer using Dataset 1 with the different
increment angles at (17a) 1ϕ2 = 3◦, (17b) 1ϕ3 = 6◦, and (17c) 1ϕ4 = 9◦.

and the results are shown in Figure 11(a), Figure 11(b), and
Figure 11(c), respectively.

b: GENERALIZED LINE BUFFER ALGORITHM
The validation takes a vehicle’s noise along the highway
as noise source to investigate how big area is impacted by
vehicle nose source using the generalized and traditional
line buffer algorithm. In order to detailedly explain the GLB
algorithm, two endpoint and one inflection point are selected
as examples. Also, assuming that the vehicle’s noise is 80 dB
(The vehicle’s noise is usually between 60-80 dB [25]),
the traditional line buffer zone is generated using a buffer
distance of 63.5 m along the highway (line element). The
result is depicted in Figure 12

Similar to the GPIB algorithm, the GLB algorithm also
takes the buildings as obstacle, which block the noise propa-
gation upon their properties (e.g., IAD), and are represented
by Point Pi (i = 1, . . . , 24) in Figure 12. The steps for the
GLB algorithm are described as follows.
Step 1: The line is first re-sampled into the line segments at

a given distance increment, noted 1L = 1m, without losing
generality. The points are called sample points. The 6 sample
points, noted Ai (i = 1, . . . , 6), located in the starting,
the inflection of line (highway), respectively, are taken as
example to explain the process of the GLB algorithm (see
Figure 13(a)). The spatial attributes and non-spatial attributes
are listed in TABLE 2 and TABLE 3.
Step 2: Starting from Point A1 (see Figure 13(b)), deter-

mining whether Point A1 is either endpoint, or inflection
point, or none of them using the method in Section II.C.
Because Point A1 is an endpoint, a line perpendicular to

FIGURE 12. Traditional line buffer analysis with a buffer distance of
63.5 m.

FIGURE 13. (a) Generalized line buffer using Dataset 1 with the
increment length at 1L = 1.0 m, (b) and (c) Generalized line buffer
analysis algorithm implementation step diagram.

the line passing Point A1 is made, i.e., B1A1B2, where the
Point B1 and Point B2 are the boundary points of the noise
propagation in the GLB algorithm. Similarly, the same cal-
culation and process are made for Point A1 using the method
described in Step 3 of the GPIB algorithm in Section III.B.
With the calculated results, it is found that the Point B0 and
Point B2, are traditional boundary points without encoun-
tering any buildings (blocks). Thereby, their Euclidean dis-
tances, Ed(A1, B0) and Ed(A1, B2), are 63.5 m, respectively.
Step 3:With an increment angle of1ϕ = 1.5◦ and rotating

anticlockwise the axis AB01 until ϕ = 1.5◦. Set a increment
distance of 12.7 m along the axis A1B01 at B01, repeat the
Step 2 thru the Step 5 in the GPB algorithm described in
Section III.B to determine whether any building (block) is
encountered during the noise propagation. When the noise
propagates to point b, it is found that no buildings (blocks)
are encountered with the Point b. Will the repeated operation,
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no buildings (blocks) are encountered until reaching
Point B11., thus Point B

1
1 is considered as boundary point.

Step 4: Repeat the Step 3 above with an increment angle
of 1ϕ = 1.5◦ until the rotation angle reach ϕ = 31.5◦,
it is found that the sound propagation encountered a building,
noted, Point P1. Calculating the Euclidean distance from
PointA1. to PointP1. using Eq. (7), i.e.,Ed(A1,P1). It satisfies
R-proximity relationship constraint in Eq. (8) (i.e., less than
63.5 m), and are considered to be homogenous with, and
candidate of homogeneous with Point A1. Further calculat-
ing NPIP1 = (similar_nA)/(total_nA) = 1/3, which is
smaller than the threshold NPIθ = 2/3 to determine whether
Point P1 is homogeneous with Point A1 or not using Eq. (9)
in Section III.B.. With the calculated result, it is found that
Point P1 and Point A1 are NOT homogenous. Thus, Point P1
is considered as the boundary point of the GLB zone.
Step 5: Continue increasing the increment angle of

1ϕ = 1.5◦, repeat the Step 4, it is found that Point P2 and
Point P3 are NOT homogeneous with Point A1, which means
that they are boundary points.
Step 6: Continue increasing the increment angle of

1ϕ = 1.5◦, repeat the steps above until Point B2.
Step 7: With the assumed length increment, 1L = 1.0

m, Point A2 is operated to determine whether it is either
an endpoint, or an inflection point, or none of them by the
methods described in Section II.C. With the computation,
Point A2 is none of them. Two line-segments (A2B3, A2B4)
are made, respectively on the both sides of the highway (line
element), meanwhile the homogeneous along the both of line
segments, A2B3, A2B4 are determined (see Figure 19(b)).
It can be concluded that no buildings are encountered in the
both of line segments, i.e., Point B3 and Point B4 as the
boundary points.
Step 8: Repeat the same operation with the same length

increment, until Point A3, it is found that the sound prop-
agation encounters a building, noted, Point P4. Calculating
the Euclidean distance between Point A3 and Point P4 using
Eq. (7), i.e., Ed(A3, P4) = 37 m, which satisfies R-proximity
relationship constraint condition in Eq. (8) (i.e., less than
63.5 m), and are considered as a candidate of homogeneous
with PointA3. Further determiningwhether PointP4 is homo-
geneous with Point A3 using Step 4 above, Point P4 is consid-
ered as the boundary point of the generalized buffer analysis.
Similarly, the Point B5 is boundary point.
Step 9: Repeat Step 7 and Step 8 above, until Point A5

(see Figure 13(c)), With the computation, Point A5 is a
inflection point by the methods described in Section II.C.
Two vertical lines along two line segments (A4A5, A5A6) are
made. The boundary points are determined using the same
Step 3. The Point B6 and Point B7 are boundary points. their
Euclidean distances, Ed(A5, B6) and Ed(A5, B7), are 63.5 m,
respectively.
Step 10: Assuming that Point B6 is a starting point, repeat

the Step 4 with an increment angle of 1ϕ = 1.5◦ to
determine the boundary points. Point P7 and Point P8 are
selected.

FIGURE 14. Generalized line buffer using Dataset 1 with the different
increment length at (a) 1L2 = 5 m, (b) 1L3 = 5 m, and (c) 1L4 = 15 m.

Step 11: Continue increasing the increment angle of
1ϕ = 1.5◦, repeat the steps above until Point B7.
Step 12: On the angular bisector of 6 A4A5A6, repeat the

same Step 4, Point P22 as the boundary point.
Step 13: Connect all boundary points to form a general-

ized line buffer analysis area. The results are shown in the
Figure 13(a).
Generalized Line Buffer Generation using Different

Length Increments 1L: In order to compare the difference
when using different distance increments, 1L,the difference
value of 1L at 5m, 10m, and 15m are set. Repeat the
same operations above, the results of the GLB zones with
the different length increment are depicted in Figure 14(a),
Figure 14(b), and Figure 14(c).

c: GENERALIZED POLYGON BUFFER (GPLB) GENERATION
Assume that the noise source is produced by a factory at
80dB (Xia et al. 2001). The region of the factory with noise is
depicted in Figure 15.Without losing the generality, the noise
at any point within the factory is the same. The traditional
polygon buffer zone is generated using a buffer distance
of 63.5 m, and is shown in Figure 15.

The operations of GPLB algorithm is almost the same as
the one of the GLB, the unique difference is the starting
point is the same the endpoint. For this reason, any point at
curve is selected as starting point. For example, Point Q1 is
selected as starting point, and the boundary of the polygon
is re-sampled into cure segments starting from Point Q1 at
a given curve of 1.0 m, noted as, 1S = 1.0 m. The points
are called sampled points. The 4 sampled points, noted as
PointQi (i = 1, . . . , 4), which are located on the boundary of
polygon (factory with noise) are taken as examples to explain
the algorithm of the GPLB zone generation (see Figure 16).
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FIGURE 15. Traditional polygon buffer analysis with a distance of 63.5 m.

FIGURE 16. Generalized polygon buffer using Dataset 1 with the
increment curve at 1S = 1.0 m.

The spatial attributes and non-spatial attribute for each of the
sampled points are the same as ones above.

for Point Q2 (see Figure 16), whether is it an inflec-
tion point or not is determined by the method described in
Section II.C, with which Point Q2 in an inflection point. The
results are shown in the Figure 16.
GPB Zone Generation using different curve incre-

ments 1S : In order to investigate the accuracy of the
GPB algorithm with the different increment of curves, 1S,
the increment of cures at 5 m, 10 m, and 15 m are set up for
the experiments. The same operations are repeated the ones
above. The results are shown in Figure 17(a), Figure 17(b),
and Figure 17(c).

2) EXPERIMENT FOR DATA SET 2
a: GENERALIZED POINT BUFFER ZONE GENERATION
For Dataset 2, the same assumption of noise resource with
80 dB happens at Point A. The same operations are made as
one for Dataset 1, as described in Section III.B. The tradi-
tional and generalized point buffer zone are generated. The
results are depicted in Figure 18 and Figure 19, respectively.

b: GENERALIZED LINE BUFFER ANALYSIS
Similarly, a vehicle’s noise along the highway is considered
as noise source. The same operations are made as one for

FIGURE 17. Generalized polygon buffer using Dataset 1 with the different
increment curves at (17a) 1S = 5.0 m, (17b) 1S = 10.0 m, and (17c)
1S = 15.0 m.

FIGURE 18. Traditional point buffer analysis with a radius of 63.5 m.

Dataset 1, as described in Section III.B. The experimental
results are shown in Figure 20 and Figure 21, respectively.

c: GENERALIZED POLYGON BUFFER ANALYSIS
Similarly, a noise at a factory is considered as noise
source. The same operations are made as one for Dataset 1,
as described in Section III.B. The experimental results are
shown in Figure 22 and Figure 23.

C. COMPARISON ANALYSIS AND REMARKS
1) COMPARISON ANALYSIS
In order to compare the difference between the traditional and
generalized buffer algorithms, the parameters below are used
for indexes.
Area difference, which is the difference of the areas

between traditional buffer zone and generalized buffer zone,
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FIGURE 19. Generalized point buffer using Dataset 2 with the different
increment angles at (a)1ϕ1 = 1.5◦, (b) 1ϕ2 = 3◦, (19c) 1ϕ3 = 6◦, and
(d) 1ϕ4 = 9◦.

FIGURE 20. Traditional line buffer analysis with a distance of 63.5 m.

i.e.,

1Area = AreaT − AreaGi (28)

where 1Area is the difference of areas(m2); AreaT is the area
from traditional buffer zone; AreaGi is area from generalized
point/line/polygon buffer zone;Gi = Point , line andPolygon.
Perimeter difference, which is the difference of the

perimeter between traditional buffer zone and generalized
buffer zone, i.e.,

1Perimeter = PerimeterT − PerimeterGi (29)

where 1Perimeter is the difference of perimeters (m);
PerimeterT is the perimeter from traditional buffer zone;

FIGURE 21. Generalized line buffer using Dataset 2 with the different
increment length at (21a) 1L1 = 1.0 m, (21b) 1L2 = 5.0 m,
(21c) 1L3 = 10.0 m, and (21d) 1L4 = 15.0 m.

FIGURE 22. Traditional polygon buffer analysis with a distance of 63.5 m.

PerimeterGi is perimeter from generalized point/line/polygon
buffer zone.
Relative position similarity, which is defined as the dis-

tance between the centroids of the two buffers (Zhang et al.
2018), i.e.,

D(|a , b|) =
1

1+ |a , b|2
(30)
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TABLE 4. The difference value and the shape similarity index of the GPIB relative to TPB for Dataset 1.

TABLE 5. The difference value and the shape similarity index of the GLB relative to TLB for Dataset 1.

FIGURE 23. Generalized polygon buffer using Dataset 2 with the different
increment curves at (a)1S1 = 1.0 m, (b) 1S2 = 5.0 m, (c) 1S3 = 10.0 m,
and (d) 1S4 = 15.0 m.

where D(|a, b|) is the relative position and |a, b| is the distance
between the two centroids.
Relative area similarity, which is defined as follow (Zhang

et al. 2014):

Sarea = 1−
|ST − SG|
Max(ST , SG)

(31)

where Sarea is the relative area similarity, |ST − SG| is the
area difference of two buffer regions, and Max(ST , SG) is the
maximum area of them.

Relative perimeter similarity, which is defined as follow
(Zhang et al. 2014):

Sper = 1−
|PT − PG|
Max(PT ,PG)

(32)

where Sper is the relative perimeter similarity, |PT -PG| is the
difference between the perimeter of the traditional buffer and
the generalized buffer, and Max(PT , PG) is the maximum
perimeters of them.
Offset of centroid of mass, which is defined as

1f =
√
1X2 +1Y 2 (33)

where 1f is the offset of centroid mass, 1X = XT -XGi
(i = 1, 2, 3, 4), and is the difference between the XT
(X-coordinate of the centroid of the traditional buffer anal-
ysis) and the XGi (X-coordinate of centroid for generalized
buffer analysis). 1Y = YT -YGi (i = 1, 2, 3, 4) and is the
difference between the YT (Y-coordinate of the centroid of
the traditional buffer analysis) and the YGi (Y-coordinate of
centroid for generalized buffer analysis).
Comparison analysis for Dataset 1: For Dataset 1,

the 6 parameters for point, line and polygon buffer zones
are calculated, associated with the different parameters and
shown in TABLE 4 through TABLE 6.

Comparison analysis for Dataset 2:For Dataset 2, the 6
parameters for point, line and polygon buffer zones are cal-
culated, associated with the different parameters and shown
in TABLE 7 through TABLE 9.

2) REMARKS FROM THE COMPARED RESULTS
• From Traditional/Generalized Point Buffer Algorithm
With TABLE 4 and TABLE 7, a few remarks can be

drawn up:
(a) If the angle increment1ϕ limits to 0, the area of GPIB

is close to the area of TPB, i.e.,

SGPIB = lim
1ϕ→0

∫ 2π

0
ds = STPB (34)

This means that the generalized buffer zone is close to
the traditional buffer zone when he angle increment 1ϕ
limits to 0.
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TABLE 6. The difference value and the shape similarity index of the GPLB relative to TPLB for Dataset 1.

TABLE 7. The difference value and the shape similarity indexes of the GPIB relative to TPB for Dataset 2.

TABLE 8. The difference value and the shape similarity index of the GLB relative to TLB for Dataset 2.

TABLE 9. The difference value and the shape similarity index of the GPLB relative to TPLB for Dataset 2.

(b) With increasing the incremental angles (1ϕ) from
1.5◦ to 9◦, the area from GPB algorithm decreases from
1.6 times to 3.9 times for Dataset-1, from 1.8 times to
2.5 times for Dataset-2 relative to ones from TGB algorithm;
the perimeters from GPB algorithm dramatically increases
from 0.7 times to 0.9 times for Dataset-1, and rom 0.02 times
to 0.4 times for Dataset-2. The offsets of mass centroid move
from 1.4 m to 2.8 m for Dataset-1, and from 34.1 m to 52.6 m
for Dataset-2.

(c) With increasing the incremental angle (1ϕ) from 1.5◦

to 9◦, the relative position similarities decrease from 41.4% to
26.3% for Dataset-1, and 2.8% to 1.9% for Dataset-2, respec-
tively. The relative area similarities decrease from 97.7%
to 91.2% for Dataset-1, and 68.9% to 23.1% for Dataset-2,
respectively. The relative shape similarities increase increases
from 66.1% to 73.3% for Dataset-1, and 10.1% to 82.6% for
Dataset-2, respectively. This means that the relative area sim-
ilarity, relative perimeter similarity and the relative position
similarity slightly increase for Dataset-1, while the relative
position similarity largely increases for Dataset-2.
• From Traditional/Generalized Line Buffer Algorithm
With TABLE 5 and TABLE 8, a few remarks can be drawn

up:
(a) If the distance increment1L limit to 0, the area ofGLB

zone is close to the area of TLB zone, i.e.

SGLB = lim
1L→0

∫ L

0
ds = STLB (35)

This means that the generalized line buffer zone is close to
the traditional buffer zone when the line increment,1L limit
to 0.

(b) With increasing the incremental distance (1L) from
1 m to 15 m, the areas of GLB zone decrease decreases from
1.6 times to 3.3 times for Dataset-1, and from 1.5 times to
3 times for Dataset-2, respectively; the perimeters increase
from 0.7 times to 0.9 times for Dataset-1, and from 0.3 times
to 0.9 times for Dataset-2, respectively. The offsets of mass
centroid move from 0.9 m to 2.1 m for Dataset-1 and from
8.5 m to 26.1 m for Dataset-2, respectively.

(c) With increasing the incremental distance (1L) from
1 m to 15 m, the relative position similarities decrease
from 53.7% to 33.8% for Dataset-1, and 10.6% to 3.7% for
Dataset-2, respectively. The relative area similarities decrease
from 98.5% to 94.9% for Dataset-1, and 80.3% to 41.0%
or Dataset-2, respectively. The relative perimeter similarities
increase with increasing the incremental distance increases
from 72.9% to 78.6% for Dataset-1, and 11.1% to 31.1% or
Dataset-2, respectively. This means that the relative area sim-
ilarity, relative perimeter similarity and the relative position
similarity slightly increase for Dataset-1, while the relative
position similarity largely increase for Dataset-2.
• FromTraditional/Generalized Polygon Buffer Algorithm
With TABLE 6 and TABLE 9, a few remarks can be drawn

up:
(a) If the arc increment 1S approaches to 0, the area of

GPLB zone is close to the area of TPLB zone, i.e.

SGPLB = lim
1S→0

∫ S

0
ds = STPLB (36)

This means that the generalized polygon buffer zone is
close to the traditional polygon buffer zone when the arc
increment 1S limits to 0.
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(b) With increasing the incremental arc length (1S) from
1m to 15 m, the areas of GPLB decrease from 1.7 times
to 3.3 times for Dataset-1, and from 1.2 times to 4.4 times
for Dataset-2, respectively. and the perimeters increase from
1.1 times to 1.2 times for Dataset-1, and 3 from 0.7 times
to 0.9 times for Dataset-2, respectively. The offsets of mass
centroid move from 17.3 m to 17.5 m for Dataset-1 and from
1.4 m to 2.0 m for Dataset-2.

(c) With increasing the incremental arc length (1S)
from 1 m to 15 m, the relative position similarities
decrease from 5.8% to 5.7% for Dataset-1, and 41.7%
to 33.7% for Dataset-2, respectively. The relative area
similarities decrease from 97.7% to 92.3% for Dataset-
1, and 91.9% to 64.7% for Dataset-2, respectively. The
relative perimeter similarities increase from 68.3% to
61.4% for Dataset-1, and 32.7% to 39.6% for Dataset-2,
respectively. This means that the relative area similarity
and relative perimeter similarity slightly increase, while
the relative position similarity quickly increase for Dataset-
1, and the relative area similarity, relative perimeter sim-
ilarity and relative position similarity quickly increase for
Dataset-2.

With the analysis above, the conclusions below can be
drawn up:

(a) The differences between traditional and generalized
buffer zone for the point, line and polygon buffer zone gener-
ation are different, upon the variables, such as incremental
angles (1ϕ), incremental length(1L), and incremental arc
length (1S), respectively. In particular, when these incre-
ments approach to 0, the traditional and generalized buffer
zones are the same.

(b) With increasing incremental angle (1ϕ), incremental
length (1L), and incremental arc length (1S), the relative
position similarity in GB zones for the point, line and polygon
buffering zone generation decreases. The smaller the data
density is, the bigger the relative position similarity changes,
and vice versa. The higher the relative position similarity is,
the simpler the generalized buffer shape is, even approach to
the traditional buffer shape, and visa versa.

(c) With increasing incremental angle (1ϕ), incremen-
tal length (1L), and incremental arc length (1S), the rel-
ative area similarity of the generalized buffering zone
decreases. The smaller data density is, the smaller rela-
tive area similarity changes, and vice versa. The higher
the relative area similarity is, the closer the generalized
buffer shape is to the traditional buffer shaper is, and vice
versa.

(d) With increasing incremental angle (1ϕ), incremental
length (1L), and incremental arc length (1S), the perimeters
for point, line and polygon buffer zones increase. In addition,
the data density is small, and the change in the relative
perimeter similarity is small. The data density is large, and
the relative perimeter similarity changes greatly. The higher
the relative perimeter similarity, the simpler the generalized
buffer shape, and the closer the generalized buffer shape is to
the traditional buffer.

IV. CONCLUSION
Themain contribution of this research is the development of a
radial and breakthrough algorithm, called generalized buffer
algorithm (GBA) for point, line, and polygon buffer genera-
tion. This algorithm is challenging the traditional buffering
algorithm which has been for over 60 years. This algorithm
stems from the fact that traditional buffering algorithms are
based on a fixed buffer distance without considering dif-
ference of neighbor instance’s attributes in practice. The
proposed GBA simultaneously considers homogeneous and
the correlation of both spatial data and attribute data of two
instances, consequently, the buffer distance varies upon the
characteristics of two instances.

The details of the proposed GBA is described in text.
Summarily, first, spatial and no-spatial attributes are selected.
Second, the R-proximity relationships between two instances
are determined in accordance with the selected spatial
attributes. Third, candidates of boundary points of buffer-
ing zone are selected based on the R-proximity relationship.
Forth, boundary points of buffering zone are determined
using non-spatial attributes to decide if the candidates of
boundary points of buffer are prevalent events. Finally,
the boundary points are connected to form the boundary
of the generalized buffer zone. To validate the advances of
the proposed method, the point, line and polygon data sets
from Beijing and Bao’an District, City of Shenzhen, China
are used. The experimental results and comparison analyses,
using 6 indexes calculated from traditional and generalized
buffer algorithms, discovered that:

(i) The proposed GBA can accurately reflect the real situ-
ation of the buffering zone, and improve the deficiency and
accuracy of traditional buffering algorithm.

(ii) From 6 indexes, GBA approaches to the traditional
point/line/polygon buffering algorithms when the incremen-
tal angle (1ϕ), the incremental length (1L), and the incre-
mental arc length (1S) approach to zero.
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