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ABSTRACT The practical industrial processes possess the characteristics of multimode, unbalanced data
distribution, and complex types of abnormalities, which are challenging to the anomaly detection task of
complex industrial systems. In this paper, a novel anomaly detection framework based on one-class extreme
learning machine (OC-ELM) for the multimode system is presented. To tackle the multiple operation modes,
a clustering algorithm is first applied to distinguish the operation modes of the system. The corresponding
detection models are built under different operation modes resulting in the multiple models operated
in parallel. In addition, the proposed method constructs the reasonable boundary of the complex data
distribution, reflecting the equipment running in the healthy or the normal state. The anomaly detection
index is obtained according to the deviation degree between the testing sample and the normal model. As a
result, a global monitoring index reflecting the degradation state is obtained by combining the anomaly
monitoring indices of the equipment under multiple operation modes. The proposed method is verified on a
public dataset of aircraft engines, and the advantages are demonstrated by comparing with the implemented
detection model without handling the information of operation modes, and the multiple principal component
analysis method.

INDEX TERMS Aircraft engine system, anomaly detection, global monitoring index, multiple operation

modes, OC-ELM.

NOMENCLATURE
B, output weights of the i hidden neuron;

H output matrix of the hidden layer;
Ht Moore-Penrose generalized inverse of H;
s a testing sample;

w; input weights of the /™ hidden neuron;
X; 7™ input vector of the network;
Y output matrix of the network;

7™ output vector of the network;

model parameter of the OC-ELM;

fault tolerance of the sample set;
predefined threshold of the anomaly index;
accepted minimum value;

» D >i=
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d (-) distance function;

fr () output function of the network;

g () activation function of the network;

L number of the neurons on hidden layer;
N number of the distinct samples;

I. INTRODUCTION

The main task of the industrial process monitoring is to mon-
itor the changes of the system states constantly and timely
S0 as to capture the anomaly state before the system failure,
which can help to avoid serious damages to the system [1],
[2]. At present, the research work on anomaly detection is
conducted commonly under the assumption of the single
operation mode, i.e., the system is within the same operation
mode during its whole operation process. In this case, a model
is established to analyze the normal and abnormal behaviors
of the system [3]-[5]. However, in practical industrial pro-
cesses, the operation mode of the equipment usually varies
along with the changes of productive conditions, environment
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and so on, in which the industrial equipment undergoes
different operation modes throughout its operation process.
Since the detection model based on single operation mode
cannot detect all types of anomalies under multiple operation
modes, traditional anomaly detection methods are no longer
applicable in such cases. They may ignore the local behavior
of the system, missing valuable information. Through the
process monitoring under multiple operation modes, more
comprehensive anomaly detection can be realized to ensure
the safety and the reliability of the system.

For a system undergoing multiple operation modes,
the information of normal samples in each operation mode
is different. It is inaccurate to establish a global detection
model in this case, in which the output deviation caused by
the change of operation modes may be falsely identified as
the system anomaly behavior. By contrast, multiple models
established simultaneously can accurately characterize the
behavior of the system under each operation mode [6]. Estab-
lishing multiple models not only reduce the complexity of the
data set, but also facilitate timely capturing the characteristic
changes of the data. By quantitatively evaluating the healthy
state of the system, the optimal timing for equipment mainte-
nance is determined, so that a reasonable maintenance strat-
egy can be developed as early as possible to improve the avail-
ability of equipment. For the practical industrial process with
multiple operation modes, the label characterizing the current
operation mode is commonly unknown. In fact, collecting
the labels by traversing all of the operation modes of the
equipment is usually time-consuming and costly. In addition,
the industrial equipment is generally in a normal operation
stage, and the probability of failure is small, resulting in
less samples of anomaly. It is unrealistic to get sufficient
anomaly data of the device in all abnormal situations. The
above factors make it difficult to identify the health state
of the system. Consequently, it is particularly important and
challenging to achieve multimode anomaly detection for the
industrial process.

With the development of the sensor network technology,
many multivariate monitoring methods have been success-
fully applied to the process monitoring [7], [8]. Among
them, principal component analysis (PCA) is one of the
most applied multivariable monitoring method in the indus-
trial process monitoring [9], [10]. PCA is an unsupervised
algorithm to realize anomaly detection without knowing the
labels of the data, which makes it suitable for the practi-
cal industrial process [11]. However, PCA also has limita-
tions, e.g., it is assumed that the data follow a Gaussian
distribution. Measurements from the actual industrial process
are often non-Gaussian, non-linear, and more complicated.
At present, there is some literature [12] in which the pro-
cess monitoring problems are divided as the one-class clas-
sification problems, which identify the system anomaly by
learning the boundaries between the normal and abnormal
data. For example, support vector data description (SVDD),
one-class extreme learning machine (OC-ELM), local out-
lier factor (LOF), and one-class support vector machine

VOLUME 9, 2021

(OC-SVM) can well characterize changes of non-Gaussian
and non-linear data. In [13], OC-ELM without adjusting the
hidden layer and the output weights was proposed. In the
presence of the high dimensionality and a large amount of
the aeronautical data, Janakiraman and Nielsen [14] used
OC-ELM to achieve anomaly detection with the high-
speed training and the good performance of generalization.
Imamverdiyev and Sukhostat [15] proposed a network intru-
sion detection method based on ELM. In [16], OC-ELM was
applied to detect anomalies of the gas turbine combustor.
Mygdalis et al. [17] proposed the laplacian OC-ELM for the
recognition of human action. In [18], OC-ELM was utilized to
achieve the intelligent video analysis. Although OC-ELM has
been well applied in anomaly detection in recent years [19],
there are few papers about the utilization of OC-ELM with
multiple operation modes.

Multimode anomaly detection is one of the relevant top-
ics in the field of anomaly detection. In [20], fault detec-
tion for the suspension system of the maglev train under
multiple modes was studied. Bakdi ef al. [21] combined
static PCA and dynamic PCA to monitor modern wind tur-
bines. Yang et al. [6] developed a robust dictionary learning
method for the multimode aluminum electrolysis process.
Wang et al. [22] realized the multimode process monitoring
based on LOF for the benchmark Tennessee Eastman process.
Wang et al. [23] proposed a multisubspace factor analysis
(FA) method, and the SVDD model was constructed to iden-
tify faults. In [9], a multiscale neighborhood normalization-
based multiple dynamic PCA method was proposed for a
ladle furnace steelmaking process case. At present, most of
studies on multimode anomaly detection focus on chemical
processes, which may lack an universal applicability. The
research and development on the multimode anomaly detec-
tion technology for other industrial equipment such as aircraft
engines is few and not mature. In addition, it is not necessary
for OC-ELM to involve anomaly samples to build models,
which is able to achieve good effects of anomaly detection in
different fields.

In this paper, the multimode anomaly detection of aircraft
engines based on OC-ELM (Multi-OC-ELM) is developed
and implemented. Regarding the anomaly detection under
multiple operation modes, a novel framework is developed
for the aircraft engine system. The case of multimode studied
in this paper is more complicated, i.e., the corresponding
operating condition at each time step is randomly given,
indicating a more frequent change of the operation modes
compared with common industrial processes. First, multiple
operation modes of the aircraft engine are separated utilizing
a clustering algorithm. Then, under each operation mode,
OC-ELM is adopted to construct the detection model. Finally,
the anomaly monitoring indices can be obtained to indicate
the anomaly degree of the equipment. To illustrate the effec-
tiveness and the superiority, the proposed method is compared
with the sole application of OC-ELM (Single-OC-ELM)
model and the multimode PCA model (Multi-PCA). As a
result, the proposed method is able to effectively deal with the
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multimode case of aircraft engines. The main contributions of
this paper are summarized as follows:

(1) This paper puts forward an anomaly detection frame-
work based on OC-ELM to mitigate the multiple working
condition issue. A clustering algorithm is applied to split data
under multiple working conditions of aircraft engines. In this
way, it mitigates the challenges of detecting anomalies of
systems with multiple working conditions and eliminate the
possible detection deviation and bias.

(2) The data collected in the actual industrial systems are
usually unbalanced since the abnormal samples are always
difficult to be obtained in real applications. In the proposed
method, there is no need to collect abnormal samples to
build the model, which can achieve generalizable anomaly
detection and lower the data requirements in different fields.

(3) The proposed method is generic and can realize a more
comprehensive and accurate anomaly detection of other com-
plex industrial systems. As an illustrative example, the effec-
tiveness of the proposed method is verified on the C-MAPSS
dataset.

The rest of this paper is organized as follows. Section II
provides the framework of multimode anomaly detection and
describes the algorithm principle. In Section III, a case study
of the aircraft engine is carried out, and the comparison
with other methods demonstrates the superiority of the pro-
posed method. Finally, the conclusions are summarized in
Section IV.

Il. METHOD DEVELOPMENT
A. ALGORITHM PRINCIPLES
1) EXTREME LEARNING MACHINE
In [24], Huang et al. proposed ELM based on the single-
hidden layer feedforward neural networks (SLFNs). The
ELM network has only one parameter that requires to be
tuned. The input weights and the hidden layer biases are ran-
domly initialized. Then, the output weights can be obtained
by solving the linear system of equations.

For the SLFNs shown in Fig. 1, assume that the number of
the hidden layer neurons is L, and the output function of the
network f7 (x) can be represented as

L
fx) =" Big(@;, bi, x), (1

i=1
where g(x) is the activation function determining the rela-
tionship between the input vector x and the i/ hidden layer
neuron. Suppose that there are N arbitrary distinct samples

*.y),j = 1,2,---,N, and the input vector is x; =
[xj1, X2, -+ -, xjn]T € R". The output vector of the network is
¥ =yt yj2. -+ - yjml" € R™. Thus, the output of the SLFNs

can be represented as
L
> Bigwi-xj+b)=y, j=12.N. (2
i=1

where @; = [wj1, w2, -+, win]! are the input weights and
Bi = [Bi1, Bz, - -+ ,,Bl-m]T are the output weights of the i
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FIGURE 1. Structure of the ELM network.

hidden layer node. b; is the bias of the i/ hidden layer node
and w; - x; represents the inner product of ®; and x;.
The corresponding matrix form can be written as

HB =Y, 3)
where
H(w15."awL7bla'.'7bL7x]a"'5xN)

glwy -x1 + by) glowr -x1 +bp)
| g(@1 - XN + b1) gwr -xy +br) |y,
(8] ]

g=|:| . r=|:

T T

_ﬂL Lxm yN Nxm

H is the output matrix of the hidden layer and Y is the network
output. In most cases, the number of the hidden layer neurons
is less than the number of samples, i.e., L < N, and it can be
obtained as

” HNXLﬂLxm —YNxm ||< g, 4

suggesting that the error of the network can reach an accepted
minimum value ¢ by learning the given samples. The least-
squares solution f is solved as

mﬁin IHB - Y |, 5)

which is equivalent to minimizing the loss function
2

N L
E=Y)" (Zﬁig (@i - xj + bi) _yj) : (6)
j=1 \i=l1

Hence, when the activation function is given and the values of
w and b are randomly assigned, the output matrix H becomes
a constant matrix, in which the whole network is simplified
as a linear system. B is determined by

B=HT'Y, @)

where H™ is the Moore-Penrose generalized inverse of the
matrix H. It can be proved that g is the unique minimum norm
solution.
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2) ONE-CLASS EXTREME LEARNING MACHINE
ELM can tackle multiclass classification problems, realizing
fault diagnosis and pattern recognition. However, the equip-
ment in practical industry is usually in healthy states with
a large number of healthy samples. The small probability
of the device abnormality leads to the imbalance of two
kinds of samples, which is not suitable to use the original
ELM for identification. When OC-ELM is used to perform
classification, it implements modeling only involving healthy
samples without using anomaly samples, which is applicable
to the industrial process.

The output function of the ELM network can be written as

f@x) =hx)"B, ®)

where h(x) realizes nonlinear feature mapping of R* — RL.
OC-ELM can separate the normal and the abnormal data
in the case where only the normal data are available, and
it regards the normal samples as the target class to achieve
modeling. As a result, 8 becomes an approximate linear
mapping, i.e., a hyper plane approximation. There is a basic
assumption that similar objects are close in the feature space
producing similar outputs. Therefore, the expected output is
supposed to be the same for the target class in the one-class
classifier, which is

y]:p’ ij€X7 j=172"”7N9 (9)

where X is the overall input sample set, and p is a real number.
The expected outputs of all training samples are supposed to
be set to the same value p for learning the boundary of the
detection model. The expected target output vector is

Y=[)’1’)’2""»)’N]TZ[P»"'»p]T’ (10)

and the training process is the same as ELM. When a testing
sample s arrives, the one-class classifier defines a distance
function d, which is

d(s | X,2) =|h(s)"B—p|, (11)

representing the distance from an arbitrary sample point s to
the hyper plane. In (11), A is the model parameter representing
the complexity of the model [13], e.g., the number of hidden
nodes of ELLM, etc. The obtained distance d indicates the
anomaly degree of the testing sample. A large value d means
that the testing sample is far away from the target class,
and thus the more likely it is abnormal. It is supposed to
be identified based on a predefined threshold 6. Generally,
the threshold 0 is obtained from the training process. The
distance from training samples to the target class is

dxj | X, ) =lhx)"B —p| (12)

where the obtained distance represents the training error.
Then, the distance values of all training samples are denoted
asd = [d(l), SN d(N)], d(]) > d(z) > e > d(N). Hence,
the threshold 6 can be written as

0= dﬂoor(u-N)v (13)
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where p represents the fault tolerance of the sample set,
mitigating over-fitting and enhancing the robustness of the
model. N is the number of training samples. floor(a) returns
the largest integer not greater than a. The decision function
of the testing sample s is

Doc-ELm(s) = sign(f —d(s | X, 1))
1 Normal class,

= (14)
—1 Abnormal class,

which finally realizes the anomaly detection for testing
samples.

Algorithm 1 One-Class Extreme Learning Machine

Input:

Input sample set X,

Expected target output vector ¥ = [y1,y2,---,ywv]] =
[pvpv e sP]T,

Testing sample s.

Output:

Doc-eLm(s) = sign(0 — d(s | X, A)).

Process:

1: Assign a random value to @;, b;;

2: Compute the output matrix of the hidden Ilayer
H(wi, -+ oL, b1, -+, br,x1, -, XN);

3: Compute the output weights § = H'Y;

4: Compute the distance from the training sample to the target
output d(x; | X, 1) =| h(x)T B —p |;

5: Obtain the threshold according to the training error § =
dﬂoor(;/,N )s

6: Utilize the decision function Doc.gLm(S) treat the testing
sample s.

B. FRAMEWORK OF ANOMALY DETECTION UNDER
MULTIPLE OPERATION MODES

The whole monitoring process is divided into two phases as
shown in Fig. 2, the training phase and the testing phase.
In the training phase, operation modes determination and
multimodel establishment are conducted. As for the testing
sample, its operation mode is determined first, and then it is
sent to the corresponding detection model to obtain the cor-
responding anomaly monitoring index. Finally, the anomaly
indices under multiple operation modes are recombined, so as
to obtain the global monitoring index of the equipment,
reflecting the degradation degree of the equipment under dif-
ferent operation modes with cycles increasing. The abnormal
state of the system can be detected based on the anomaly
monitoring index by setting the corresponding threshold.

1) TRAINING PHASE

a: OPERATION MODES DETERMINATION

This paper adopts the parallel strategy of multimodel for
multiple operation modes. The operation modes are distin-
guished first. k-means is applied to separate the operation
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Anomaly detection algorithm |
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i|Mode 1] Mode2] ... [Mode n] E

_______________ T

Data Preprocessing

Testing phase

|Feature scaling| |Feature selection| | Filtering |

l

| Anomaly detection models |<—

[Model 1] [Model 2] - [Model n]:
i[Index 1] [Index2 | - [Index n |

S

| A global detection index |

Exceed the
threshold?

Yes

Anomaly

FIGURE 2. Framework of the proposed multimode anomaly detection
method.

modes automatically without knowing the labels of the cor-
responding operation modes. In this paper, the training data
set is clustered by k-means, in which each cluster represents
an operation mode.

b: DATA PREPROCESSING

Generally, a field dataset is collected by a large number of
sensors to jointly describe the operating state of the equip-
ment. However, excessive sensors may result in information
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redundancy. Moreover, different sensor data have different
ranges, and most of the original data are contaminated by
noise during the data acquisition process. Therefore, after
distinguishing the operation modes, data are preprocessed
under each operation mode respectively.

FEATURE SCALING

Feature scaling is implemented to eliminate the influence
caused by the different magnitude of different sensors. Data
standardization makes all sensor data be within the same mag-
nitude for comparison. In this paper, z-score standardization
is employed to obtain standardized data by calculating the
mean and variance of the original data [25]. The standard-
ized data follow a normal distribution with the mean O and
the standard deviation 1. The standardized data x* can be
obtained as

Xt =(x— o, 15)

where © and o are the mean and standard deviation of the
original data respectively.

FEATURE SELECTION

For the high-dimensional dataset, the data of some sensors
may not change with increasing cycles and will provide less
valuable information. In addition, a few sensors have different
development trends on different devices, which may affect
the accuracy of constructing detection models. Sensors with
the above characteristics would be removed, and this paper
prefers to select those sensors from which the collected data
show apparent trends as well as the similar trends for all
devices. As aresult, the sensors selected under each operation
mode are not exactly the same. The sensor selection reduces
the dimension of the original data set, thus reducing the
complexity of model building and the time cost of model
training.

FILTERING

Generally, the actual industry dataset may contain noisy
data or outliers. The moving average filtering is adopted
as the filtering technique. The mean of the original data
within a fixed-length moving window is taken as a new
data point, thereby realizing the data smoothing and noise
reduction.

c: CONSTRUCTION OF MULTI-OC-ELM MODELS

Under the condition where there are a large number of
healthy samples and rare anomaly samples, this paper uses
OC-ELM to achieve anomaly detection. OC-ELM constructs
the detection model only involving the healthy samples [13].
The anomaly index of the testing sample is obtained by
measuring the deviation degree between the testing sample
and the normal samples. In this paper, the corresponding
detection models are trained respectively using the historical
health data under each operation mode, achieving a parallel
construction of multiple models.

VOLUME 9, 2021



S. Chen et al.: Multimode Anomaly Detection Method Based on OC-ELM for Aircraft Engine System

IEEE Access

2) TESTING PHASE

a: IDENTIFICATION OF OPERATION MODES

In the training phase, the labels indicating the corresponding
operation modes are determined by using k-means. In the
testing phase, ELM is adopted for the identification of oper-
ation modes. ELM is trained by using the operation mode
data separated by k-means in the training phase, and then
the operation mode of the testing sample is classified by the
trained ELM model.

b: DATA PREPROCESSING
The data preprocessing here can refer to the previous training
part.

c: ANOMALY DETECTION

After the data preprocessing, the anomaly index of the testing
sample is obtained based on the trained OC-ELM model
under the corresponding operation mode. Since multiple
detection models are established, the anomaly indices of the
same equipment under different operation modes will be
obtained.

d: RECOMBINATION OF MULTIPLE INDICES

With multiple anomaly indices from multiple operation
modes, it is expected to get a global monitoring index through
recombining the multiple indices to represent the changes
of the degradation state during the whole operating process
of the system. Usually, as the cycles increasing, the perfor-
mance of the system will irreversibly degenerate due to the
system degradation. Once the system begins to deviate from
its healthy state, the degree of abnormality in the system will
gradually deteriorate until it fails. Therefore, the changes of
the whole degradation trend in the system can be observed by
arranging the anomaly indices from multiple operation modes
according to the original chronological order of the operation
modes. More generally, at each monitoring time, when values
of anomaly indices are output by the Multi-OC-ELM model,
they were then concatenated in terms of the monitoring time
to produce the global anomaly index.

ill. METHOD VERIFICATION AND

PERFORMANCE ILLUSTRATION

In this paper, a new multimode anomaly detection method
based on OC-ELM is proposed, in which there are multi-
ple Multi-OC-ELM models built in parallel. In the training
phase, the multimode data set is divided into several subsets
according to the identified operation modes. Then the corre-
sponding detection models are established respectively under
different operation modes by OC-ELM. When the testing
sample arrives, its operation mode is identified first and then
it is sent to the corresponding detection model for simi-
larity comparison to obtain the anomaly indicator. Finally,
the anomaly indicators from multiple operation modes under
the same engine are recombined, which can reflect the change
of the anomaly degree during the entire degradation process.
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In this paper, the proposed methods were verified based on
MATLAB 2016B [26].

A. DATASET DESCRIPTION

The data set used in this paper consists of 260 mul-
tivariate time series generated by Commercial Modular
Aero-Propulsion System Simulation (C-MAPSS) [27], [28].
The C-MAPSS data set is acquired from a commercial
simulation software simulating the degradation process of
aircraft engines. It contains four subsets, and the subset
involving a single failure mode and 6 operating conditions
(FD002) is adopted here. This subset consists of a train-
ing set (train_FD002) and a testing set (test_FD(002), where
the former contains 260 run-to failure units and a total
of 53,759 condition monitoring measurements. It should
be mentioned that only train_FD002 was used in this case
because our goal is to detect the anomaly, while there are only
partial measurements of each unit were collected when they
were in an approximately healthy state in test_FDO002. Each
multivariate time series represents the progressive degrada-
tion of an engine. Each engine is in a random health state at
the beginning. As the anomaly occurs and deepens, the engine
gradually degenerates until it fails finally.

In the engine data set, the health state of each engine is
monitored by 21 sensors. In addition, the operation mode
data are composed of the altitude (0-42K feet), mach number
(0-0.84), and throttle resolver angle (20-100), indicating the
cruise conditions of the aircraft. Moreover, the operation
modes of each engine are generated by selecting different
cruise conditions at each time step randomly rather than
periodic change. The engine data set includes totally six
operation modes and the failure of all engines is caused by
the degradation of high-pressure compressor (HPC).

B. DATA PROCESSING

The proposed multimode anomaly detection framework for
the aircraft engine system mainly contains the training phase
and the testing phase. Therefore, the data set is divided into
a training set and a testing set. 100 engines are randomly
selected to form the training set, and the testing set is com-
posed of the remaining 160 engines.

In the training phase, distinguishing different operation
modes in the training set is conducted first. However, it is
difficult for users to customize different operation modes
in the identification of operation modes of aircraft engines.
Despite the fact that there are 6 operating conditions that had
been priorly known, we followed some existing researches
to cluster the data in terms of their corresponding operating
conditions, and 6 clusters were then acquired [29]. The three-
dimensional visualization of the operation modes of the air-
craft engine is shown in Fig. 3. It can be observed clearly
that the data set can be separated into six areas completely,
possessing a high degree of aggregation of points in each area.
Considering the above factors, k-means is used in this paper
to locate six clusters automatically. k is set to 6 in k-means
to obtain different sample groups under six operation modes.
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FIGURE 3. Distribution of operation modes data for all engines in the
dataset.

The clustering technique can be used to find the inherent
distribution structure of data and as a precursor process for
learning tasks such as classification and monitoring. In this
paper, the operation modes of aircraft engines are automati-
cally divided according to the clustering result. Then, a clas-
sification model is trained based on the clustering result in
the training phase to identify the operation modes of testing
samples in the testing phase.

After distinguishing the operation modes, the engine data
under multiple operation modes are preprocessed respec-
tively. The process of data preprocessing mainly includes
three steps, i.e., feature scaling, feature selection, and denois-
ing processing. Feature scaling is to standardize the sensor
data under each operation mode. Feature selection is to select
sensors according to the trend of the collected data. The slope
and changing range of sensor data are taken into consider-
ation for selection. The sensors with consistent trends for
all engines and with the close measurement values approxi-
mately when the sensor fails are selected. The top five sensors
under each operation mode are selected in this paper by
ranking the tendency of 21 sensors, and the sensors selected
under each operation mode are different. The moving average
filtering method is utilized in the step of denoising processing
to smooth the sensor data so as to reduce the influence of
noise.

C. ANOMALY DETECTION MODEL

In the training phase, after distinguishing the operation modes
and realizing data preprocessing, the anomaly detection mod-
els under different operation modes are built. Each engine is
in a healthy state at the beginning and gradually degenerates
until it fails, which generates the data in the whole lifecycle
of the equipment. Only in the final stage of the operation,
the abnormality occurs, causing the system failure. Therefore,
the data distribution of each engine is imbalanced, and the
data set is composed of a large number of healthy samples and
rare anomaly samples. For monitored run-to-failure systems,
the data obtained in the early stage can be regarded as healthy,
while those in the late stage can be regarded as abnormal [30].
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In this paper, the normal model is constructed on healthy
samples consisting of the first 50% of each engine from the
training set. By observing the trend of the data, it is gener-
ally known that each engine begins to degrade dramatically
after undergoing 80% of its life cycles and eventually fails.
Therefore, this paper chooses the first 50% of each engine
data in the training set as healthy samples. In fact, the per-
centage chosen can be adjusted in actual cases according
to the specific application. After training the normal model,
the corresponding anomaly indicator can be obtained for the
testing samples by comparing its deviation degree from the
normal model, illustrating the evolution of the degradation
process for the aircraft engine.

D. PERFORMANCE EVALUATION

In order to verify the effectiveness of the proposed Multi-
OC-ELM method, this paper compares the proposed method
with the Single-OC-ELM method which does not distin-
guish the operation modes and the Multi-PCA method which
distinguishes multiple operation modes. Furthermore, the
simulation results of these methods are compared by using
various evaluation indices. The same training set and testing
set are used for both Single-OC-ELM and Multi-OC-ELM
for construction and detection. Single-OC-ELM implements
the data preprocessing directly for each engine and realizes
the subsequent anomaly detection.

1) COMPARATIVE STUDY OF MULTI-OC-ELM

AND SINGLE-OC-ELM

a: ANOMALY MONITORING INDEX

The Engine No.154 in the testing set is randomly selected
to demonstrate the degradation trend of the equipment.
The trends of the anomaly monitoring indices obtained by
the Single-OC-ELM and the Multi-OC-ELM are presented
in Fig. 4a and 4b respectively. It can be seen that in each
cycle of operating, the operation modes of the engine are
changed randomly. The anomaly index obtained by OC-ELM
fluctuates with a smaller amplitude at the beginning and
begins to decrease dramatically in the later stage, indicating
that the equipment gradually deteriorates and the degree of
abnormality is deepening with increasing cycles. By com-
paring the change of anomaly indices in Fig. 4a and 4b,
apparent distinctions can be drawn that the trend of the engine
degradation index obtained by Multi-OC-ELM is smoother
due to the handling of the information about the operation
modes, which makes the engine state of health (SoH) more
distinguishable, helping to get a higher detection rate.

b: MODEL STABILITY ANALYSIS

The receiver operating characteristic (ROC) curve is applied
in this paper to measure the detection performance of the
model [31], [32]. The ROC curve is created by plotting the
true positive rate (TPR) against the false positive rate (FPR),
providing tools to select possibly optimal models and to
discard suboptimal ones. The anomaly indices are selected
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FIGURE 4. Anomaly index of Engine No.154 by using Single-OC-ELM and Multi-OC-ELM.
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FIGURE 5. ROC curves of two methods with running 20 times repeatedly.

as the discriminant threshold of the model in proper order,
forming the ROC curve. In practical application, the discrim-
inant thresholds are determined by (13). The abscissa of the
ROC curve is the false alarm rate (FAR) and the ordinate is
the anomaly detection rate (ADR) which is the accuracy of
the anomaly samples being detected. The closer the curve
is to the upper left corner in the coordinate axis, the better
the distinguishing performance of the model is. And the
area under the ROC curve (AUC) provides a good reference
to quantify the model. The larger AUC value indicates the
stronger distinguishing capability of the model.

Since the input weights and the biases of the hidden layer in
the ELM network are assigned randomly during every train-
ing process, the final output is the average value of multiple
operation results. However, in the experimental simulation
process, it can be noticed that there is still a great differ-
ence among the results obtained by Single-OC-ELM. The
Single-OC-ELM model is unstable. Therefore, the stability
of Single-OC-ELM and Multi-OC-ELM is compared in this
paper.

A total of 20 ROC curves obtained by Single-OC-ELM
and Multi-OC-ELM are shown in Fig. 5a and Fig. 5b,
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(b) Results of the Multi-OC-ELM.

respectively, in which the simulations are independently per-
formed 20 times and each simulation result is an average
of 30 results. It can be found from the degradation trend that
each engine generally begins to degrade significantly after
80% of its life cycles. Therefore, this paper labels the last
10% of each engine data as the abnormal samples. In this
paper, the number of hidden layer neurons is determined by
a stepwise testing method [33], [34], where the step of the
method is to set an initial value first, and then the number
of the hidden layer neurons increases gradually based on the
initial one. The classification performance of the model is
considered as the selection criteria for selecting the number
of neurons. Finally, the number of the hidden layer neurons
is set to 50 for Single-OC-ELM and 10 for Multi-OC-ELM.
The parameter setting in this paper is a condition for the
implementation of the engine case and the method illustra-
tion. In practice, the parameters can be adjusted according to
application requirements.

As shown in Fig. 5a, in some cases, the AUC values of
Single-OC-ELM are close to 0.5, which is equivalent to the
probability of random recognition. Small AUC values mean
that the abnormal samples are indistinguishable from the
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FIGURE 6. ROC curves of two methods under different proportions of abnormal data from 1% to 20%.

TABLE 1. Performance comparison between the Single-OC-ELM and the
Multi-OC-ELM.

Variance of 20 Variance of 20

Method Anomaly Indexes AUC Values Running Time (s)
Single-OC-ELM 0.397889 0.016481 3054.8887
Multi-OC-ELM 0.018846 1.767716e-06 702.8143

normal ones, resulting in poor classification effect. It can be
observed from Fig. 5a and Fig. 5b that multiple ROC curves
of Multi-OC-ELM are more concentrated. Furthermore, AUC
of Multi-OC-ELM is larger than that of Single-OC-ELM
with running 20 times. Therefore, with fewer hidden layer
neurons, Multi-OC-ELM has a simpler structure and achieves
better performance for anomaly recognition.

As the calculation results are shown in Table 1, the
variances of the anomaly indices and the AUC obtained
by Multi-OC-ELM are both much smaller than those of
Single-OC-ELM with running 20 times, and the running
time of Multi-OC-ELM is shorter. In conclusion, parallel
monitoring based on multimodel by dividing the operation
modes can not only reduce time cost, but also achieve stronger
distinguishing performance and greater stability.

¢: MODEL RECOGNITION CAPABILITY
To explore the influence of the labeling, the last percent-
ages of the engine data changed from 1% to 20% are
selected as anomaly samples respectively in this paper, and
the corresponding ROC curves under different percentages
are observed in Fig. 6. Each simulation result is the mean
of 30 results. The number of neurons at the hidden layer is set
to 10 for Multi-OC-ELM and 50 for Single-OC-ELM. Since
the Single-OC-ELM model is unstable, the best results and
the worst results by Single-OC-ELM are shown in Fig. 6a.
Similarly, the corresponding results by Multi-OC-ELM are
shown in Fig. 6b.

By comparing Fig. 6a and Fig. 6b, there are great differ-
ences between the best results and the worst results obtained
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by Single-OC-ELM, and the results of Multi-OC-ELM are
more stable. Furthermore, a total of 20 ROC curves under
different proportions of the abnormal data by Multi-OC-ELM
are more compact than those of Single-OC-ELM. To quan-
tify the results of Fig. 6, the corresponding AUC values are
calculated in Table 2. It can be seen that the AUC values of
the worst results by Multi-OC-ELM are all above 0.97, and
they have a smaller fluctuating range under different propor-
tions of the abnormal data than those of the best results by
Single-OC-ELM. The minimum of the best results by Single-
OC-ELM is only 0.949. Consequently, the distinguishing
capability of Multi-OC-ELM is stronger, achieving good per-
formance under different percentages of the abnormal data.

d: TYPE | AND TYPE Il ERROR RATES

The last 10% data of each engine are set as the abnormal
data, and then the trend of Type I and Type II error rates
by the two methods can be observed in Fig. 7. Type I and
Type I error rates represent the FAR and the missing alarm
rate (MAR) respectively. In Fig. 7, FAR and MAR obtained
by the worst results of Multi-OC-ELM versus the increasing
threshold value are shown by the red lines, and the best
simulation results of Single-OC-ELM are presented by the
blue lines. The dot-dash lines in Fig. 7 represent MAR, while
the solid ones represent FAR. As shown in Fig. 7, MAR
decreases, while FAR increases with the threshold increas-
ing. Low FAR and MAR indicate the good performance of
models. However, MAR and FAR are contradictory in some
cases. Therefore, the lower intersection point of the two lines
indicates the better performance of the model, which means
that the lower FAR and MAR can be acquired simultaneously
by selecting appropriate thresholds.

In Fig. 7, it can be seen that the intersection point of red
curves is significantly lower than that of the blue curves,
indicating that lower FAR and MAR can be acquired by
Multi-OC-ELM at the same time. In addition, compared
with the red curves in Fig. 7, the two blue curves change
more steeply, indicating that Single-OC-ELM has low error
rates only in a small range. By contrast, the red curves
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TABLE 2. Comparison between Multi-OC-ELM and Single-OC-ELM in terms of AUC.

Percentage of data labeled

Method 1% 2% 3% 4% 5% 6% 7% 8% 9% 10%
as abnormal samples
Single-OC-ELM Worst results 0.545 0.550 0.547 0543 0.548 0556 0563 0571 0571 0573
Best results 0982 0983 0983 0983 0984 0984 0984 0983 0982 0.982
Mult.oC.ELy _ Worst resulis 0974 0977 0979 0981 0983 0984 0985 098 0987 0.988
Best results 0982 0985 098 0988 0989 0990 0990 0991 0991 0.991
Method Percentage of datalabeled g 15g 139, 149 15%  16%  17%  18%  19%  20%
as abnormal samples
Single-OC.ELM _ Worst results 0577 0582 0589 0591 0591 0595 0600 0.600 0.601 0.601
Best results 0979 0977 0975 0972 0969 0966 0963 0958 0.954 0.949
MultiOC.ELM  Worst results 0.989 0989 0988 0988 0987 0985 0983 0981 0978 0974
Best results 0991 0991 099 0989 0987 0985 0983 0980 0976 0.971
1 T = ensuring the same FAR, lower MAR is desirable, i.e., the
\‘\ \ closer the curve in Fig. 8 is to the lower-left corner, the better
0.8 - Falsc-alarm rate \ 7 the model performance is. The two red curves in Fig. 8 are
l;/_hsslm% ia]r;;jte '\“ very close. Therefore, it can be concluded that the perfor-
206 — ]\:[ni_e-o c -ELM \ 7 mance of Multi-OC-ELM is significantly better than that of
% R Y Single-OC-ELM.
L'E 04 I~ . 3 “\ I
fror rate=7.3% 2) COMPARATIVE STUDY OF MULTI-OC-ELM AND
0.2 I il MULTI-PCA
| rror rate_l' - | PCA is one of the most widely used multivariate statis-
01 5 10 5 0 5 tical methods in the process monitoring of industrial sys-

Threshold value

FIGURE 7. Changes of Type I and Type Il error rates by Multi-OC-ELM and
Single-OC-ELM.
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FIGURE 8. The relationship between Type | and Type Il error rates
obtained by Multi-OC-ELM and Single-OC-ELM.

obtained by Multi-OC-ELM vary gently, possessing a wider
interval of low error rates. Therefore, low FAR and MAR
can be acquired within a larger range of thresholds using
Multi-OC-ELM, which can provide more choices for the user
to realize alarming in the accepted time range.

In Fig. 8, the best results and the worst results of the two
methods about the relationship between Type I and Type 11
error rates are presented. It is general that in the case of
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tems [35]. It can detect anomalies of the equipment without
the prior information of data labels, which is applicable to
the industrial application. Therefore, Multi-OC-ELM is com-
pared with Multi-PCA to illustrate the effectiveness. Note that
Multi-PCA differs from Multi-OC-ELM only in the detection
model.

a: ANOMALY MONITORING INDEX

The trend of the anomaly index about Engine No. 154
obtained by Multi-PCA is presented in Fig. 9. Comparing
4b with Fig. 9, it can be seen that the anomaly index of
Multi-PCA fluctuates with a larger amplitude than that of
Multi-OC-ELM, indicating that the index provided by the
latter possesses a stronger distinguishing capability. Since the
anomaly index of Multi-OC-ELM in the latter stage sharply
decreases, the abnormality would be captured more accu-
rately with a low FAR than that of Multi-PCA.

In addition, the PCA-based unsupervised algorithm for
anomaly detection may lead to bad anomaly scores for the
data which are actually in a healthy stage. This is caused
by the instability of equipment and the lack of data at the
beginning of the operation. As shown in Fig. 9, the anomaly
index of Multi-PCA shows a decreasing trend and then it
rises, which may result in higher false alarm rates at the early
stage.

b: MODEL RECOGNITION CAPABILITY
Similarly, the different last percentage of each engine
data varied from 1% to 20% are set as anomaly samples
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FIGURE 10. ROC curves of the Multi-PCA method under different
proportions of abnormal data from 1% to 20%.

respectively, and the corresponding 20 ROC curves obtained
by Multi-PCA are presented in Fig. 10. In this paper, the
worst results in 20 simulations by Multi-OC-ELM are com-
pared with the result of Multi-PCA. Comparing Fig. 6b with
Fig. 10, it can be seen that the 20 ROC curves obtained by
Multi-OC-ELM are more concentrated, while the variation is
larger for the case of Multi-PCA. In Fig. 11, the AUC values
obtained by Multi-OC-ELM under different percentages are
all above 0.97, while the largest AUC value obtained by
Multi-PCA is around 0.92. In addition, all the AUC values
obtained by Multi-PCA in each case are lower than those of
Multi-OC-ELM. As the percentage increases, the AUC value
obtained by Multi-PCA decreases significantly, indicating
that the distinguishing capability gradually weakens when the
threshold is far away from failure point. It can be concluded
that the performance of Multi-OC-ELM is less affected by
the labeling of the anomaly data, representing a stronger
robustness of Multi-OC-ELM.

The confusion matrices obtained by Multi-OC-ELM and
Multi-PCA are presented in Fig. 12. Each row of the matrix
represents the instances in a predicted health state, while
each column represents the instances in an actual health state.
In Fig. 12, the value 1 represents the healthy class and value
0 represents the anomaly class. The green areas and red areas
represent the number of samples and the percentage of the
total samples. The green areas correspond to the correctly
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FIGURE 11. Comparison of AUC values by the two methods under
different percentages.

classified samples and the red areas correspond to the incor-
rectly classified samples. A column of gray areas on the right
of the confusion matrix correspond to the precision for each
class, in which the precision is the accuracy rate in the pre-
dicted samples. The gray areas at the bottom row correspond
to the true positive rate (TPR) which is the percentage of the
correctly classified samples in each class. The blue area in the
lower right corner represents the overall accuracy. It can be
observed clearly in Fig. 12 that each metric in the confusion
matrix obtained by Multi-OC-ELM performs better than that
of Multi-PCA.

c: MODEL STABILITY ANALYSIS

PCA constructs the detection model merely based on the
data, which indicates that the model is constant. The ROC
curve obtained by Multi-PCA and a total of 20 ROC curves
obtained by Multi-OC-ELM with simulating 20 times are
shown in Fig. 13. The last 10% of each engine data are
set as the anomaly samples, which is a condition chosen
to accomplish the comparison between Multi-OC-ELM and
Multi-PCA on the stability analysis.

As shown in Fig. 13, the AUC value of Multi-PCA is
lower than any result of Multi-OC-ELM. Generally, since the
OC-ELM algorithm involves label information, the Multi-
OC-ELM method has a better performance of anomaly
detection.

d: TYPE | AND TYPE Il ERROR RATES

As the threshold increases, the changes of FAR and MAR
obtained by Multi-PCA are plotted in Fig. 14. Comparing
Fig. 14 with Fig. 7, the intersection point of FAR and MAR
obtained by Multi-OC-ELM is lower than that of Multi-PCA,
indicating that it is possible for Multi-OC-ELM to simulta-
neously obtain a FAR and a MAR less than 5% by selecting
an appropriate threshold, which is impossible for Multi-PCA.
Moreover, the evolution of two curves of Multi-OC-ELM
in Fig. 7 is smoother, indicating that low MAR and FAR can
be acquired within a wider range of thresholds. Fig. 15 has the
same form as Fig. 8, and it can be concluded that the worst
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result of Multi-OC-ELM performs significantly better than
that of Multi-PCA.

In this paper, the proposed method is compared with
Single-OC-ELM and Multi-PCA respectively. It is significant
to establish multiple models by distinguishing multiple oper-
ation modes and the effectiveness of OC-ELM is verified.
In addition, different general evaluation indicators such as
ROC, Type I and Type 1II error rates, confusion matrix, and
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FIGURE 15. The relationship between Type I and Type Il error rates
obtained by Multi-OC-ELM and Multi-PCA.

running time are applied for a comprehensive comparison.
It is demonstrated that the proposed method performs better
with larger AUC values and lower error rates. Since the
proposed method is based on ELM, its performance can
be closely related to the number of the hidden layer neu-
rons, or the complexity of the structures of the distributed
data. For the problems where the data are distributed in a
complex nonlinear way, increasing the number of the hidden
layer neurons and combining it with effective feature extrac-
tion methods can be possible solutions.

IV. CONCLUSION

In this paper, a new anomaly detection framework for com-
plex industrial systems with multiple operation modes is
proposed. By distinguishing different operation modes and
constructing multiple models, the proposed method can cap-
ture the anomaly changes of the system accurately under
multiple operation modes and verified by a field dataset
C-MAPSS of the aircraft engine. OC-ELM is utilized for
anomaly detection, which is applicable for the practical
industry process with rare anomaly samples. The effec-
tiveness and the superiority of the proposed method are
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demonstrated with multiple performance metrics compared
with the existing methods. The anomaly index obtained by the
detection model effectively reflects the change of the degra-
dation trend of the engine, so as to detect abnormalities of
the system in time. The proposed method has superior perfor-
mance in robustness and practicability without the parameter
optimization, which is beneficial to the multimode anomaly
detection in most industrial systems.
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