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ABSTRACT Excessively high brake temperature of hydrodynamic retarders may lead to brake fading and
failure, resulting in a decrease in brake effectiveness. However, the temperature performance modeling
of hydrodynamic retarders is a challenge because of the non-linear characteristics of the system. In this
study, a temperature model based on an artificial neural network is constructed to predict the temperature
performance of a hydrodynamic retarder in constant-torque braking process. The model is developed
from a back-propagation neural network trained with the Levenberg-Marquardt algorithm. Before the
application of the neural network, computational fluid dynamics is used to obtain the controllable region
where experimental tests were performed to collect data for neural network training and validation. The
linear regression method is adopted to check the quality of the training. It is shown that the constructed
back-propagation neural network model is within 98% accuracy. Furthermore, the temperature model of the
hydrodynamic retarder, which consists of the back-propagation neural network and thermal balance models,
is simulated for 1500N-m, 2000N-m, and 2500N-m constant-torque braking processes. The simulation results
are in agreement with experimental data within 2.87% error. The proposed temperature model can predict
the temperature of the hydrodynamic retarder accurately and provide theoretical guidance for brake control
strategy and thermal management.

INDEX TERMS Hydrodynamic retarder, back-propagation neural network, constant-torque braking, tem-

perature performance.

I. INTRODUCTION

Hydrodynamic retarder is an effective auxiliary brake widely
used on heavy-duty vehicles, featuring high braking torques,
low unit weight, and good thermal decay characteristics
compared with other auxiliary braking devices [1]. One of
the important functions of hydrodynamic retarders is that
it can provide constant braking torque for the vehicle driv-
ing downhill according to the driver’s intention. Hydrody-
namic retarder converts mechanical energy into liquid heat,
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resulting in efficient generation of braking torque. Heat
energy emits into the environment by the heat exchanger and
the shell of hydrodynamic retarder [2]. Although the working
oil of hydrodynamic retarders is constantly cooled by cooling
systems, the internal temperature of the retarder working
chamber can reach a high level during long braking. When
the temperature exceeds the maximum acceptable temper-
ature, the hydrodynamic retarder downshifts automatically,
and the total braking torque is reduced [3]. The tempera-
ture prediction model for hydrodynamic retarders enables the
driver or the control system to take necessary emergency
measures to avoid traffic accidents and can also serve as a
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reference for the cooling control system to adjust the coolant
flow and to reduce unnecessary energy consumption.

Many studies have been conducted in the field of hydro-
dynamic retarder thermal properties. Wang et al. [4] estab-
lished a hydraulic retarder cooling system model based on the
Rankine cycle and analyzed its characteristics and power con-
sumption under different working conditions. In this work,
hydraulic retarder is simplified to a system composed of
a heat source and a pump. Zhang et al. [5] designed a
waste heat recovery system based on the Rankine Cycle.
This system recycles waste heat energy in the transmission
fluid to supplement the energy requirements for the cool-
ing system. Liu et al. [6] combined computational fluid
dynamic (CFD) simulation and multi-objective optimization
to optimize the shape of the plate-fin heat exchanger for the
hydraulic retarder. The internal flow fields involving tem-
perature, pressure, and velocity were qualitatively compared
to further emphasize the optimization effect. Liu er al. [7]
developed an integrated cooling evaporation system for the
hydraulic retarder which has a 200% heat-sinking capacity
comparing to traditional plate-fin heat exchangers. The flow
model and the heat source model of the transmission medium
in the hydraulic retarder are established according to the tra-
ditional one-dimensional beam theory. Bu et al. [8] provided
a comprehensive analysis of the thermophysical properties
of the working oil in a hydraulic retarder and concluded
that braking torque could increase with the enlargement of
density and reduction of viscosity, while the specific heat
and thermal conductivity have no obvious effect on brak-
ing performance. Zheng et al. [9] deduced a braking torque
model by using fluid mechanics and a temperature rise model
by using thermodynamics. The mathematical models can
be used to describe the energy conversion of the hydraulic
retarder. However, the temperature performance of hydrody-
namic retarders is rarely reported, and its modeling approach
needs to be studied.

Based on the literature review, CFD is one of the most used
conventional methods for modeling the temperature of hydro-
dynamic retarders. It can make comprehensive quantitative
and qualitative evaluation of internal flow field of hydrody-
namic retarders, which is not easily obtained in experimental
research [10]. However, the existing CFD models do not take
into account the influence of the hydraulic control system on
the internal flow field, which would reduce model accuracy.
In addition, its input variable, namely charging rate, is diffi-
cult to measure during test. Also, the process of using CFD to
learn the characteristic parameters of hydrodynamic retarder
mechanism under all operation conditions is characterized
by large computational load, long computational time, and
high cost.

Estimation of hydrodynamic retarder temperature during
braking process is a complex question characterized by a
number of interacting factors between which the relationship
is not precisely known. The artificial neural network (ANN)
can establish the relationship between the input and out-
put variables for non-linear and multi-dimensional systems
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without the knowledge of basic mechanism or complex math-
ematical equations [11]. In recent years, ANN has been exten-
sively used for various disciplines [12]-[14]. Esfe et al. [15]
predicted the thermal conductivity of nanofluids using ANN
and nonlinear regression. The results show that the ANN
model has good ability to predict the thermal conductivity
of the nanofluids. Lin et al. [16] developed a deep belief
network model to predict the stress of Ni-based superalloy.
The results show that the deep belief network model can
effectively characterize the hot deformation behavior of the
Ni-based superalloy and has an excellent interpolation ability.
Cay et al. [17] used an ANN model to predict the brake
specific fuel consumption, effective power, average effec-
tive pressure, and exhaust gas temperature of a methanol
engine. Results show that the ANN provided great accuracy
in modeling the methanol engine performance. Therefore,
ANN is a promising option for the temperature performance
modeling of hydrodynamic retarders, if provided with suf-
ficient experimental data, appropriate learning algorithms
and network structures [18]. Among variety types of ANN
models being selected for modeling hydrodynamic retarders,
back-propagation neural network (BPNN) has been proven to
be one of the most robust designs capable of producing fast
and accurate fitting results. Yan [19] built the feedback oil
pressure model of the hydraulic retarder based on BPNN and
inspected its extrapolation ability. However, most scholars
train the BPNN model based on the physical limits of the
inputs instead of the controllable region of hydrodynamic
retarders, which will increase the complexity and reduce the
accuracy of temperature prediction model.

To the best of the authors’ knowledge, this is the first
study to investigate the temperature performance of a hydro-
dynamic retarder based on controllable region using ANN.
In this study, a temperature model was developed to predict
the temperature of a hydrodynamic retarder in constant torque
brake process based on limited experimental data. Firstly,
the controllable region was obtained with CFD. Secondly,
the steady-state experiment of the hydrodynamic retarder
was performed under several typical working conditions, and
the data based on the controllable region were collected for
subsequent network training and validation. Then, the BPNN
was trained with the test data and was combined with the
thermal balance model to constitute the temperature model
of the hydrodynamic retarder. Finally, the temperature perfor-
mance under various constant-torque braking processes was
simulated, and its capability and accuracy were validated by
experiment. This method can provide theoretical guidance for
brake control strategy and thermal management.

Il. SYSTEM DESCRIPTION

The entire hydrodynamic retarder is composed of three parts,
hydrodynamic retarder working chamber, hydraulic system,
and electronic control unit (ECU) as shown in Fig. 1. The
working chamber is constituted by a rotor and a stator with
an inlet and an outlet. The braking control strategy is stored
in the ECU. When the hydrodynamic retarder starts working,
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FIGURE 1. Structure and working principle of the entire hydrodynamic retarder.

the ECU outputs control signals to open the oil charging valve
and regulates the control oil pressure of the oil discharging
valve. Then the working oil flows from the oil charging pump
into the working chamber. The rotor drives the working oil
to circulate in the working chamber so that braking torque
is generated by a reaction force between the rotor and the
stator. After that, the working oil enters the oil discharging
valve through the outlet. At the same time, the control oil
pressure of the oil discharging valve adjusts both the charging
rate of the working chamber and the cooling circulation flow,
which is cooled by the heat exchanger before flowing back to
the working chamber [20]. Meanwhile, the ECU records the
target braking torque according to drivers’ intention, and col-
lects the current braking torque and temperature in a timely
manner. When the hydrodynamic retarder stops working,
the ECU outputs the control signals to close the oil charging
valve and to fully open the oil discharging valve, which makes
the working oil flow from the working chamber back into the
tank. At this time, the charging rate is nearly zero.

lll. TEMPERATURE MODEL

The hydrodynamic retarder temperature model consists of
two sub-models (Fig.10): one is the BPNN model and the
other is the thermal balance model. The BPNN model builds
the relationship between the inputs (control oil pressure and
rotational speed) and the outputs (braking torque and cooling
circulation flow) of the hydrodynamic retarder. The thermal
balance model involves the heat generation from braking
torque and hydraulic power, the heat loss via the cooling
system, and the heat loss to the ambient air. These two models
together have effects on the temperature rise in the braking
process.

A. CONTROLLABLE REGION
When the control oil pressure is above the upper thresh-
old or below the lower threshold, the oil discharging valve
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is fully closed or fully open, and the braking torque is
maximized or minimized. Therefore, there is a controllable
region beyond which the control oil pressure can change
neither the opening degree of the oil discharging valve nor
the braking torque. To decrease the complexity of the model,
the uncontrollable region is ignored in the sequel. While the
boundary of the controllable region of the control oil pressure
is determined by the rotational speed, the boundary of the
rotational speed is affected by the power of the electrical
motor. Since the controllable region could not be obtained in
the experimental study, it is determined by simulation before
the study.

The outlet oil pressure of the hydrodynamic retarder at
maximal and minimal charging rate at different rotor rota-
tional speeds was simulated by CFD [21]. Here are the
assumptions and conditions of the simulation. The oil is
assumed to be an incompressible viscous fluid, and its den-
sity and viscosity are determined by the temperature of the
working chamber, which can be calculated according to [22].
It is also assumed that there is no leakage in the working
chamber and no deformation of flow passage caused by
fluid—solid interaction between the working fluid and the
impeller. Boundary conditions were set according to the
working conditions of the hydrodynamic retarder. The inlet
part was set as the velocity inlet, which defined the flow
rate through the hydrodynamic retarder (as the flow rate in
the experiment is determined by the oil charging pump). The
pressure of the outlet was defined by the standard atmospheric
pressure. Other surfaces were assumed to be rigid walls with
no slip in the steady-state simulation. Finite volume method
was used to discretize the control equations. The standard
k — e model was used as the turbulence model [23]. The main
parameters of the hydrodynamic retarder are listed in Table 1.
The CFD model of the hydrodynamic retarder with inlet
and outlet is shown in Fig. 2. In the conditions of maxi-
mal and minimal charging rate, the outlet pressure p,,; of
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TABLE 1. Main parameters of hydrodynamic retarder.

Parameters Rotor/Stator
External diameter 380 mm
Internal diameter 220 mm
Blade number 20/24

Blade thickness 4 mm

Blade angle 30°

Outlet \» A_( Inlet

Stator

FIGURE 2. CFD model of hydrodynamic retarder with inlet and outlet.

4 L
r Relief valve | é?ié?é?[ i/ /1 j
T Cover —»
‘L 4 A
} fe % Spring %

Fk i x T u
Spool

N

Sleeve
Fsy Fa w A k

(outlet of HR)

B(Tank)

7777
|
|
|
|
|
|

FIGURE 3. Schematic diagram of oil discharging valve.

the hydrodynamic retarder at different rotational speeds was
simulated.

Fig. 3 shows a schematic diagram of the oil discharging
valve. Port A is connected to the outlet of the hydrodynamic
retarder and the inlet of heat exchanger while port B is always
connected to the tank. The valve is composed of a relief valve
regulating control force, a cover connecting the pressure relief
valve and valve body, a main spool, a sleeve containing the
main spool, and a spring [24].

When there is no liquid flow in the damping hole of the oil
discharging valve, the spool weight and viscous friction were
ignored [25]. The maximal and minimal control oil pressure
at different rotational speeds were calculated in Fig. 4 based
on the CFD simulation results using the spool force balance
equation (1):

Fe—Fy+Fi+Fy=0 (1
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FIGURE 4. The maximal and minimal control oil pressure of the
controllable region at different rotational speeds.

where F, = %D%Pc is the control force generated by the
control oil pressure, P is the pressure of the control oil,
D, is the diameter of the cavity hole of the control chamber,
F, = %DgPa is the force on the acting face of the inlet,
P, is the inlet pressure of the oil discharging valve which is
assumed equal to Py, D, is the diameter of the inlet of the
oil discharging valve, Fy = K(Xo + X) is the reset stretch,
K is the reset spring stiffness, Xy is the initial compression of
the reset spring, Fyy is the steady flow force.

B. EXPERIMENTAL TESTING

The experimental equipment is mainly composed of power
source (electrical motor), inertia device, torque and rota-
tional speed sensors, and hydrodynamic retarder, connected
by couplings. The experimental equipment and arrangement
are shown in Fig. 5. The technical specifications of the test
are given in Table 2. Parameters measured in this study and
their range and accuracy are listed in Table 3.

TABLE 2. The technical specifications of the test system.

Parameters Values
Motor rated power 630 kW
Motor rated speed 3000 r/min
Inertia 45 kg-m?
Cooling water flow 252 m3/h
Heat dissipation area 44 m?/h
Ambient temperature 25°C

TABLE 3. Range and accuracy of the parameters measured.

Parameters Range Accuracy
Rotational speed 0-10000 r/min +0.1%
Torque 0-5000 N-m +0.1%
Pressure 0-16 bar +0.5%
Flow 30-330 L/min +3%
Temperature -30-150°C + 1%

The steady-state tests were conducted after the hydrody-
namic retarder runs fully and stably. The range of the rota-
tional speed of the tests is from 500 r/min to 1100 r/min. Such
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TABLE 4. Experimental test results to obtain braking torque and cooling circulation flow.

Sample  Rotational ~ Control oil Braking Cooling Sample  Rotational ~ Control oil Braking Cooling
no. speed pressure torque circulation no. speed pressure torque circulation
(r/min) (bar) (N-m) flow (L/min) (r/min) (bar) (N-m) flow (L/min)
1 500 1.12 835.3 55.5 28 800 7 3748.2 167.6
2 500 1.5 1035.5 65.9 29 800 7.2 3790.3 167.8
3 500 3 1212.2 74.1 30 900 0.66 534.6 50.3
4 500 4 1265 75.8 31 900 1.5 987.1 84.5
5 500 5 1276.4 76.1 32 900 3 1805.1 128.5
6 500 5.2 1277.9 76.2 33 900 4 2519.1 155.7
7 600 0.77 731.2 54.6 34 900 5 3229.1 174.9
8 600 1.5 1076.8 76.6 35 900 6 3793.8 189.2
9 600 3 1603.2 98.6 36 900 7 4264.2 194
10 600 4 1918.7 108.3 37 900 73 4339.7 194.5
11 600 5 2086.5 110.7 38 1000 0.65 524.9 49.8
12 600 6 2159.1 111.1 39 1000 1.5 959.8 72.1
13 600 6.1 2165 111.3 40 1000 3 1844.3 1343
14 700 0.7 660.7 52.4 41 1000 4 2678.3 161.2
15 700 1.5 1168.2 89.2 42 1000 5 3412 186.4
16 700 3 1878.2 125.7 43 1000 6 4189 202.8
17 700 4 2363 133.2 44 1000 7 4496.3 208.5
18 700 5 2694.3 137.3 45 1000 7.4 4541.6 209.4
19 700 6 2965.4 141.1 46 1100 0.64 511.3 49.3
20 700 7 31353 141.6 47 1100 1.5 1000.9 82.4
21 700 7.1 3156 141.7 48 1100 3 1777.1 133.9
22 800 0.67 592.7 51.8 49 1100 4 2584.3 164.6
23 800 1.5 1193.1 85.2 50 1100 5 3443.7 192.6
24 800 3 1895.9 126.2 51 1100 6 4204.5 212.8
25 800 4 2499.7 145.1 52 1100 7 4747.5 219.7
26 800 5 3057.5 159.5 53 1100 75 4905.9 220.8
27 800 6 3485.9 166.1
The bold values are the boundary parameters of the controllable region.
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Console Computer ECU System i B
Xi by — > f —_— Yi
+Bi
Xi > — f —— Yi
+By
Xn > — f — Ya
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FIGURE 5. Experimental equipment and arrangement.

lower bound and upper bound are selected based on vehicle
idle speed and motor power limit respectively. In steady-state
test, the rotational speed was fixed but the control oil pressure
was varied to obtain the braking torque at different control oil
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Y=f(WX+B)

FIGURE 6. Typical structure of back-propagation neural network.

pressures. The test results were recorded through embedded
programs in data acquisition system with at 50 Hz. According
to the data structure of hydrodynamic retarder, 71 experimen-
tal data sets uniformly distributed over the controllable region
were collected, of which 53 sets (nearly 75%) were used for
training, as is shown in Table 4. The remaining 18 data sets
(25%) were used for validation.

C. BACK-PROPAGATION NEURAL NETWORK

BPNN is a non-linear feedforward network using back-
propagation algorithm to realize training target. Theoreti-
cally, the neural network with enough hidden layer and unit
can approximate any non-linear relationship [12]. Fig. 6
shows the typical structure of a BPNN. The equation
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Hidden layer

Output layer

FIGURE 7. The structure of back-propagation neural network for modeling of braking torque and cooling circulation flow.

in Fig. 7 represents the mathematical relationship between the
inputs X and the outputs Y, where f is the transfer function for
hidden and output layers. This relationship can be established
by adjusting the weight matrices W and bias vectors B in
the hidden layers and the output layers to minimize the mean
square error value during the training processes [26]. In this
study, control oil pressure and rotational speed were selected
as the inputs, while braking torque and cooling circulation
flow were selected as the outputs. The design of BPNN also
includes the transfer function, the number of layers, and the
number of neurons of the hidden and the output layer [27].

The Sigmoid function is commonly used as the transfer
function in the hidden layers for a BPNN. The shape of the
Sigmoid function, steep in the middle and flat at the ends,
is similar to the way neurons in the human brain work, which
makes it suitable for test data fitting of the hydrodynamic
retarder because of the low sensitivity to noisy data [28].
In addition, tangent (Tansig) ¢(x) and logarithmic (Logsig)
¥ (x) in (2) and (3) were used in this research as well [29].

2
o) = ——— — 1 @)
e

1+e* ©)

For the output layer transfer function, the Sigmoid function
appears to be inappropriate as it narrows the output signal to
a sensitive range [30]. And the output layer should faithfully
transfer the signal from the last hidden layer to the output
layer. Therefore, a linear function was adopted [31].

The number of hidden layers and neurons have great influ-
ence on the performance of BPNN. The number of neurons in
the hidden layer can be determined by the number of neurons
in the input layer by Kolmogorov’s theorem [32], as described
in (4), where nj, and n; are the number of neurons in the hidden
layer and the input layer, respectively [33]. In this study, »; is
set as 2, and ny, is 5 consequently.

np =2n; + 1 4

The performance of the BPNN model was evaluated
statistically using three prediction score metrics, namely
the coefficient of correlation (R2) [34], root-mean-square
error (RMSE) [35], and Nash—Sutcliffe efficiency coefficient
(NSE) [36] in the following equations:

n - -
> (fexp,i — fExp)(fBPNN i — fBPNN)
i=1

R? =

&)

\/zn:(fEXP,i — fexp)*(fspnn i — fBPNN )2
=1

VOLUME 9, 2021

n
> (fexp,i — fapan.i)?
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NSE =1 — Z EXP,i IEPNN,IZ .
‘= (exp.i —fexp.)
- 1 n _ 1 n .
where fEXP = ZfEXP,h fBPNN = ZfBPNN’ n is the
=~ >

number of data sle_ts used for training, }Exp is the output
obtained from the experiment, fppyn is the output predicted
by the network.

As there are no fixed rules in determining the BPNN
structure or its parameter values, several networks of different
numbers and transfer functions of hidden layers were trained
until an acceptable error was obtained, namely the highest R?,
NSE and the lowest RMSE. Comparison of different trained
networks are shown in Table 5. By trial and error, the best
prediction accuracy occurs when there are 5 hidden layers
whose transfer functions are Tansig, Logsig, Tansig, Logsig,
Tansig, as shown in Fig. 7.

Fig. 8 shows the linear regression relationship between
the model output (Mro, go) and the corresponding target
(Mrct, gct), which are used to verify the training quality of
the model. Here Mro and go are the braking torque and the
cooling circulation flow output by the BPNN, Mrct and gct
are the experimental values of the braking torque and the
cooling circulation flow. The ideal fit is shown as dashed
lines (Mro = Mrct, qo = qct) where outputs are equal to
targets. Two regression lines (green solid lines in the figure)
are computed to approximate the output data (hollow circles
in the figure). 1.0041, 1.0008 and 0.3574, 1.1433 correspond
to the slope and the y-intercept of the regression lines. In other
words, the regression lines and the ideal fitting lines almost
overlap. In conclusion, the model is of excellent training
quality [37].

After training, the network was tested. In this way, a higher
generalization level can be guaranteed. The model outputs,
braking torque and cooling circulation flow, are shown
in Fig. 9 (a) and (b). The testing accuracies for Mr and g
were above 98% and 99% according to Fig. 9 (c) and (d).
It proves that the developed hydrodynamic retarder
model has excellent interpolation ability and can provide
reliable data.

A larger network almost invariably achieves a low error
eventually, but this may indicate overfitting rather than a
good model. An overfitted model can be easily diagnosed
by monitoring the performance of the model during training.
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TABLE 5. Comparison of trained networks for braking torque.

Serial no. Layer structure Hidden transfer function R? RSME NSE

1 2X5X5Xx5x5x%x2 Tansig, Logsig, Tansig, Logsig 0.99995 0.58432 0.999999487
2 2X5Xx5x5%x5%x5x%x2 Tansig, Logsig, Tansig, Logsig, Tansig 0.99997 0.47809 0.999999878
3 2XS5X5X5Xx5%x5x%x2 Logsig, Tansig, Logsig, Tansig, Logsig 0.99995 0.57071 0.999999272
4 2XS5X5X5Xx5%x5x%x2 Logsig, Logsig, Logsig, Logsig, Logsig 0.99994 0.65356 0.999999091
5 2Xx5X5Xx5x5%x5x%x2 Tansig, Tansig, Tansig, Tansig, Tansig 0.99996 0.51130 0.999999506
6 2XS5X5X5Xx5x5x%x2 Tansig, Tansig, Logsig, Tansig, Tansig 0.99995 0.57321 0.999999358
7 2X5X5X5x5%x5x%x2 Logsig, Logsig, Tansig, Logsig, Logsig 0.99993 0.69591 0.999999656

The bold values are selected as parameters of the optimum structure.
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FIGURE 8. Linear regression relationship for modeling result and
experimental data of braking torque and cooling circulation flow.

The accuracy on test data at the end of each epoch was com-
puted, and training stopped when the accuracy was no more
improving [38]. In this way, a perfect fit between underfitting
and overfitting was obtained.

The time complexity for training a back-propagation neural
network that has 5 layers is O(nt * (ij + jk + kl 4+ lm)), where
i, ], k, 1, and m denote the number of nodes of the input layer,
the second layer, the third layer, the fourth layer, and the out-
put layer respectively, with 7 training examples and n epochs.
Back-propagation can be expressed for simple feed-forward
networks in terms of matrix multiplication. Each matrix size
is determined by the nodes of two adjacent layers. The time

24878

complexity of matrix multiplication for M;; * Mj; is simply
O(i * j % k) [39]. For the back-propagation algorithm starting
from the output layer m — [, the time complexity is O(m *
t x [). Now going back from [ — k, the time complexity is
O(Ixt(m—+k)). Using the same logic fork — j,j — i, the total
time complexity for one epoch is O(t * (ij + jk + kI + Im)).

D. THERMAL BALANCE MODEL

The heat generation from braking power is spread through-
out the working oil by means of conduction and causes the
increase of temperature. The calorific capacity of the hydro-
dynamic retarder is expressed as follows:

_ Mn(1—n)
Or = 9550

where M, is the braking torque (N-m), n is the rotational
speed (r/min), 7 is the efficiency.

The hydraulic control system of hydrodynamic retarder is
mainly composed of valves, oil charging pump, control oil
pump, tank, and connecting pipes. When the working oil
circulates in these components, pressure loss and flow loss
such as valve’s throttling loss and pump’s volumetric loss
inevitably occur. These power losses are eventually converted
to heat energy absorbed by the working oil [40]. The calorific
capacity of the hydraulic control system is expressed as
follows:

®)

_ Apgy
T 60

where Ap is the differential pressure (Mpa), gj, is the flow
(L/min).

The heat loss via the cooling system is mainly convection
heat transfer. The heat dissipating capacity of the cooling
system is expressed as follows [41]:

On ©))

Oc = K AcAly (10)

where K, is the convection heat transfer coefficient
(W/m2- K), A, is the heat dissipation area of heat exchanger
(m?), At,, = % is the log mean temperature differ-
ence (K), At 18 the maximum temperature difference of
the two fluids at each end of the heat exchanger, and At,,;, is
the maximum temperature difference of the two fluids (K).
The heat loss from the hydrodynamic retarder shell to the
ambient air are mainly convection heat transfer as well. The
heat dissipating capacity of the hydrodynamic retarder shell
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FIGURE 10. The block diagram structure of the constant-torque control system.

is expressed as follows:

Asqsd

Qs =—— (1)

where A is the heat dissipation area of the shell (m?), g is
the heat transfer rate (W/m?3), § is the wall thickness of the
shell (m).

According to the energy balance, the temperature rise of
the working oil in the hydrodynamic retarder is expressed as
follows:

d&_ Or + On — Qc — O
dr C,imn
where Cp is the specific heat capacity of working
oil (J/kg- K), m = gp is the mass flow rate (kg/s), ¢ is the
cooling circulation flow (L/min), p is the density of working
oil (kg/m?).

(12)
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IV. TEMPERATURE PERFORMANCE

The target of brake control of the hydrodynamic retarder is to
keep the braking torque constant under constant and varying
rotational speed. In other words, the controller produces a
proper control oil pressure so that the braking torque can
remain constant. The block diagram of the constant torque
control system is shown in Fig. 10. A proportional integral
derivative (PID) controller is applied to closed-loop brak-
ing torque control under various rotational speed conditions,
which has the advantages of fast response, high stability,
easy parameters setting and low cost. The input of the con-
troller is the error between the target braking torque and
the actual braking torque, and the output is the control oil
pressure signal. The effects of all three individual parameters
(P-I-D) add up to produce the output. Manual tuning of PID
parameters is applied in this study as a proper approach due
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to the fact that the constant-torque braking process is steady
and free of noise [42].

An experimental study was conducted to validate the accu-
racy of temperature model. For the sake of safety, the exper-
iment was carried out under initial temperature of 80°C and
braking time of 40 s. Due to the limit of the engine power,
the experiments were conducted at 1500 N-m, 2000 N-m,
and 2500 N-m respectively, under constant and varying rota-
tional speeds, as shown in Fig. 11 (a), (b), (c), (d). These
operations were repeated for three times in the same method
to insure that test results are reliable. Then the test rotor
rotational speed and control parameters were used to temper-
ature model. The comparison of the temperature data from
simulation and experiment is shown in Fig. 12 (a), (b). Tem-
perature errors between experiment and simulation are given
in Fig. 12 (c) and (d), respectively. The relative error between
the simulating results and the experimental data is defined as
follows:

X0 — Xt

8= x 100 (13)

Xt
where xo and x; are the values of the simulating results and
the experimental data, respectively.
The temperature continues to increase in the constant-
torque braking processes, as shown in Fig. 12 (a), (b).
Since constant torque means braking power is also constant,

24880

TABLE 6. The predicted and experimental temperature at the end of
braking time, under constant and varying rotational speed.

Braking torque M,, Rotational speedn  Temperature T (°C)

(N-m) (r/min) simulation/experiment
1500 1000 86.9°C/86.7°C

2000 1000 90.5°C/90.4°C

2500 1000 92.4°C/92.6°C

1500 900-600 92.1°C/92°C

2000 1000-700 98.9°C/99.1°C

2500 1100-800 103.7°C/103.5°C

the highest temperature appears at the end of the braking.
The temperature rise rate could be determined from the
constant-slope curve. The rise rates under constant rotational
speed 1000 r/min are 0.172°C/s, 0.263°C/s, and 0.31°C/s
for three constant torques. Under varying rotational speed,
namely when braking power is varying, the rise rate of 7" will
decrease with the reduction of rotational speed. The simulated
and experimental temperature at the end of braking pro-
cess under constant and varying rotational speed are shown
in Table 6. Also, the results in Fig. 12 (c), (d) show that the
simulated curves fits well with the experimental data, since
the maximal temperature difference is 2.3°C. It is acceptable
for prediction to have such a small error in comparison to
the actual high working chamber temperature, considering
the fact that the temperature is inevitably affected by system
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pressure oscillation, internal leakage, and temperature sensor
delay.

In this study, a method is developed to predict temperature
changes in braking process. Validation claims that the tem-
perature prediction model is feasible. However, some limita-
tions of this method can be expected. Though the prediction
process runs fast, the training and test data have to be re-
collected, and the model has to be retrained if the type of
hydrodynamic retarder is different. In addition, temperature
prediction model based on BPNN essentially works as black
box and cannot quantify the effect of each input on the
network output.

V. CONCLUSION

Based on the experimental data, a temperature prediction
model of a hydrodynamic retarder is developed. The opti-
mized structure of back-propagation neural network model
is 2-5-5-5-5-5-2, and its testing accuracy is 98%. It is found
from the temperature performance curves that the tempera-
ture of hydrodynamic retarder is positively related to the brak-
ing power and the braking time, and the temperature rise rate
is determined by the braking power. Furthermore, the output
of the temperature model accords well with the experimen-
tal data within +2.87% error. The high accuracy indicates
that the developed temperature prediction model is able to

VOLUME 9, 2021

effectively predict the temperature of the hydrodynamic
retarder operating in the controllable region. The presented
model also can provide technical references to matching
design of the cooling system, brake control and thermal man-
agement of the hydrodynamic retarder.
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