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ABSTRACT Clustering data with both numeric and categorical attributes is of great importance as such data
are ubiquitous in real-world problems. Multi-view learning approaches have proven to be more effective and
having better generalisation ability compared to single-view learning in many problems. However, most of
the existing clustering algorithms developed for mixed numeric and categorical data are single-view. In this
research, we propose a novel multi-view clustering algorithm based on the k-prototypes (which we term
Multi-view K-Prototypes) for clustering mixed data. To the best of our knowledge, our proposed Multi-view
K-Prototypes is the first multi-view version of the well-known k-prototypes algorithm. To cluster the mixed
data over multiple views, we present a novel representation prototype of cluster centres in the scenario of
multiple views, and we also devise formulas for updating the cluster centres over each view. Then we propose
the concept of consensus cluster centres to output the final clustering result. Finally, we carried out a series of
experiments on four benchmark datasets to assess the performance of the proposedMulti-view K-Prototypes
clustering. Experimental results show that the Multi-view K-Prototypes algorithm outperforms the seven
state-of-the-art algorithms in most cases.

INDEX TERMS Data clustering, multi-view learning, mixed data, numeric and categorical attributes.

I. INTRODUCTION
Clustering analysis, which identifies the nature groups of
data objects in an unsupervised manner, is a fundamental
task in data mining and machine learning [1]–[4]. Clustering
algorithms have beenwidely used in information retrieval [5],
[6], privacy preserving [7], social media analysis [8], text
analysis [9], image analysis [10], bioinformatics [11], [12],
and sentiment analysis [13] etc. Clustering analysis aims to
divide the data objects with similar characteristics into the
same clusters, and the oneswith dissimilar characteristics into
different clusters [14]. The existing clustering algorithms in
the literature can be classified into two types: partitional and
hierarchical [2]. The partitional clustering algorithms allocate
data objects within a dataset into a predefined number of
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clusters by optimizing an objective cost function, whereas the
hierarchical clustering algorithms divide these data objects
into a dendrogram of partitions by utilizing an agglomera-
tive or divisive strategy [15].

In partitional clustering algorithms, the k-means algo-
rithm is widely used in many fields due to its simple and
efficiency [16]. To deal with the fuzziness of data objects
in clusters, the fuzzy k-means algorithm was proposed by
Bezdek, Ehrlich, and Full [17]. These two algorithms were
developed for the numeric datasets. In many applications,
data objects with both numeric and categorical attributes are
commonly encountered. These two types of attributes have
different domains of values, and they coexist in the clusters
and data objects. Thus, how to represent and update the centre
of a cluster and design appropriate dissimilarity measures
between the centre of a cluster and a data object are the main
challenges in clustering mixed data. Several algorithms have
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been proposed for clustering the mixed data. Huang [18] pro-
posed the well-known k-prototypes algorithm, which com-
bined the k-means approach with the k-modes approach,
to cluster mixed data. Bezdek et al presented the fuzzy
k-prototypes algorithm to deal with the uncertainty about
which cluster a data object belongs to [19]. The k-prototypes
algorithm and its fuzzy version are extended in [14], [20],
[21] by utilizing the influence of attributes and improving the
cluster centre representation. Li and Biswas developed a hier-
archical approach SBAC (Similarity-Based Agglomerative
Clustering) by using Goodall similarity [22]. Hsu and Chen
presented the method CAVE (Clustering Algorithm based on
the Variance and Entropy), which requires to construct the
distance hierarchy for categorical attributes [23]. Lam, Wei,
and Wunsch introduced the UFLA method by integrating
the fuzzy ART (adaptive resonance theory) with the UFL
(unsupervised feature learning) [24]. Zheng et al. developed
the approach EKP (Evolutionary k-prototypes) by using the
framework of evolutionary algorithm [25]. David and Aver-
buch introduced the approach SpectralCAT, which trans-
forms the numeric attributes into the categorical ones [26].
Foss et al. proposed the method KAMILA (Kay-means for
mixed large data sets) which can directly deal with dif-
ferent types of attributes and require less parameters [27].
Chen andHe presented a self-adaptive peak density clustering
approachACC-FSFDP by employing the idea of density clus-
tering [28]. Ji et al introduced CCS-K-Prototypes by utilizing
cuckoo search strategy and the k-prototypes framework [4].

The majority of the existing clustering algorithms are
single-view learning. Multi-view learning approaches, which
utilize the consistency and complementary information in
different views, demonstrates more effective, more promis-
ing, and better generalization ability than the single-view
counterparts in many problems [29]. The existing multi-
view learning algorithms fall into one of the following three
types: co-training, multiple kernel learning, and subspace
learning [29]. In addition, most of the multi-view learning
approaches are designed for supervised learning tasks.

With the success of multi-view learning, multi-view clus-
tering has attracted more and more attention in recent years.
Kailing et al introduced amulti-view density-based clustering
approach, which is the multi-view version of the well-
established DBSCAN [30]. Bickel and Scheffer proposed
a multi-view clustering algorithm for text data and demon-
strated that the multi-view spherical k-means and the multi-
view EM algorithms achieved better performance than their
single-view counterparts [31]. Chaudhuri et al presented
a multi-view clustering algorithm on the basis of canon-
ical correlation analysis [32]. Kumar et al introduced a
co-regularized multi-view spectral clustering algorithm [33].
Wang et al proposed a group detection framework on the basis
of multi-view clustering [34]. Huang et al presented a deep
multi-view spectral clustering algorithmMVSCN [3]. Li et al
introduced a multi-view spectral clustering algorithm by uti-
lizing bipartite graphs [35]. Zhao, Ding, and Fu introduced
a deep matrix factorization model for multi-view clustering

on the basis of semi-nonnegative matrix factorization [36].
Nie, Li, and Li proposed a self-weighted multi-view cluster-
ing algorithm by utilizing multiple graphs [37]. Zhang et al
presented a binary multi-view clustering algorithm BMVC to
deal with image data [38].

These algorithms are either single view ones or not
designed for data with both numeric and categorical
attributes. In this article we present a novel multi-view clus-
tering algorithm based on the k-prototypes framework (Multi-
view K-Prototypes) for mixed numeric and categorical data.
To the best of our knowledge, our algorithm is the first multi-
view version of the well-known k-protypes algorithm. In our
approach, we first present the representation prototype and
updating approaches for cluster centres in the scenario of
multiple views. Then we develop the representation of con-
sensus prototypes and the approach to output the final cluster-
ing result, and we use a simple example to illustrate the work
process of the presented Multi-view K-Prototypes algorithm.
Finally, we present the complexity analysis of the Multi-view
K-Prototypes algorithm and assess the performance of this
algorithm on several benchmark datasets.

The remainder of this article is organized as follows: we
first review some related work in Section II. In Section III,
we depict the proposed approach. This is followed by the
experimental results which demonstrate the effectiveness of
the proposed approach in Section IV. Finally, we draw con-
clusions of this article and explore the future directions in
Section V.

II. NOTATIONS AND RELATED METHODS
In this section, we first introduce the notations utilized in this
article, and we then briefly review the idea of the multi-view
EM and the k-prototypes algorithm.

A. NOTATIONS
Suppose X = {x1, x2, . . . , xn} represents a dataset with
n data objects and xi (1 ≤ i ≤ n) denotes a data object
characterized by m attributes A1,A2, . . . ,Am. All values of
an attribute Aj in a dataset constitute the domain of val-
ues Dom

(
Aj
)
. For the mixed data, the domain of values

could be classified into two types: numeric and categori-
cal. The numeric domain is consisted of continuous real
numbers, whereas the categorical domain is a finite set of
the categorical values without natural ordering such as red,
white, blue. The categorical domain is generally expressed
as Dom

(
Aj
)
=

{
a1j , a

2
j , . . . a

t
j

}
, where the superscript t

represents the number of values of the categorical attribute
Aj in a dataset. A data object xi is usually expressed as [A1 =
xi1]

∧
[A2 = xi2]

∧
. . .

∧[
Aj = xij

]∧
. . .

∧
[Am = xim],

where xij ∈ Dom
(
Aj
)
for 1 ≤ j ≤ m. For ease of description,

xi is denoted as a vector [xi1, xi2, . . . , xim].

B. MULTI-VIEW EM
The multi-view EM clustering framework was introduced
by Bickel and Scheffer for document clustering [31]. This
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algorithm is a co-training style multi-view learning algorithm
where the available attributes of data objects are divided
into two distinct views. The multi-view EM approach, as a
co-training style algorithm, has two assumptions: a) suffi-
ciency: each view suffices for learning; b) conditional inde-
pendence: the two views are conditionally independent given
a mixture component [29], [31]. Let V 1 and V 2 be the two
views of attributes, then a data object xi is expressed as[
x1i , x

2
i

]
. Here, x1i and x2i are vectors over the views V 1 and

V 2, respectively. The process of the multi-view EM approach
is presented in the Algorithm 1.

Algorithm 1 Multi-view EM

Input: A dataset X =
{[
x11 , x

2
1

]
, . . . ,

[
x1n , x

2
n
]}
.

1. Initialize model parameters 22
0, the maximum number of

iterations T , and set the iteration number t = 0.
2. E step in View 2: calculate expectation for hidden variables

based on the model parameters 22
0.

3. Do until the stop condition is achieved:
a) For v = 1,2:

i. t = t + 1;
ii. M step in view v: search for the model

parameters 2v
t which maximize the

likelihood for the data based on the
expected values of the hidden
variables in view v̄ of iteration t-1;

iii. E step in view v: calculate expectation for
hidden variables based on the model
parameters 2v

t ;
b) End For.

4. Output: the combined model parameters
2̂ = 21

t−1 ∪2
2
t .

In Step 3.a.ii, View v̄ is the complementary view of View
v, and the stop condition of the multi-view EM is as follows:
the iteration number t is no less than the maximum number
of iterations T .

C. THE K-PROTOTYPES ALGORITHM
As mentioned above, Huang presented the well-known
k-prototypes algorithm for clustering mixed data [18]. The
objective of this algorithm is to divide the dataset X into k
clusters or groups by minimizing the cost function, which is
given as follows:

E (U ,V ) =
k∑
j=1

n∑
i=1

uijd
(
xi,Vj

)
, (1)

where Vj is the cluster centre or prototype of a cluster j;
uij(0 ≤ uij ≤ 1) is an element of the membership matrix
Un×k ; and d

(
xi,Vj

)
is the distance measure which is formu-

lated by:

d
(
xi,Vj

) m∑
l=1

d
(
xil, vjl

)
. (2)

The term d
(
xil, vjl

)
in Equation (2) is given as follows:

d
(
xil, vjl

)
=

{ (
xil − vjl

)2 if the lth attribute is numeric,
βjθ

(
xil, vjl

)
if the lth attribute is categorical,

(3)

where θ (a, b) = 1 if terms a and b have different
values,θ (a, b) = 0 if terms a and b have the same value,
and βj is the weight of categorical attributes in a cluster j.
When the lth attribute is the numeric one, vjl is the mean
of the lth attribute in Cluster j; when the lth attribute is the
categorical one, vjl is the most frequent value or the mode of
the lth attribute in Cluster j. The process of the k-prototypes
algorithm is given in Algorithm 2.

Algorithm 2 K-prototypes
Input: Dataset X , the number of clusters k , βj.
1. Choose k data objects in a random manner from the

dataset X as the initial cluster centres or prototypes.
2. For each data object in X , assign it to the cluster whose

prototype is the nearest one to this data object
according to Equation (2); following each assignment,
update the cluster centre or the prototype of the
corresponding cluster.

3. Recalculate the similarity between data objects and the
prototypes after all data objects have been assigned.
If the nearest prototype of a data object belongs
to another cluster, remove this data object from its
current cluster and reassign it to the nearest one.
Update the prototypes for these two clusters.

4. Repeat Step 3 until no data object changes its clusters.
5. Output: the clustering result.

III. THE PROPOSED METHOD
In this section, we first develop the representation and updat-
ing approaches of cluster centres in the multi-view scenario,
and we then present the concept of consensus prototype
to output the final clustering result. Then we depict the
Multi-view K-Prototypes (multi-view clustering based on
k-prototypes) approach. Finally, we use a simple example to
illustrate the work process of the Multi-view K-Prototypes
algorithm and analyse the complexity of this algorithm.

A. THE REPRESENTATION OF CLUSTER CENTRES
In this subsection, we present a representation prototype of
the cluster centre in the multi-view scenario. Like the other
co-training style multi-view learning approaches, we split
the available attributes of data objects into two views. As
aforementioned, a data object is described by m attributes.
For ease of description, let the first u attributes are in View 1,
and the rest attributes are in View 2. Thus, in the multi-view
scenario, a data object xi is represented as

xi =
[
x1i,1, x

1
i,2, . . . , x

1
i,u, x

2
i,u+1, x

2
i,u+2, . . . , x

2
i,m

]
. (4)

VOLUME 9, 2021 24915



J. Ji et al.: Multi-View Clustering Algorithm for Mixed Numeric and Categorical Data

In (4), xi can be abbreviated as xi =
[
x1i,, x

2
i

]
. The representa-

tion prototype of the cluster centre for a cluster j is expressed
as

vj =
[
v1j,1, v

1
j,2, . . . , v

1
j,u, v

2

j,u+1
, v2j,u+2, . . . , v

2
j,m

]
. (5)

In (5), vj can be abbreviated as vj =
[
v1j,, v

2
j

]
. In a cluster

centre vj, if the lth attribute in View e is a numeric attribute,
vej,l is the mean of that attribute in Cluster j; if the lth attribute
in View e is a categorical one, vej,l is the mode or the most
frequent value of that attribute in Cluster j.

B. THE MULTI-VIEW K-PROTOTYPES ALGORITHM
In this subsection, we propose a novel multi-view cluster-
ing algorithm called Multi-view K-Prototypes for dealing
with mixed numeric and categorical data. Like the other
co-training style multi-view learning algorithms, we split the
available attributes of data objects into two views. There is
a cost function in each view. The goal of the Multi-view
K-Prototypes algorithm is to divide a dataset X into k clusters
by minimizing the cost function in each view. In a view e,
the cost function is given as follows:

E
(
U e,V e)

=

k∑
j=1

n∑
i=1

ueijd(x
e
i , v

e
j ), (6)

where U e is the membership matrix over View e;V e
=[

ve1, v
e
2, . . . , v

e
k

]
is the set of cluster centre prototypes over

View e; xei is the data object xi over View e; vej is
the cluster centre prototype of Cluster j over View e,
ueij
(
0 ≤ ueij ≤ 1

)
is an element of the membership matrix

U e
n×k , and d

(
xei , v

e
j

)
is the dissimilarity measure which is

given as follows:

d
(
xei , v

e
j

)
=

m∑
l=1,e′=e

d
(
xe
′

il , v
e′
jl

)
. (7)

In (7), e′ denote the view where the lth attribute is located in,
and d

(
xe
′

il , v
e′
jl

)
is formulated as follows:

d
(
xe
′

il , v
e′
jl

)

=


(

xe
′

il − v
e′
jl

max l − minl

)2

if the lth attribute is numeric,

βjθ
(
xe
′

il , v
e′
jl

)
if the lth attribute is categorical,

(8)

where xe
′

il represents the value of the lth attribute of a data
object xi over View e′; max l and minl are the maximum and
minimum value of the lth attribute in Dataset X, respectively;
βj is the weight of the categorical attributes in Cluster j; the
value of θ (a, b) is 0 if the terms a and b have the same value;
the value of θ (a, b) is 1 if the terms a and b have different
values. When the lth attribute is a numeric one, ve

′

jl is the
mean of the lth attribute in Cluster j over the view e′; when the
lth attribute is a categorical one, ve

′

jl is the mode or the most

frequent value of the lth categorical attribute in the cluster j
over the view e′. Let vej be a cluster centre over View e, Cluster
cej is given as follows:

cej =
{
xei ∈ X

e
: d
(
xei , v

e
j

)
< d

(
xei , v

e
b
)
, j 6= b

}
, (9)

whereX e denotes the datasetX over View e. In (6), ueij is given
as follows:

ueij =

{
1, if xei ∈ c

e
j ,

0, if xei /∈ c
e
j .

(10)

Based on the above descriptions, we present the flow
chart of the proposed Multi-view K-Prototypes approach in
Figure 1, and depict the detailed process of this approach in
Algorithm 3.

Algorithm 3 Multi-view K-Prototypes

Input: Dataset X =
{[
x11 , x

2
1

]
,
[
x12 , x

2
2

]
, . . . ,

[
x1n , x

2
n
]}
,

the maximization iteration number MaxIteN, the fixed
iteration number FixedIteN, and the expected number of
clusters k .
1. Initialize the cluster centre prototype V 2

t over View 2
randomly, and set the iteration number t = 0;

2. Partition data objects over View 2: based on the cluster
centre prototype V 2

t , allocate each data object in the
dataset X to the cluster whose cluster centre is nearest
to this data object according to (9) over View 2;

3. While (the stop criterion is not met)
a) For e=1, 2:

i. t=t+1;
ii. Update the cluster centre prototypes

over View e: calculate the cluster centre
prototypes V e

t =
{
ve1, v

e
2, . . . , v

e
k

}
based on

the partition over View ē of the iteration t-1;
iii. Partition data objects over View e: based on

the cluster centre prototypes V e
t , allocate

each data object
in the dataset X to the cluster
whose cluster centre is nearest to this data
object according to (9) over View e;

b) End For;
4. End While
5. Return combined cluster centre prototypes

ComV = V 1
t−1 ∪ V

2
t , and output the final

clustering result.

In Step 3.a.ii of Algorithm 3, View ē is the complementary
view of View e, and the updating process of cluster centres
(prototypes) is described as follows:

For a cluster centre prototype vej , if the lth attribute is a
numeric one, vejl is calculated according to (11).

vejl =

∑n
i=1,x ēi ∈c

ē
j
xeil∣∣∣cēj ∣∣∣ , (11)
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FIGURE 1. The flow chart of the Multi-view K-Prototypes algorithm.

where cēj is the cluster j over View ē, and the symbol
∣∣∣cēj ∣∣∣ |.|

denotes the number of data objects in Cluster cēj . If the lth
attribute is a categorical one, vejl is the most frequent value or
the mode of the lth attribute over View e for the data objects
in the cluster cēj , which is given as follows:

vejl = calculate Mode(Vals), (12)

where Vals is formulated as follows:

Vals = {xeil : x
ē
i ∈ c

ē
j . (13)

Once an iteration is completed, we calculate the cost
function for each view e according to (6). If the value of
the cost function is not improved for a given number of
iterations such as 5 in each view, we terminate the opti-
mization process. Therefore, the stop criteria in our Multi-
view K-Prototypes algorithm are summarized as follows: the
iteration number t is no less than the maximum iteration
number (MaxIteN) or the cost functions are not improved for
a fixed number of iterations (FixedIteN) in each view.

When the iteration process of the Multi-view K-Prototypes
algorithm ends, the data objects in Cluster c1j and the ones in
Cluster c2j may not be identical. Inspired by Bickel and Schef-
fer’s work, we also utilize the consensus principle, which
aims to maximize the agreement on multiple views, to gain
the final clustering result [29], [31]. Firstly, we calculate the
consensus partition, which is given by:

CP =
{
cp1, cp2, . . . , cpk

}
, (14)

where cpj is formulated as follows:

cpj =
{
xi ∈ X : x1i ∈ c

1
j

∧
x2i ∈ c

2
j

}
. (15)

Based on the consensus partition CP, we then calculate the
consensus cluster centre prototypes, which are given by:

CV = {cv1, cv2, . . . , cvk} . (16)

Like the representation of a data object xi, a consensus
cluster centre prototype cvj is expressed as cvj =

[
cv1j , cv

2
j

]
.

In a consensus cluster centre prototype cvj, if the lth attribute
is a numeric one, the cvejl is calculated according to (17) as
follows:

cvejl =

∑n
i=1,xi∈cpj

xeil∣∣cpj∣∣ , (17)

where the symbol
∣∣cpj∣∣ |.| denotes the number of data objects

in the cluster cpj; if the lth attribute is a categorical one,
the cvejl is the mode or the most frequent value of the lth
attribute in the cluster cpj, which can be formulated as
follows:

cvejl = calculate Mode (CVals) , (18)

where CVals is defined as follows:

CVals =
{
xeil : xi ∈ cpj

}
. (19)

Finally, we allocate each data object in a dataset X to the
cluster with the nearest consensus cluster centre as follows:

cj =
{
xi ∈ X : d

(
xi, cvj

)
< d (xi, cvs) , s 6= j

}
(20)

In (20), d
(
xi, cvj

)
is given as follows:

d
(
xi, cvj

)
=

2∑
e=1

d
(
xei , cv

e
j

)
. (21)

C. AN ILLUSTRATIVE EXAMPLE
In this subsection, we first give a simple synthetic dataset and
then utilize this dataset to illustrate the execution process of
theMulti-viewK-Prototypes algorithm. The synthetic dataset
X consists of eight data objects where each one has two
numeric attributes and two categorical attributes. In Table 1,
we depict the details of these data objects.

Assume that the synthetic dataset X has two clusters,
the attributes in View 1 are gender and age, and the attributes
in View 2 are height and hobby. Let the clusters number
k be 2, the maximization iteration number MaxIteN be 4,
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TABLE 1. The Synthetic Dataset

and the fixed iteration number FixedIteN be 2. As in the
original K-Prototypes algorithm, the parameter βj is set as
1.0. In the stage of initialization, the cluster centre prototype
V 2
t is initialized as two randomly selected data objects over

View 2, and the current iteration number t is set as 0. Assume
that data objects x2 and x5 are chosen, the cluster centre
prototype V 2

0 are listed as follows:

V 2
0 = {166,writing; 194, basketball}.

Based on the cluster centre prototype V 2
0 , the data objects

in the dataset X are divided into two clusters according to (9).
These two clusters are listed as follows:

c21 =
{
x21 , x

2
2 , x

2
4 , x

2
7 , x

2
8

}
,

c22 =
{
x23 , x

2
5 , x

2
6

}
.

The value of the cost function View 2, which is calculated
according to (6), is 5.62. The iteration number t increases
to 1. Based on the partition over View 2, the representation
prototype V 1

1 of cluster centre over View 1 is calculated based
on (11), (12) and (13). The representation prototype V 1

1 is
listed as follows:

V 1
1 = {female, 22.6;male31.33} .

Based on the cluster centre prototype V 1
1 , the data objects

in the dataset X are divided into two clusters according to (9).
These two clusters are listed as follows:

c11 =
{
x12 , x

1
4 , x

1
7

}
, c12 =

{
x11 , x

1
3 , x

1
5 , x

1
6 , x

1
8

}
.

The value of the cost function over View 1, which is cal-
culated by (6), is 0.85. The iteration number t increases to
2. Based on the partition over View 1, the representation
prototype V 2

2 of cluster centre over View 2 is calculated by
(11), (12) and (13). The cluster centre prototype V 2

2 is listed
as follows:

V 2
2 = {170.33,writing; 182.2,music} .

Based on the cluster centre prototype V 2
2 , the data objects

in the dataset X are divided into two clusters by using (9).

These two clusters are listed as follows:

c21 =
{
x22 , x

2
4 , x

2
7

}
, c22 =

{
x21 , x

2
3 , x

2
5 , x

2
6 , x

2
8

}
.

The value of the cost function over View 2, which is calcu-
lated by (6), is 4.37. This value is smaller than the previous
value 5.62 over View 2, which means the value of the objec-
tive cost function over View 2 is improved or reaches a new
minimum. The iteration number t increases to 3. Based on
the partition over View 2, the representation prototype V 1

3 of
cluster centre over View 1 is calculated by (11), (12) and (13).
The cluster centre prototype V 1

3 is listed as follows:

V 1
3 = {female, 23.0;male, 27.6} .

Based on the cluster centre prototype V 1
3 , the data objects

in the dataset X are divided into two clusters by using (9).
These two clusters are listed as follows:

c11 =
{
x12 , x

1
4 , x

1
7

}
, c12 =

{
x11 , x

1
3 , x

1
5 , x

1
6 , x

1
8

}
.

The value of the cost function over the view 1, which is
calculated by (6), is 0.61. This value is smaller than the
previous value 0.85 over the view 1, which means the value
of the cost function over the view 1 is improved or reaches a
new minimum. The iteration number t increases to 4. Based
on the partition over View 1, the representation prototype V 2

4
of cluster centre over View 2 is calculated by using (11), (12)
and (13). The cluster centre prototype V 2

4 is listed as follows:

V 2
4 = {170.33,writing; 182.2,music} .

Based on the cluster centre prototype V 2
4 , the data objects

in the dataset X are divided into two clusters by using (9).
These two clusters are listed as follows:

c21 =
{
x22 , x

2
4 , x

2
7

}
, c22 =

{
x21 , x

2
3 , x

2
5 , x

2
6 , x

2
8

}
.

The value of the cost function over the view 2, which is
calculated by using (6), is 4.37. This value is equal to the
previous value 4.37 over the view 2, which means the value
of the cost function over View 2 is not improved or not
reaches a new minimum. Due to iteration number t is no less
than the maximum iteration number MaxIteN, the execution
process of the Multi-view K-Prototypes algorithm is termi-
nated. To obtain the final clustering result, we firstly get the
consensus partition CP using (14) and (15). The elements in
the consensus partition are listed as follows:

cp1 =
{
[x12 , x

2
2 ], [[x

1
4, x

2
4], [x

1
7 , x

2
7]
}
,

cp2 =
{[
x11 , x

2
1

]
,
[
x13 , x

2
3

]
,
[
x15 , x

2
5

]
,
[
x16 , x

2
6

]
, [x18 , x

2
8 ]
}
.

Based on the consensus partition CP, the consensus cluster
centre prototypes CV is calculated by employing (16), (17),
(18) and (19). The elements in the consensus cluster centre
prototypes CV are listed as follows:

cv1 = {female, 23.0, 170.33,writing} ,

cv2 = {male, 27.6, 182.2,music} .
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TABLE 2. The Datasets Used in Experiments

Based on the consensus cluster centre prototypes CV,
the final clustering result can be obtained by dividing the data
objects in the datasetX into two clusters according to (20) and
(21). Therefore, the final clustering result is as follows:

c1 = {x2, x4, x7} , c2 = {x1, x3, x5, x6, x8} .

D. ALGORITHM COMPLEXITY ANALYSIS
In this subsection, we discuss the complexity of the Multi-
view K-Prototypes algorithm. The time complexity of the
presented approach includes two main components: the
updating of cluster centre prototypes, and the calcula-
tion of the partition matrix of data objects in each iter-
ation. The computational cost of these two components
are O (k(p+ Nm− Np)n) and O(nkm), respectively. Here k
denotes the number of clusters; p denotes the number of
numeric attributes; m denotes the number of all attributes;
N denotes the maximal number of values for all categorical
attributes; n denotes the number of data objects contained in a
dataset X . Thus, the whole time complexity of theMulti-view
K-Prototypes algorithm is O(k(p+Nm−Np+m)ns), where
s denotes the number of iterations required when this algo-
rithm terminates. As for the space complexity, theMulti-view
K-Prototypes algorithm needs O(mn) to store the dataset X ,
O(nk) to store the membership matrix, andO(km) to store the
cluster centre prototypes. Thus, the whole space complexity
of theMulti-viewK-Prototypes algorithm isO(mn+km+nk).

IV. EXPERIMENTS AND DISCUSSION
For evaluating the performance of the Multi-view
K-Prototypes algorithm, we run this algorithm on four
datasets: zoo, heart disease, credit approval, and breast can-
cer. All these datasets are downloaded from the well-known
UCIMachine LearningRepository (http://archive.ics.uci.edu/
ml/datasets.php). In Table 2, we briefly list the important
information of these datasets.

In clustering analysis, the Rand Index [39] and the Yang’s
accuracy measures [40] are widely utilized for evaluating

the clustering results. In order to assess the gained clus-
tering results, we employ these two measures in this
research. In Yang’s approach, the clustering accuracy (AC),
precision (PR), and recall (RE) are respectively given by:

AC =

k∑
i=1

ai

n
, (22)

PR =

k∑
i=1

ai
ai+bi

k
, (23)

RE =

k∑
i=1

ai
ai+ei

k
. (24)

In (22)-(24), ai denotes the number of data objects correctly
distributed to the class Ci; bi denotes the number of data
objects wrongly allocated to the class Ci; ei denotes the
number of data objects wrongly refused from the class Ci; k
represents the number of classes for a dataset, and n denotes
the number of data objects included in a dataset. If Y ={
y1, y2, . . . , yv1

}
and Y ′ =

{
y′1, y

′

2, . . . , y
′
v2

}
are two parti-

tions of a dataset X = {x1, x2, . . . , xn}, then the Rand Index
(RI) [39] is formulated as follows:

RI =

n∑
i=1,j=2;i<j

ωij(
n
2

) , (25)

where ωij is given by:

ωij=



1, if there exist v and v′such that both xi
and xj are in both yv and y

′

v′ ,

1, if there exist v and v′such that xiis in both
yv and yv′ ’ while xj is in neither yv nor y

′

v′ ,

0, otherwise.
(26)

The higher values of these four measures (i. e. AC, PR,
RE, and RI) mean the better clustering result. To evalu-
ate the algorithm’s performance, we assessed the proposed
Multi-view K-Prototypes algorithm on four datasets. Owing
to the randomness of the initial cluster centres, the Multi-
view K-Prototypes algorithm is executed twenty trials on
each dataset, and the mean values of AC, PR, RE, and RI
are obtained. The clustering results of several algorithms,
including K-prototypes [18], SBAC [22], KL-FCM-GM [21],
EKP [25], ABC-K-Prototypes [41], CCS-K-Prototypes [4],
and ACC-FSFDP [28] reported in [4] are also provided
for comparison. In our Multi-view K-Prototypes algorithm,
we set the maximum iteration number MaxIteN as 100,
the fixed iteration number FixedIteN as 5 by the rule
of thumb, and the number of clusters k as the number
of classes contained in a dataset. In K-Prototypes algo-
rithm [18], the weight parameter is set as 1.0 in all experi-
ments. For a fair comparison of our proposed approach with
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the K-Prototypes algorithm, the parameter βj in Eq. (8) is
also set as 1.0 in our experiments. Similar to the Bickel
and Scheffer’s approach [29], [31], we split the available
attributes of data objects in a random way into two views to
construct multiple views for the data without natural multiple
views.

We start our experiments by considering the zoo dataset.
This dataset includes 101 data objects, where each one
has one numeric attribute and sixteen categorical attributes.
According to the class attribute, the zoo dataset has seven
classes. In Table 3a, we list the accuracy (AC) of Multi-
view K-Prototypes and other algorithms used for comparison
on the zoo dataset. From this table we can see that our
Multi-view K-Prototypes algorithm achieves the highest AC
value (0.899) than other algorithms. In Table 3b, we summa-
rize the precision (PR) of the above algorithms on the zoo
dataset. We can see that the Multi-view K-Prototypes algo-
rithm achieves the PR value of 0.859, which is comparable
with other algorithms. In Table 3c, we list the recall (RE) of all
algorithms on the zoo dataset. The Multi-view K-Prototypes
algorithm achieves the highest RE of 0.734. In Table 3d,
we summarize the rand index (RI) of all algorithms on the
zoo dataset. Again, our Multi-view K-Prototypes algorithm
achieves the highest RI of 0.939. The clustering results
in Tables 3a-3d clearly show that our proposed Multi-view
K-Prototypes algorithm obtains the highest values on the
measures AC, RE, RI, and achieves a comparable value on
the measure PR.

The heart disease dataset consists of 303 data objects.
These data objects are the patient instances with 6 numeric
attributes and 9 categorical attributes. There are two class
attributes in this dataset. If the 15th attribute is used
as the class attribute, the data object is characterized by
14 attributes, and the heart disease dataset has five classes; if
the 14th attribute is used as the class attribute, the data object
is characterized by 13 attributes, and the heart disease dataset
has two classes. For the first case, we summarize the accuracy
(AC) of Multi-view K-Prototypes and other algorithms on
the heart disease dataset (first case) in Table 4a. From this
table we can see that our Multi-view K-Prototypes algorithm
achieves the highest AC value (0.656) than other algorithms.
In Table 4b, we list the precision (PR) of the above algo-
rithms on the heart disease dataset (first case). We can see
that the Multi-view K-Prototypes algorithm achieves the PR
value of 0.637, which is comparable with other algorithms.
In Table 4c, we summarize the recall (RE) of all algorithms
on the heart disease dataset (first case). The Multi-view
K-Prototypes algorithm achieves the highest RE of 0.398.
In Table 4d, we list the rand index (RI) of all algorithms on
the heart disease dataset (first case). Again, our Multi-view
K-Prototypes algorithm achieves the highest RI of 0.684. The
clustering results in Tables 4a-4d clearly show that our pro-
posedMulti-view K-Prototypes algorithm obtains the highest
values on the measures AC, RE, and RI, and achieves a
comparable value on the measure PR.

TABLE 3. a. The Accuracy (AC) of the Clustering Algorithms on the Zoo
Dataset b.The precision (PR) of the clustering algorithms on the Zoo
dataset. c. The recall (RE) of the clustering algorithms on the Zoo dataset.
d. The rand index (RI) of the clustering algorithms on the Zoo dataset.

For the second case where the heart disease dataset
uses the 14th attribute as its class attribute, and has two
classes. In Table 5a, we list the accuracy (AC) of Multi-view
K-Prototypes and other algorithms used for comparison on
the heart disease dataset (second case). From this table we
can see that our Multi-view K-Prototypes algorithm obtains
the AC value of 0.810, which is comparable with other algo-
rithms. In Table 5b, we summarize the precision (PR) of the
above algorithms on the heart disease dataset (second case).
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TABLE 4. a. The Accuracy (AC) of the Clustering Algorithms on the Heart
Disease Dataset (First Case) b. The precision (PR) of the clustering
algorithms on the Heart disease dataset (first case). c. The recall (RE) of
the clustering algorithms on the Heart disease dataset (first case). d. The
rand index (RI) of the clustering algorithms on the Heart disease dataset
(first case).

We can see that the Multi-view K-Prototypes algorithm
achieves the PR value of 0.809, which is comparable with
other algorithms. In Table 5c, we list the recall (RE) of
all algorithms on the heart disease dataset (second case).
The Multi-view K-Prototypes algorithm achieves the RE
value of 0.807, which is comparable with other algorithms.
In Table 5d, we summarize the rand index (RI) of all algo-
rithms on the heart disease dataset (second case). Again, our
Multi-view K-Prototypes algorithm achieves the RI value
of 0.691, which is comparable with other algorithms. The

TABLE 5. a. The accuracy (AC) of the Clustering Algorithms on the Heart
Disease Dataset (Second Case) b. The precision (PR) of the clustering
algorithms on the Heart disease dataset (second case). c. The recall (RE)
of the clustering algorithms on the Heart disease dataset (second case).
d. The rand index (RI) of the clustering algorithms on the Heart disease
dataset (second case).

clustering results in Tables 5a-5d show that our proposed
Multi-view K-Prototypes algorithm obtains the comparable
values on the measures AC, PR, RE, and RI.

The credit approval dataset consists of 690 customer
instances derived from credit card organizations. The data
objects in this dataset are described by six numeric attributes
and ten categorical attributes. According to the class attribute,
the credit approval dataset has two classes. In Table 6a,
we list the accuracy (AC) of Multi-view K-Prototypes and
other algorithms used for comparison on the credit approval
dataset. From this table we can see that our Multi-view
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TABLE 6. a. The Accuracy (AC) of the Clustering Algorithms on the Credit
Approval Dataset b. The precision (PR) of the clustering algorithms on the
Credit approval dataset. c. The recall (RE) of the clustering algorithms on
the Credit approval dataset. d. The rand index (RI) of the clustering
algorithms on the Credit approval dataset.

K-Prototypes algorithm obtains the highest AC value (0.812)
than other algorithms. In Table 6b, we summarize the pre-
cision (PR) of the above algorithms on the credit approval
dataset. We can see that the Multi-view K-Prototypes algo-
rithm achieves the PR value of 0.810, which is comparable
with other algorithms. In Table 6c, we list the recall (RE)
of all algorithms on the credit approval dataset. The Multi-
view K-Prototypes algorithm achieves the highest RE value
of 0.810. In Table 6d, we summarize the rand index (RI)

TABLE 7. a. The Accuracy (AC) of the Clustering Algorithms on the Breast
Cancer Dataset b. The precision (PR) of the clustering algorithms on the
Breast cancer dataset. c. The recall (RE) of the clustering algorithms on
the Breast cancer dataset. d. The rand index (RI) of the clustering
algorithms on the Breast cancer dataset.

of all algorithms on the credit approval dataset. Again, our
Multi-viewK-Prototypes algorithm achieves the highest RI of
0.695. The clustering results in Tables 6a-6d clearly illustrate
that our proposedMulti-viewK-Prototypes algorithm obtains
the highest values on the measures AC, RE, RI, and achieves
a comparable value on the measure PR.

The breast cancer dataset consists of 699 data objects, each
of which has eleven attributes. The first attribute, as the code
number of samples, is not employed in clustering process.
According to the class attribute, the breast cancer dataset
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has two classes. In Table 7a, we summarize the accuracy
(AC) of Multi-view K-Prototypes and other algorithms on
the breast cancer dataset. From this table we can see that
our Multi-view K-Prototypes algorithm achieves the AC
value of 0.956, which is comparable with other algorithms.
In Table 7b, we list the precision (PR) of the above algorithms
on the breast cancer dataset. We can see that the Multi-view
K-Prototypes algorithm achieves the PR value of 0.955,
which is comparable with other algorithms. In Table 7c,
we summarize the recall (RE) of all algorithms on the
breast cancer dataset. The Multi-view K-Prototypes algo-
rithm achieves the RE value of 0.947, which is comparable
with other algorithms. In Table 7d, we list the rand index
(RI) of all algorithms on the breast cancer dataset. Again,
our Multi-view K-Prototypes algorithm achieves the RI value
of 0.915, which is comparable with other algorithms. The
clustering results in Tables 7a-7d illustrate that our proposed
Multi-view K-Prototypes algorithm obtains the comparable
values on the measures AC, PR, RE, and RI.

The clustering results in Tables 3a-7d illustrate that the
proposed Multi-view K-Prototypes approach obtains bet-
ter results than other seven clustering algorithms in most
cases. These results clearly demonstrate that our Multi-view
K-Prototypes algorithm is suitable for dealing with mixed
numeric and categorical data. We believe the reasons for the
success of the proposed Multi-view K-Prototypes approach
are as follows:

Firstly, we specifically design the representation prototype
of cluster centres for the clusters with both numeric and
categorical attributes in the scenario of multiple views.

Secondly, we propose the updating approaches for the
cluster centres with both numeric and categorical attributes
in the scenario of multiple views.

Thirdly, we design the cost function for clustering the
mixed numeric and categorical data in the scenario of mul-
tiple views.

Based on the above features, the clustering process of the
proposed Multi-view K-Prototypes algorithm can not only
effectively deal with different types of attributes, but also uti-
lize the complementary and diverse information in different
views.

Therefore, theMulti-viewK-Prototypes approach achieves
superior results in most cases.

V. CONCLUSION AND FUTURE WORK
In this research, we have presented a novelmulti-view cluster-
ing algorithm Multi-view K-Prototypes, which to the best of
our knowledge is the first multi-view version of k-prototypes
algorithm for clustering data with both numeric and categori-
cal attributes. In our approach, we propose representation pro-
totype and updating approaches for the cluster centres under
the scenario of multiple views, design the cost function for the
mixed data over different views, and develop the approach to
obtain the final clustering result by integrating the clustering
results on each view. These are the major contributions in this
research.

Then we used a simple example to illustrate the work
process of the Multi-view K-Prototypes algorithm. Finally,
we tested the Multi-view K-Prototypes algorithm on four
datasets in terms of the clustering accuracy (AC), precision
(PR), recall (RE), and rand index (RI). The experiments
results validate the excellent performance of the Multi-view
K-Prototypes algorithm.

As mentioned in Section I, multiple kernel learning is
one of the three parts in the multi-view learning. However,
there are few works on the task of clustering mixed data.
Therefore, in our futurework, wewill investigate the potential
of multiple kernel learning on clustering mixed data.
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