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ABSTRACT Information used in existing ontology matching solutions are usually grouped into four
categories: lexical information, structural information, semantic information, and external information,
respectively. By summarizing and analyzing the approaches for utilizing the same kind of information, this
paper finds that lexical information is mainly analyzed based on text and dictionary similarity. Similarly,
structural information and semantic information are mainly analyzed based on graph structure and reasoner,
respectively. The approaches for aggregating information analysis results are discussed. Challenges in the
analysis of various types of information for existing ontology matching solutions are also described, and
insights into directions for future research are provided.

INDEX TERMS Information classification, information analysis, ontology matching, semantic web.

I. INTRODUCTION
With the development in recent years in semantic Web,
many research institutions around the world have advanced
ontology theories and techniques, yielding widespread use of
ontology in many applications [1], [2]. By using formal rep-
resentations of concepts and interrelations in a field, ontology
enables knowledge to be reused, shared, and interoperated
across data sources and disciplines in various applications [2].
However, there is lack of an ontology that is unique, widely
acknowledged, and covers all fields in the real world. Most
ontologies that represent the model of the sharing concept in
similar, or the same, fields are constructed and maintained
by knowledge engineers with different expertise in termi-
nology. The heterogeneity of these ontologies hinders the
application systems from sharing, reusing, and interoperating
knowledge [3]. Therefore, offering an approach to overcome
ontology heterogeneity is a major challenge for ontology-
based applications.

Ontology matching is one solution to the ontology het-
erogeneity problem. The purpose of ontology matching is to
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establish a relation between entities in heterogeneous ontolo-
gies that depict similar, or the same, fields. This relation is
known as correspondence. The application systems can there-
fore share, reuse, and interoperate knowledge in a broader
field by using these correspondences when transmitting het-
erogeneous information. Ontologymatching is widely used in
ontology engineering, biological medicine, P2P information
sharing, Web service composition, and the semantic Internet
of Things [4]. Ontology matching can be described as the
function shown in Equation 1 and represented in Fig. 1.

AI = f
(
Ol,O2,A, p, r

)
(1)

whereO1 andO2 denote the pair of ontologies to be matched,
A denotes the set of known correspondences between ontolo-
gies, p denotes the set of input parameters, r denotes the
external resources consulted during the matching process,
and A1 denotes a pair of correspondence generated during
the matching process. The correspondences in A1 and A can
be represented by quadruple, <e, e’, n, R>, where e and e’
denote the same type of entities from different ontologies,
n denotes the reliability of the established correspondence,
which is typically represented by a real number in the range
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FIGURE 1. Ontology matching process [5].

[0, 1] and is known as the confidence degree, and R denotes
the semantic relation between two entities and generally
has four types: include(w), beInclude(v), disjoint(⊥), and
equivalent(≡). In this paper, we do not differentiate ontology
matching, ontology alignment, and ontology mapping, but
details are available in the literature [8]. Ontology matching
involves many topics, such as setting system parameters,
evaluation of matching, user interaction [12], and ontol-
ogy matching debugging [13]. This paper focuses on cor-
respondence generation, which is a major task in ontology
matching.

In the last decade, ontology matching yielded many ontol-
ogy matching schemes. The authors of [6] compared early
ontology matching schemes in terms of theoretical frame-
work, experience report, coordinator, translator, and tool
using. In [7], matching schemes were compared in terms of
heterogeneous phenomena that can be solved by thematching
schemes. In [8], matching schemes were compared according
to heterogeneous ontologies and whether they are local or
general ontologies. In [9], ontology matching tools were
compared from the perspective of the user. Progress in ontol-
ogy matching and the major obstacles (e.g., data evaluation
and method, debugging techniques, and large-scale ontology
matching) were discussed in [10]. Authors of [11] described
the advantages and disadvantages of competing schemes
according to results of OntologyAlignment Evaluation Initia-
tive (OAEI) tests. However, they seldom analyze the solutions
in utilized information.

Section II provides a summary and classification of
information used by various ontology matching schemes:
lexical, structural, semantic, and external. In Section III, IV,
and V, approaches of different ontology matching schemes
for processing identical information are analyzed, compared,
and summarized; challenges to analysis of information in
ontology matching schemes are described; and insights into
these challenges are provided. Section VI analyzes methods
of various matching schemes for aggregating information
analysis. Section VII concludes the paper.

II. INFORMATION USED IN ONTOLOGY MATCHING
In the context of ontology-based applications, ontol-
ogy matching has become a widely discussed topic in
research communities. Information used in ontology match-
ing schemes in recent years is summarized below:

Lexical Information: This information mainly comes from
natural language information (e.g., words and short sen-
tences) in ontology non-description logic axioms (e.g., entity
label axiom and comment axiom). Through the ambiguity
information of words, the lexical information of entities can
be marked, the problem of word sense combination can be
explored, the lexical information can be enriched, and the
lexical relationship between entities can be inferred based on
the entity labels.
Structural Information: This information is a represen-

tation of ontology semantic information, such as part-of,
is-a, sub-class and sub-property. Through the graph-based
similarity propagation algorithm, the mapping unit of the
information is obtained, and the adjacent elements of the
concept in the ontology structure and their semantic relations
are fully excavated.
Semantic Information: This information usually comes

from the explanation of the ontology description language,
such as model theoretic semantics (used in this paper) and
Resource Description framework (RDF) compatible seman-
tics for explaining the Web Ontology Language Description
Logic (OWL-DL) ontology description language. Instead of
being shown explicitly, these pieces of information are hidden
in the ontology constructors and axioms. Different semantic
techniques can be used to read them, such as the tableau
algorithm, which is commonly used in the reasoner, and the
structure subsumption algorithm, which is commonly used in
non-standard reasoning problems.
External Information: Various sources outside ontology,

mostly used to offset insufficient background knowledge dur-
ing ontology matching. These commonly used external infor-
mation include WordNet, Linked-Open data, CyC-ontology,
Wikipedia, and DBpedia.

III. ANALYSIS OF LEXICAL INFORMATION AND
EXTERNAL INFORMATION (WordNet)
While defining ontology labels and comments, knowledge
engineers mostly describe entities using words of natural
language (e.g., Book), word combinations (e.g., booktitle),
abbreviations (e.g., Misc), and short sentences. Therefore,
lexical information analysis is essential to ontologymatching.

A. ANALYSIS OF PRESENT SITUATION
Most existing solutions analyze ontology lexical information
using the text similarity method and the dictionary-based
similarity method, such as LiLy [4], Ontology Mapping
by Particle Swarm Optimisation (MapPSO) [14], UFOme,
Integrated Learning In Alignment of Data and Schema
(ILIADS) [15], andAutomated SemanticMapping ofOntolo-
gies with Validation (ASMOV) [16].

The text similarity method can be classified into the
string-based method and the descriptive document-based
method. It is primarily used as an approach to the random-
ness in the input by knowledge engineers, such as books
and book, as well as comes and come. The string-based
method [17] is original and frequently used, including the
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edition distance-based method [18], [19], the prefix/suffix
similarity method, and the Jaro-Winler fraction method.
The descriptive document-based method [4], [45] views
an entity’s relevant texts as the descriptive document, and
determines whether entities are interrelated by processing
the descriptive documents of different entities and perform-
ing similarity computations. The descriptive document-based
method is related to lexical information and also involves the
structural information of the entity [4], [19].

The dictionary similarity-basedmethod [17], [18] first uses
natural language processing techniques (e.g., stem extraction,
stop word, and participle elimination) to process entity labels
and comments by viewing entity labels and comments as
natural language texts. Next, language resources are used to
mine the similarity between entities to improve the quality
of matching. Language resources that are available include
dictionaries, thesauruses, and terminology. Some terminol-
ogy’s description of the peering relation and the hierarchical
relation (e.g., synonymic and antonymic) can be used to
improve the ability in processing heterogonous phenomena
(i.e., homographic and synonymic) in ontology. The most
popular external resource is WordNet [10], [25].

To achieve improved performance, many matching
schemes compute the similarity of lexical information by
combining text similarity with dictionary-based similar-
ity [14]–[16], [18], [42], [43].

In [18], edition distance-based similarity (denoted by
simDistance) and WordNet-based word sense similarity
(denoted by simWordNet) are first computed. Next, weighted
sums of the two similarities simLexical = α∗simDistance
+ β∗simWordNet are computed to obtain lexical similarity
between entities. Cupid in [17] also employed this method
to combine string similarity with WordNet-based word sense
similarity.

ASMOV computes lexical similarity between entities by
introducing thresholds as well as combining text similarity
andword sense similarity, as shown in the following equation:

sL
(
e, e′

)

=


1.0 if l = l ′

0.99 if l ′ ∈ synl (l)
0.0 if l ′ ∈ ant(l)
Lin

(
l, l ′

)
, if l ∈ w ∩ l ′ ∈ w ∩ l ′ /∈ syn(l)

tok(l)∩tok(l′)
max(|tok(l)|,|tok(l′)|) , otherwise


(2)

where l and l’ denote the labels of entities e and e’, W denotes
WordNet, syn(l) and ant(l) denote the set of synonyms and
antonyms of l, Lin(l, l’) denotes the information theory-based
text similarity proposed by [46], and tok(l) denotes the set of
words corresponding to the entity label. For example, the set
of words corresponding to ‘bookTitle’ is {{book}, {title}}.

In [19], RI Mission of Mercy (RIMOM) used two meth-
ods to compute text similarity between entities: edition
distance-based similarity (denoted by sim_Name (e1, e2))
and vector distance-based similarity (denoted by sim_Vec

(e1, e2)), where e1 and e2 come from entities of different
ontologies. Next, the following equation is used to combine
these two similarities and form the final lexical similarity
between entities:

sim (e1, e2)

=
wnameσ (sim_Name (e1, e2))+ wVec (sim_Vec (e1, e2))

wname + wVec
(3)

where sim(e1, e2) denotes lexical similarity between e1 and
e2, σ denotes the sigmoid function and σ (x)= 1/(1+ exp(5(x-
α))(α is experimentally set to 0.5), and wname and wVEC
represent the weights based on entity label similarity between
entities and the weights based on structure similarity between
entities, respectively.

In [15], ILIADS first used the Jaro-Winkler fraction
method to compute text similarity between entities and then
computed senses similarity using WordNet. Finally, the max-
imum of text similarity and lexical similarity was defined as
the lexical similarity.

RiMOM, Lily, ASMOV, Cupid, Optimal Linear Arrange-
ment (OLA), ILIADS and the method in [18] adopt similar
approaches when using lexical information. First, the meth-
ods compute text similarity based on the string method or the
document description method. Then, the methods compute
lexical similarity using external WordNet. Finally, the meth-
ods analyze lexical information by computing the weighted
sum of different similarities. The differences between meth-
ods lie in their approaches for computing text similarity or
senses similarity, and in the use of their respective empirical
formulas for computing the sum of these similarities. For
example, ASMOV combines these similarities in a discrete
manner. When the proportion of the structural information
reaches a threshold (e.g., γ ) in the ontology, RiMOM only
considers the similarity of vector distance relevant to struc-
tural information. But when the proportion of lexical infor-
mation reaches a threshold in the ontology, RiMOM only
considers the similarity of edition distance relevant to lexical
information, whereas only the highest similarity is taken into
account in ILIADS.

Unlike the aforementioned approaches, S-Match [22]–[24]
defines entity labels by combining the word’s proper senses
and semantic elements (e.g., conjunction u and disjunction
t) to represent the entity’s lexical information. WordNet is
used as the lexical relation between the reasoning entities in
the knowledge base (e.g., v, w, ⊥, ≡) instead of computing
the similarity between entities.

B. CHALLENGES
Section III.A showed that the problems described below are
neglected in the similarity method adopted by many exist-
ing schemes and the S-Match method for computing lexical
relation [4], [7]:
Senses Combination: Concept labels and comments pri-

marily consist of many words. However, the above methods
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do not consider relation between two concept words. Con-
sider the concept pair to be matched<Book1, Book2 Title>.
Since the sense similarity of <Book1, Book2 > is 1, the final
similarity is very large. In practice, Book and Book Title is
different and may cause erroneous correspondences. Another
example is the concept of ‘‘monograph or collection’’ whose
senses information represents ‘‘monograph t collection’’.
Senses Fuzziness: Senses are not correlated but express

the same concepts. Consider the following two proper-
ties <Book, publishedBy, IEEE> and <Book, hasPublisher,
IEEE>. In this example, ‘‘published’’ and ‘‘publisher’’ are
not isomeric because their senses are not the same, but they
express the same role of publisher.
Difficulty in Detecting the Right Senses: It is still a chal-

lenge to derive the correct senses of words from the ontology
context in the natural language processing domain because
there is no effective approach. Consider the matching of the
following concept pair <Report1, Report2>. Using s detect-
ing techniques may provide the interpretation of Report1: a
written document describing the findings of some individual
or group, and the interpretation of Report2: a short account
of the news. It is unreliable to compute sense similarity based
on the wrong senses.

C. FUTURE WORK
Insights into the challenges described in Section III.B are
discussed below:

To address problems of senses fuzziness and the difficulty
in detecting senses, natural language processing techniques
should be used to derive proper word senses and exter-
nal source-based sense-extending techniques should also be
employed. Extending the word’s proper sense represents the
possible interpretations of this word in context. This over-
comes the flaw that only proper senses of the word are
detected and is helpful in the detection of potential correspon-
dence. For example, proper senses of the word ‘‘published’’
are publish, bring out, put out, issue, release: prepare and
issue for public distribution or sale, and proper senses of
the word ‘‘publisher’’ are publisher, publishing house, pub-
lishing firm, publishing company: a firm in the publishing
business. The pertainym relation in WordNet can be used to
detect the extension of the proper senses of ‘‘published’’. The
extension of ‘‘published’’ may contain the proper senses of
‘‘publisher’’.
According to the entity label method defined in

S-Match, label the conjunction or disjunction of a group
of words provides an approach to senses combination
and improves the probability of detecting potential corre-
spondence. But, concepts and logic elements, in property
ranges and property domains, are neglected while process-
ing properties from different ontologies in S-Match. Con-
sider <BooktReporttitleString>. Like ‘‘title’’, important
information is available from ‘‘Book’’, ‘‘t’’, and ‘‘Report’’.
But these data are not analyzed in S-Match. It is only
viewed as a factor in the computation of similarity by most
similarity-based methods. Hence, the definition of entity

label in S-Match should be extended to introduce property
domains, concepts in property ranges, and logic elements.

IV. STRUCTURAL INFORMATION ANALYSIS
Structural information analysis is essential in ontology
matching because two similar ontologies are structurally
similar.

A. ANALYSIS OF PRESENT SITUATION
In ontology matching approaches, ontology is represented
by a graph to help facilitate the analysis of structural infor-
mation [44]. Node similarity in the graph is computed
to represent similarity between entity structures. Methods
for representing the ontology graph include the RDF(S)
graph [18], senses sub-graph, layered entity graph [15], [43],
and directed/undirected graph. Schemes for computing sim-
ilarity between nodes in the graph include similarity flood-
ing [26], [42], graph matching [20], circuit model [4],
Bayesian decision theory [27], Markov network [28], asso-
ciation rule paradigm [29], and so on.

The main idea of Cupid [2] is to perform structure match-
ing on schema of the tree, whereas the similarity between two
entities depend on their linguistic similarity, data type similar-
ity, and neighboring node similarity. OLA describes ontology
as a directed labeled graph, where the node corresponds to
the ontology entity and the edge corresponds to the ontology
relation. Concept similarity in OLA depends on similarity
with the neighbor of the corresponding node in the labeled
graph.

In [18], an RDF graph is constructed to analyze the
ontology structural information. Next, parental node sim-
ilarity and child node similarity are computed and added
together in a weighted manner to form the structure sim-
ilarity between entities. Ontology Integration based OWL
DL Closure(OIODC) [31] constructs an RDFS graph for the
ontology and then iteratively applies the ontology inference
rule [27], [30]. If an assertion satisfies one of these rules,
a new assertion will be generated and added to the original
assertion until all assertions dissatisfy the conditions for trig-
gering the inference rules. At this point, iterations should be
terminated to obtain the ontology closure graph. Structure
similarity between entities will be compared according to the
ontology closure graph.

Structure similarity in ASMOV consists of relation sim-
ilarity, internal/external similarity of the property, inter-
nal/external similarity of the concept, and the individual’s
internal similarity. Internal similarity of the concept is defined
as restrictions in the property relevant to this concept, such as
the restriction value and the restriction cardinality in the prop-
erty. Assuming that the concepts c and c’ are from different
ontologies, P(c), is the set of associated ontology properties
defined for the concept c. P (c’) is similarly defined. ASMOV
processes each pair of properties from P(c) and P(c’) sepa-
rately. Assuming that pm ∈ (c) and pn ∈P(c’), the similarity
between them consists of two components: Scard (pm, pn)
and svalue(pm, pn). If the restriction cardinality maximum
and minimum of pm in c are identical to the restriction
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cardinality maximum andminimum of pn in c’, then scard (pm,
pn) equals 1, otherwise 0. If the restriction value maximum
and minimum of pm in c are identical to the restriction
value maximum and minimum of pn in c’, then svalue(pm,
pn) equals 1, otherwise 0. The specific sense of the poten-
tials are not analyzed when ASMOV considers the property
potentials. Even if two properties have different maximums
and minimums for potentials in a concept, they may have the
same senses. For example, when knowledge engineers con-
struct the same concept of ‘‘Book’’, some think it should be
≥0hasAuthor, while others think it should be ≥1hasAuthor,
but ASMOV views them as different. Therefore, it is essential
to analyze senses information in the constructors and axioms.

For most of the aforementioned schemes (e.g., Cupid,
OLA, ASMOV, and OIODC), these rules will fail when there
is minimal text information in the ontology. The reason is that
when the entities lack text information to assess the similarity
between them, the idea will be inapplicable to the judgment
of their neighbors’ similarity. The idea is extended by Lily
and RiMOM [19], [26] to enable similarity to be disseminated
in the graph while ensuring the final similarity converges in
order to be able to derive more correspondences.

According to RiMOM, if two entities from two different
ontologies are similar, the structure similarity between their
associated entities will increase. Therefore, it constructs an
RDF for the ontology using the similarity flooding strat-
egy to compute the similarity between these nodes in the
graph. Lily allows similarity to be further disseminated in
the graph because the more similar the entity’s neighbors,
the more similar the entities themselves, while ensuring that
the similarity will converge finally. Lily is based on the
circuit model (e.g., annealing function, electrical resistivity,
and current distribution) to semantically extract the ontology
concept sub-graph and the property sub-graph. The similarity
dissemination algorithm is used to process structure informa-
tion in ontology. In [26], the initial similarity between the
ontology entities is computed (e.g., the similarity based on
the label method). Then, the similarity dissemination graph is
constructed using the structural information of the ontologies
to be matched. Nodes in the graph are the pair of entities from
different ontologies. Finally, the relation between different
pairs of entities is used to re-compute the initial similarity
between the two paired entities in order to disseminate the
similarity.

IMatch [28] uses a first-line matcher (e.g., Edna) to com-
pute potential correspondence and then employs the Markov
network-based second-line matching to analyze ontology
structural information. DSSim computes ontology matching
by combining the lexical matcher with the graph representing
the ontology structure. Evidence theory is used to improve
matching accuracy. In [32], CSR processes structural infor-
mation via classification-based learning schemes. Instead
of directly using structural information, S-Match and other
systems employ ontology structural information indirectly
through the use of ontology semantic information. Details are
described in Section V.A.

B. CHALLENGES AND FUTURE WORK
Section IV.A showed that most existing methods are based on
graph structure-based similarity to obtain a similarity value
bounded in the range [0, 1], without analyzing the semantics
of description logic axioms and constructors. Therefore, they
are unable to solve heterogeneity in logic representation. For
example, A⊥B andAv+B express the same sematnics. This
type of problem is typically solved via analysis of ontology
semantic information as shown in Section V.

The structural information contains more effective infor-
mation, so it is essential to analyze the structural information
in the ontology matching process. In future work, we can try
to learn from some related theories and algorithms in graph
theory, because graphs can be used to represent structured
objects. In addition, various similarity measures from differ-
ent angles, or a combination of various similarity measures
are worthy of in-depth study, so as to carry out more accurate
and effective matching.

V. SEMANTIC INFORMATION ANALYSIS
After defining entity labels and comments, knowledge engi-
neers use ontology constructors and axioms to impose further
constraints on entities according to the human way of think-
ing. For example, consider Mother v Women u∃ hasChild.
Woman. It represents mother, and confines the concept to
mothers having a female child. Therefore, the senses hidden
in the axioms and constructors indicate the semantic infor-
mation that knowledge engineers express while constructing
the ontology. But due to differences in their way of thinking,
knowledge engineers use different constructors and axioms
to represent the same or similar entities. For example, both
Av + B and Bv + A represent A⊥B = ϕ. Compared to
methods that compute entity similarity using structural infor-
mation only, semantic information-based schemes provide a
more effective approach to ontology heterogeneity.

A. ANALYSIS OF PRESENT SITUATION
Most existing semantic information analysis methods use
semantic information indirectly via inferences from the rea-
soner. The two major ideas are described as follows:

1. Directly infer correspondence using the reasoner
with inputting conclusions from the lexical analysis
phase [16], [22]–[24], [34].

2. Compute entity similarity using the inference from the
reasoner [15], [33].

Semantic analysis methods for ontology matching can be
classified into the propositional satisfiability method and the
DL reasoners according to deduction rules.

Parameters for the propositional satisfiability problem usu-
ally need the input of conjunctive normal form and then the
entity relation is determined. The conjunctive normal form
cannot effectively explore semantics in description logic ele-
ments (e.g., disjunction, and full existential restriction). As a
result, conjunctive normal form-based schemes are primarily
used in ontology matching processes that are represented by
simple ontology language (e.g., S-Match [21]–[24]), and are
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seldom used in ontology represented by OWL-DL. DL rea-
soners use the tableau algorithms that can interpret disjunc-
tion and full existential restriction. Therefore, reason-based
methods are capable of processing all types of syntactic
elements in OWL-DL (e.g., ILIADS and Kosimap [33]).

In [15], ILIADS performs ontology matching by combin-
ing the similarity algorithm with the incremental logic rea-
soning algorithm. The algorithm determines entity similarity
by the use frequency of senses in WordNet and labels poten-
tial correspondences. Finite ontology axioms are extracted
through the heuristic algorithm and used for logic reasoning.
Not all axioms from the ontology are used for reasoning,
resulting in possible loss of semantics or incorrect reasoning.
Like ILIADS, KOSIMap employs semantic information by
using reasoners. It pre-processes heterogeneous ontologies
and inputs them into the reasoner to obtain inferences. Entity
similarity is computed using these interferences.
S-Match Provides Two Types of Representations: entity

labels and entity concepts. Entity labels involve the senses of
words in entity labels and represent the lexical information
of labels. Entity concept is related to context and represents
some logic relation. S-Match defines the concept of a node
whose logic expression is computed as the intersection of
the concepts of all labels from the root node to the node
itself. CtxMatch [34] and S-Match submit expressions of
conclusions obtained at the lexical analysis-based phase to
the deciders, and define the inferences of the deciders as the
correspondence between entities. ILIADS uses the inferences
of the deciders as the foundation for computing semantic
similarity.

The so-called semantic matching in ASMOV is actu-
ally based on translation of structural information. It still
uses similarity to generate ontology matching results. The
semantics-based method is only used to ensure that corre-
spondences contain no semantic inconsistency.

In summary, ILIADS and KOSIMap use inferences of
reasoners as factors in similarity computation. S-Match and
CtxMatch infers correspondences by inputting the expres-
sion, obtained at the lexical analysis phase, into reasoners.

B. CHALLENGES
The two reasoner-based semantic information analysis meth-
ods described in Section.V.A outperform methods that only
use structural information, but they only employ inferences
of reasoners about formalized ontology semantics. Hence,
formalized semantics contained in ontology constructors
and axioms (e.g., w, u, t, ∀) are not fully explored (e.g.,
(∀R · C)I =

{
a ∈ 1I

| ∀b · (a, b)
}
∈ RI → b ∈ C I ).

Consider examples of the following two axioms:

• Book v Reference, Reference v Publication;
• Book v Publication, Publication v Reference.

Directly applying reasoners will enable the two groups of
axioms to reach the same inferences, i.e., Bookv Publication.
The two groups of axioms do not express identical seman-
tic information. Therefore, instead of completely express-
ing the semantics hidden in the ontology, reasoner-based

semantic analysis methods can only indicate inferences of
these semantics.

C. FUTURE WORK
Insight into the challenges specified in Section V.B are given
below.

To completely explore semantics implicated in ontology
(see [35], [36] for definitions of formalized semantics) and
directly manipulate the reasoning process, proper reasoning
algorithms should be selected to analyze semantic informa-
tion during the ontology matching process.

There are two types of DL reasoning algorithms [37], [42]:
structure subsumption reasoning algorithms and tableau
algorithms. The former algorithm is typically used for
non-standard reasoning problems [35], while the latter
algorithm is typically used by reasoners (e.g., Pellet and
Racer). When confronting constructors or axioms in ontol-
ogy, tableau algorithms add individuals according to certain
rules and checkwhether the ontologies are consistent. Seman-
tic information of an entity in ontology is not explic-
itly expressed. Structure subsumption reasoning algorithms
involve two phases: (1) convert entity description to nor-
mal form and (2) compare syntactic structures between nor-
mal forms. Reducing entities in ontology to the normal
forms will enable formalized semantics of the entity to be
explicitly represented. The relation between entities can be
obtained because comparing syntactic structures between
normal forms is equivalent to comparing formalized seman-
tics between two entities. Therefore, normal form techniques
are needed to explicitly represent formalized semantics hid-
den in ontology. Normal form comparison techniques are
needed to couple the matching process with the ontology
formalized semantics reasoning.

Direct use of the DL structure subsumption reasoning algo-
rithm will yield the following problems. Consider the three
axioms:

• Monograph1vBook1
• Monograph2vBook2
• Book1 ≡ Book2

Intuitively, Monograph1 and Monograph2 should possess
equal relations. But from the DL perspective, even if Book1
≡ Book2, it cannot determine that there is any relation
between them, because the sets they represent contain random
sizes and positions in the sets represented by Book (Book1
or Book2); This is similar to the motion of two particles
in Brownian movement. Therefore, when using the struc-
ture subsumption reasoning algorithms to analyze an entity’s
semantic information, one must introduce the entity’s lexical
information to constrain the entity’s formalized semantics
such that the sets represented by Monograph1 and Mono-
graph2 can still have random sizes and positions in the sets
represented by Book. However, they share the same direction
and size.

In summary, in addition to manipulating the reasoning
process, structure subsumption reasoning algorithms can
explicitly represent formalized semantics hidden in ontology.
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This can offset flaws in reasoner-based semantic information
analysis.

VI. AGGREGATION OF INFORMATION ANALYSIS
RESULTS
Upon the analysis of ontology information, different ontology
matching schemes will provide the final correspondence by
aggregating analysis results in various ways.

A. ANALYSIS OF PRESENT SITUATION
Lily, ILIADS, ASMOV, RiMOM and Falcon-AO [38] have
one thing in common: they all obtain correspondence between
entities by computing weighted sums of different information
analysis results (e.g., similarity) and comparing them with
specified thresholds. Aggregation of information analysis
results from the abovementioned ontology matching methods
can be illustrated by the following equation:

W1 S1 + . . .+WiSi + . . .+WnSn (4)

where wi is the specified weight and Si is the similarity of
information analysis. Matching methods derive final corre-
spondence by comparing results from this equation with the
specified threshold µ. By using this method of aggregation,
information analysis results are independent. The difference
between these solutions is themethod used for settingweights
and thresholds. For example, RiMOMsets wi via the dynamic
multi-strategy method, ILIADS sets µ via the heuristic algo-
rithm, FOAM [39], [40] specifies wi via the ordered weighted
average method, and ASMOV sets wi and µ empirically.
In [41], the discrete weighting method is used to aggregate
lexical information and semantic information analysis results.
In the following, RiMOM and Lily are taken as an example
to illustrate the differences between them.

The basic idea of RiMOM is that different matching
schemes use a type or many types of information and thus
each matching scheme has pros and cons, but a scheme alone
is insufficient to effectively solve the problem. Therefore,
it is possible to achieve better results by combining different
matching schemes. In RiMOM, the dynamic multi-strategy
method is used for weight selection. Various techniques are
gamed through the use of parameters and aggregated to
provide desired results. A system that uses similar methods
is also described in [40]. Lily primarily uses the semantic
description-based text matcher and the similarity dissemina-
tion matcher. The semantic description-based text delivers
reliable similarity when rich texts are present in ontology.
When the evaluated similarity is greater than θ (the set
value being 0.65), aggregated similarity is the similarity that
describes the text, without taking into account the results
obtained after similarity dissemination. When the similarity
produced by text matching is smaller than θ , the average of
the two matching methods is defined as the final similarity.
Note that instead of comparing aggregated similarity with
the specified threshold, Lily selects the final correspondence
using the greedy method.

In [21]–[24], [34], expressions of lexical information or
structural information are directly submitted to the reasoner

TABLE 1. Notation and Definition.

and the inference from the reasoner is taken as the correspon-
dence between entities. This type of solution was described
in Section V.A.

In addition to the two abovementioned techniques (i.e.,
weighted sum and reasoner-based reasoning), there are other
schemes for aggregating information analysis results. In [29],
AROMA uses two important conditions that allow the algo-
rithm to access implication values and generate matching
rules. Correspondence between entities is selected according
to implication intensity. By analyzing ontology information
through machine learning techniques, an automatic ontol-
ogy matching method was proposed in GLUE and [20].
A machine learning classifier is employed to determine
whether individuals of concept B in ontology O2 are indi-
viduals of concept A in ontology O1. Statistical analysis on
distributions is conducted to generate a similarity matrix.
Entity correspondence is obtained by compulsory relaxation
method.

B. CHALLENGES
As discussed in Section VI.A, the basic idea of some ontology
matching methods is to compute similarities for different
types of information, compute the weighted sum of the sim-
ilarities, and then to compare the results with the specified
threshold to obtain the final correspondence between enti-
ties. Other schemes enter expressions of lexical information
or structural information into the reasoner and define the
inference of the reasoner as entity correspondence. However,
these schemes fail to define formalized semantics of the
information analysis results, as well as the relation between
the final correspondence and ontology semantics. Therefore,
it is not properly interpreted in the aggregation methods,
including the interpretation of the domain the domain1I and
the function (·)I (refer to [35], [36] for a definition of the
interpretation).

C. FUTURE WORK
The challenges described in Section VI.B involve the
approach to aggregation of ontology matching information
analysis results and the basic ideas of the entire match-
ing process. Therefore, by combining Sections III.C, IV.B,
and V.C, we gain certain insights such that we can use DL
theory to define formalized semantics (or interpretations) of
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TABLE 2. A summary of ontology matching solutions.

information analysis results. First, define formalized seman-
tics of entity labels according to the open world described by
WordNet ontology. Next, use structural subsumption reason-
ing algorithms to process semantic information. This process
can be defined by DL theory. Formalized semantics of the
correspondence (e.g., v, w, ⊥, ≡) inferred in this way are
correlated with the ontology.

The notations used in the paper are collated in TABLE 1.
The methods discussed in this manuscript are summarized in
TABLE 2.

VII. CONCLUSION
This paper summarizes and compares ontology matching
solutions that use the same type of information, and analyzes
the challenges in different types of information. In addition
to analyzing the same type of information and different types
of information, ontology matching still faces the following
problems. Firstly, under the condition of limited resources,
we match large ontology by loading comprehensive infor-
mation. Secondly, we use external resources to supplement
structural and semantic information to improve system per-
formance. Finally, we use internal and external information
in the ontology to achieve information combination.

Many ontology matching methods have been proposed in
the decade of ontology matching development. This paper
provides a deeper understanding of the methodological dif-
ferences in the field of ontology matching. Based on the
results of the analysis, the current challenges and problems
in the field of ontology matching are also provided, which
are the foundation of the research on ontology matching.
In future work, we will continue to conduct in-depth research
on the ontology matching scheme, and optimize the ontology
matching scheme.
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