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ABSTRACT In order to reduce the failure rate of Integrated Modular Avionics (IMA) partition software,
due to the reliability block diagram (RBD) method, fault tree analysis (FTA) method and GO method cannot
describe the state transition process of partition software, according to the ARINC 653 standard and the
actual running status of the partition software, this paper determines the state machine and conversion delay
of the partition software, and establishes the stochastic Petri nets (SPN) reliability quantitative model of the
partition software. By proving that each transition in the SPN model of the partition software approximately
obeying exponential distribution, and according to the reachable state tree of the SPN isomorphic to a
homogeneous Markov chain (MC), the steady-state probability of the partition software in the fault state
is calculated to be 5.2778*10~° by using MC stochastic process theory. The factors affecting the reliability
of the partition software are obtained, and the sensitivity of each factor to the model is studied. Finally,
the relevant conclusions are drawn to provide guidance for improving the reliability of partition software.

INDEX TERMS Integrated modular avionics, partition software, stochastic petri nets, reliability, fault tree

analysis.

I. INTRODUCTION

In order to further lighten the weight of the aircraft and reduce
the operation cost of the entire life cycle of the aircraft,
the guidance document RTCA DO-297 from the Radio Tech-
nical Commission for Aeronautics (RTCA) resides the orig-
inally independent physical equipment in the IMA system
in the form of software [1]. The emergence of IMA system
solves the shortcomings of replacing hardware equipment and
changing the original architecture due to the change of air-
craft functional requirements, reduces the coupling between
hardware and embedded software, and simplifies the devel-
opment and verification process of avionics system software.
At the same time, IMA system adopts the partition technol-
ogy to provide an isolation mechanism to prevent the unex-
pected interference between the partition software. Therefore,
IMA system is widely used in the system development and
design of the new generation civil aircraft such as A380,
B787 and C919 [2].
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The reliability of the hardware equipment is much higher
than that of the software. The software of airborne hardware
brings many advantages, but it will make the reliability and
safety of the aircraft decrease rapidly. Currently, the way to
improve the reliability of IMA system is generally from the
perspective of hardware and improve the reliability of the
IMA system by improving the reliability of key hardware
components. It is seldom considered that the main reason for
the reliability reduction of IMA system is that the reliability
of software is much lower than that of hardware. Wang et al.
establish an SPN model of a single partition software based on
the running state of the IMA partition software, but this model
merges the startup state of the partition software defined
by the ARINC 653 standard, which does not conform to
the actual running state of the partition software [3]. The
reliability of partition software is improved by increasing
the Mean Time between Failures (MTBF) of the partition
software. However, it does not notice that the increase of the
MTBEF of the partition software will have less and less effect
on the reliability of the partition software, nor does it give
the quantitative evaluation of partition software by various
factors.
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Therefore, this paper proposes a reliability modeling and
quantitative analysis method based on SPN which is more in
line with the running state of partition software by decom-
posing the interaction process and failure mode of partition
software and according to ARINC 653 standard. On the basis
of studying the average delay of partition software in different
states and the reliability index of avionics, the steady-state
probability of partition software in failure state is obtained.
Finally, the factors that affect the reliability of the partition
software are quantitatively evaluated, and the quantitative
calculation analysis of the model is carried out to improve
the reliability of the partition software.

The innovative work of this paper includes the following
contents:

i. According to the actual operating status of the partition
software, this paper establishes the SPN reliability evaluation
model of the partition software of the IMA system based on
the partition software state machine defined by the ARINC
653 standard, and determines the trigger delay of each
transition.

ii. In order to be able to quantitatively evaluate the relia-
bility of the partition software, we proved that each transition
in the partition software SPN model approximately obeys an
exponential distribution. According to the reachable state tree
of SPN, it is isomorphic to a homogeneous Markov chain
(MC), we us MC random process theory to calculate the
steady-state probability of the partition software in a fault
state.

iii. We conclude that there are 4 factors that affect the
reliability of the partition software: (a) the MTBF of the par-
tition software, (b) the average time of the partition software
COLD_START, (c) the average time of the partition software
HOT_START, (d) the average time of HM/FM to find a fault.
The sensitivity of parameter changes is obtained to provide
guidance for improving the reliability of partition software.

The rest of this paper is arranged as follows. Section II
introduces related works. Section III establishes the fault tree
model and dynamic SPN model of the partition software by
analyzing the dynamic interaction process of the partition
software of the IMA system. Section IV proves that the SPN
model of the partition software is isomorphic to the MC, and
gets the steady-state probability of the partition software in
a failure state. Section V shows the experiments and results
analysis. Section VI summaries this paper and discusses the
future work.

Il. RELATED WORKS
There have been many mature researches on the reliability
and security of complex systems.

Reference [4] focuses on the effects of uncertainty on
systems, a data-driven framework based on point estimate
method and support vector machine is developed. In this way,
the standard deviation of the uncertain parameters can be
extracted, and its influence on the system operation problems
can be reflected through the limited concentration points.
Reference [5] proposes a distributed sustainable integration
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automation testing platform to improve the quality of soft-
ware. Reference [6] proposes Security Constrained Unit
Commitment (SCUC) incorporating Dynamic Thermal Line
Rating (DTLR) of overhead transmission lines to improve the
security of power system. In reference [7], a fault diagnosis
method of the generator system is proposed to improve the
reliability of the generator system. References [8] and [9]
propose a method for data rate and specific signal format
based peripheral security system. References [10] and [11]
provide a detailed summary of the application of Bayesian
networks in the field of reliability evaluation. Reference [12]
contributes a remaining useful life RUL re-prediction method
based on Wiener process combining the current monitoring
status and historical degradation data of the system. This
method can further improve the accuracy of the reliability
model.

Inrecent years, IMA system is the main development direc-
tion of avionics system [13], scholars have mainly analyzed
and improved the reliability of IMA system from the follow-
ing three angles. The first category is from the perspective
of the IMA system as a whole, the second category is from
the perspective of the dynamic reconfiguration of the IMA
system, and the last category is from the perspective of the
IMA partition software to study the methods to improve the
reliability of the IMA system.

Much work has been done on the reliability of the IMA
system. In reference [14], the radar processing task of IMA
system has been decomposed into a combination of software
task and hardware sensor. By defining the adjacency matrix
and the reachability matrix, and using the safety critical
node decision method, the safety critical nodes that have the
greatest impact on the task are obtained, and the reliability
of the IMA system has been improved by improving the
reliability of the critical nodes. The method is also appli-
cable to other systems. In reference [15], the architecture
analysis and design language (AADL) is used to model the
interconnected architecture and fault information of IMA
system, and the conversion rules of the qualitative model of
AADL to the quantitative model of generalized stochastic
Petri nets (GSPN) are studied, which provides a reference for
the architecture design of IMA system, and it also provides
a new method for reliability evaluation. In reference [16],
the authors summarize IMA guidance documents issued by
relevant industry and certification authorities, and provide
7 suggestions on development and certification of IMA,
providing reference for relevant developers to improve the
reliability of IMA system. In reference [17], the interaction
mode of IMA system and the potential failure location of IMA
system are analyzed.

In view of the reliability of the dynamic reconfiguration
process of IMA system, the authors in reference [18] con-
struct a reliability mathematical model more in line with
the distributed integrated modular avionics (DIMA) dynamic
reconfiguration characteristics by using joint k/n(G) mode,
and obtain the relationship between the reliability and time
of the system reconfiguration process. It provides guidance
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for improving the reliability and optimizing resource allo-
cation of dynamic reconstruction process of DIMA system.
In reference [19], AADL language is used to establish the
component error state, system reconfiguration architecture
and system reconfiguration behavior model of IMA system,
and the model transformation mapping rules are used to trans-
form the model into a computable model. Through parameter
sensitivity analysis, suggestions are made to improve the
reliability of the dynamic reconfiguration process of IMA
system.

Regarding the reliability of IMA system partition software,
the authors in references [3] and [20] construct the relia-
bility mathematical model of partition software using SPN
according to ARINC 653 standard and the operation pro-
cess of partition software. It is verified that the steady-state
probability of partition software in normal state has nothing
to do with partition period, only with the initialization time
of partition software and MTBF time of general processing
module (GPM). However, this modeling method combines
the CLOD_START state and WARM_START state of the
partition software given by ARINC 653 standard, which is
inconsistent with the actual running state of partition soft-
ware. Industry standard proposes a hierarchical health mon-
itoring/fault management (HM/FM) monitoring scheme to
monitor the health status of partition software. The authors in
reference [21] propose to use three HM/FM query methods:
no subordinate layer query (NSQ), subordinate layer query
with subordinate layer FM activation (SQSF) and subordinate
layer query with current layer FM activation (SQCF). SPN
and time scale decomposition (TSD) technology are used
to model and analyze the blocking time and reliability of
the three methods. Wang ef al. summarize the environmental
factors affecting the running of partition soft-ware, combined
with the characteristics of the environmental factors affecting
partition software, and establish the actual running model of
partition software with consideration of external environmen-
tal factors by using stochastic differential equation [22]. The
sensitivity of MTBF of partition software to different envi-
ronmental factors is analyzed, but the method to improve the
reliability of partition software is not given. Reference [23]
describes the reliability of application software for integrated
modular avionics systems using Markov chain state transition
diagrams from the user’s point of view, and provides a refer-
ence for the number of applications that reside within each
IMA module.

In the field of reliability analysis, there are many literatures
that use Petri nets to model and analyze the reliability of
systems and software. Xie et al. establish the wireless com-
munication model of high-speed train with SPN, which pro-
vides a new method for wireless communication reliability
evaluation [24]. Li et al. establish the reliability evaluation
model of cloud data center service with Petri nets, which
make up the gap between the existing reliability evaluation
model and the reality [25]. Wei et al. use Petri nets to establish
a reliability evaluation method for aviation flight control
systems, and take the advantage of the quantitative evaluation
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model of Petri nets to build a flight control system that meets
the quantitative requirements of the system [26].

From the perspective of IMA partition software, it is found
that few researchers have proposed suggestions and methods
for partition software reliability index allocation and quantita-
tive analysis. In this paper, through the partition software state
machine defined by ARINC 653, combined with the unique
running mode of the IMA system, the SPN is used to estab-
lish a quantitative assessment model of the reliability of the
partition software, and to provide guidance and suggestions
for the reliability index allocation and quantitative analysis of
the partition software.

Ill. MODELING OF THE IMA SYSTEM PARTITION
SOFTWARE STATE MACHINE

The development process of avionics system starts from
independent equipment functions, and has experienced some
avionics systems through the ARINC429 data bus for simple
data interaction. At present, various avionics systems conduct
complex and massive data interactions through the AFDX
data bus. Among them, the most widely used and most mature
is the IMA system.

Traditional avionics systems complete various aviation
tasks by point-to-point connections between line replaceable
units (LRU). In order to further reduce the weight of the
aircraft and increase the data throughput of the avionics sys-
tem, the LRU resides in different IMA platforms in software
according to different security levels [14]. Aviation tasks are
implemented by hosted application software, public IMA
platforms, and high-speed networks. The IMA platform is
composed of several IMA modules, and each IMA module is
generally composed of a general processing module (GPM)
and a core operating system (OS). GPM provides shared
computing resources to applications, and core OS provides
partitioned environments and basic services to applications.
The partition software consists of hosted application software
and basic partition operating system software. Each hosted
application software can complete a basic function, and the
basic partition operating system software provides support for
the operation of the hosted application software. Each IMA
module can be embedded with different numbers of partition
software of the same security level. Each partition software
obtains corresponding data through sensors and work sys-
tems. Different partition software transfers data through the
aviation data network to complete all avionics system tasks.
The description of the IMA system and partition software is
shown in Figure 1 [15].

The core OS in each module of IMA system performs uni-
form scheduling and processing of partition software, which
will inevitably lead to some new risks [29]. One is the risk in
time, since the IMA system is an embedded real-time oper-
ating system, in order to ensure safety, the IMA system uses
the time isolation mechanism. According to the number of
partition software run by GPM and its running characteristics,
the worst-case execution time (WCET) satisfying each parti-
tion software is determined, and the static scheduling table
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FIGURE 1. IMA system and partition software.

of GPM module is generated. The core OS schedules each
partition according to the static scheduling table. In the initial
stage of the IMA system design, according to the number of
partitions running on the GPM and the operating cycle and
duration of the partitions, the main time frame that can meet
the cycle of each partition is determined, and the ‘““idle time
for the core OS to switch partitions” is reserved. As shown
in Figure 2 is the static scheduling mechanism of the IMA
system. This requires that the functions implemented by the
avionics system must give processing results within a speci-
fied time. When a partition software maliciously occupies the
processor’s time, other partition software will be invalided.
The other is the risk in space, since each partition software
shares the same hardware, the storage address space of the
processor is usually divided into different pages/segments.
The memory management unit (MMU) unit configures the
properties of these address space pages/segments, and con-
figures the corresponding address space for each partition
software. During the running of a certain partition software,
when the core operating system incorrectly loads the running
context of the partition, it will cause the partition software
to erroneously read and write to the storage space of another
partition software, resulting in other partition software fail-
ures. The IMA system MMU of the processor on the GPM
according to the resource allocation information of the par-
tition software, and the MMU checks whether the address
space accessed by the partition software when it runs con-
forms to the access range of the partition software, thereby
discover and prevent the address of the partition software
from crossing the boundary.

P2 P3 P2 s
Pl Pl p1 time| P1

IS N N N N N N N N N N N N N

T System scheduling clock time

Partition duration

Main time frame
FIGURE 2. The static scheduling mechanism of IMA system.
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The biggest difference between the IMA system and other
systems is that the HM/FM mechanism is embedded inside.
It is an important means for the IMA system to discover and
deal with various failure of the partition software, realize
the function recovery of the IMA system, and ensure the
normal running of the avionics system [30]. The reliability
of the IMA system hardware itself is already quite high.
To further improve the reliability of the entire IMA system,
it is necessary to analyze and identify the factors that affect
the reliability of the partition software from the perspective
of the partition software itself.

IMA partition software refers to the software running in
a partition of the IMA system, including partition-resident
applications and partitioned OS [31]. The common features
of failure mode of IMA system partition software and that
of general software are illegal requests, arithmetic errors and
stack overflows. The difference is that there is interaction
between the partition software and between the partition soft-
ware and the IMA system. The interaction mainly includes
resource allocation, two-level scheduling, partition commu-
nication, HM/FM, and system reconfiguration. During these
interactions, it is inevitable that the unique faults of the par-
tition software will occur. In order to build reliability model
of partition software with SPN, it is necessary to find out the
partition software state machine and analyze the transforma-
tion relationship between them.

There are many methods to model system reliability.
As shown in Table 1, we summarize the advantages and dis-
advantages of the currently used system reliability modeling
methods. Since the running state of the partition software
has obvious timing characteristics, and in order to verify the
accuracy of the established model through the software, the
modeling method of Petri nets is used in this paper.

The partition software state machine defined in ARINC
653 standard has four states:

COLD_START, WARM_START, IDLE and NORMAL,
as shown in Figure 3 [32]-[34].

COLD_START

WARM_ START

NORMAL

FIGURE 3. Partition state machine defined by ARINC 653.

In Figure 3, COLD_START, WARM_START and IDLE
are the initial state of partition software. The main difference
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TABLE 1. The advantages and disadvantages of the reliability modeling

methods.
Method Advantage Disadvantage
It is difficult to
describe systems
RBD method Simple, m?umve that are temporal,
and logical environmental,
and human
influenced
It can conduct in-
depth qualitative 1+ gireutt o
and quantitative .
analysis on the describe
FTA method sequential

complex logical
relationship
between various
events

It is convenient to

model discrete
time series

Petri nets method  dynamic systems,

GO method

and has mature
modeling
software

It is convenient
for reliability
modeling of

ordered task and

systems and
fuzzy events

When the system
scale is complex,
the exponential
explosion
problem exists in
the state space

The symbol is
complex, and
when the system
scale is complex,
the state space

state variable
system

has exponential
explosion
problem

between COLD _START and WARM_START is that
COLD_START can reload the code of all partitions and
reinitialize the global data variables (GPM module system
clock used by the partition, MMU page, etc.) that are not
initialized for WARM_START. The IDLE is a state where
the partition software has been initialized successfully but
the application program has not yet been executed. NOR-
MAL state indicates that the partition software is running
normally. The description of each state transition of ARINC
653 partition software is shown in Table 2.

In order to establish the dynamic interaction model of the
partition software and provide guidance for the development
of the partition software for relevant developers, this paper
obtains the state machine of partition software by combining
the dynamic interaction process of partition software based
on ARINC 653 standard.

The dynamic interaction process of partition software is
mainly divided into the following steps:

i. INITIAL. Initialize IMA system hardware, initialize
HM/FM mechanism, load the core OS code, initialize
the core OS.
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TABLE 2. Explanation of each state transition of ARINC 653 Partition
software.

Transition Description

la Partition software fails during COLD_START

1b Partition software fails during WARM_START

5 The partition software hot start cannot recover the

failure
3a Initialize partition storage space, initialize permanent
data variables and start threads

3 Initialize the local variables of the partition software,
start the scheduling function of the partition OS

3c The scheduling partition goes into WAITING state

4a Initialize partition storage space, initialize permanent

data variables and start threads

4b Initialize the local variables of the partition software,
start the scheduling function of the partition OS

4c The scheduling partition goes into NORMAL state

5a A temporary failure of GPM or Core OS of an IMA

system causes the partition software to fail

5b Partition software failure

6a Partition software failure

6b A temporary failure of GPM or Core OS of an IMA

system causes the partition software to fail

ii. COLD_START. Load the startup code of partition soft-
ware, initialize global variables such as GPM system clock,
MMU page and storage space pre-allocated by each partition
software, start threads, start the scheduling function of parti-
tion OS, and complete the initialization of partition software.

iii. WARM_START. Initialize the local variables of the par-
tition software, start the scheduling function of the partition
OS, and jump to the entrance of the partition application.

iv. NORMAL. The processor resources of the core OS
of the partition software perform arithmetic operation, and
communication is conducted between threads in the partition,
between partition software in the same IMA module, and
between partitions of different IMA modules. When the time
occupied by the partition software is used up, the context of
the partition software is saved.

v. WAITING. The partition software is in a suspended
state, waiting for the next invocation of the processor. When
the processor invokes the partition software again, the recov-
ery of the partition software context will be carried out.

Through the above dynamic interaction process of
IMA partition software, INITIAL, COLD_START and
WARM_START mainly complete the initialization of various
system resources, which may cause partition software failure
due to system resource allocation failure. When the partition
software is in a normal state, in addition to regular errors such
as arithmetic errors, stack overflows, and illegal requests,
there must be data interaction processes between threads in
the partition, between partition software of the same module,
and between partition software of different modules, and
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FIGURE 4. Partition software failure mode fault tree.

these processes may also cause partition software to failure.
When the processor switches between partitions, it may cause
partition context saving failure, partition timer failure, and
partition context recovery failure. The failure mode fault
tree of partition software can be obtained, which can pro-
vide a way to improve the reliability of partition software,
as shown in Figure 4 [35]. Since this paper mainly analyzes
the interaction mode and fault mode of partition software, it is
assumed that the INITIAL, COLD_START, WARM_START
and HM/FM mechanism cannot fail, so the possible fault
modes in this process will not be decomposed. Although
resource allocation failure will cause the failure of partition
software, this failure mode is mainly caused by the failure of
core OS, so this failure mode is not decomposed.

Arithmetic errors, stack overflows, and illegal requests
are caused by the failure of the hosted application software
itself. In the partition communication failure, the thread com-
munication in the hosted application software (In-thread)
is scheduled and managed by the basic partition operating
system, so the thread communication failure in the hosted
application software is caused by the failure of the hosted
application software. The essence of thread communication
between different partition software in the same IMA mod-
ule (Inter-thread) is that the basic partition operating system
communicates through a shared cache, that is, a storage area
is configured as a cache space for communication data, and all
partitions participating in the communication can access this
space. This operation does not require the involvement of the
core OS. Therefore, a failure of the hosted application soft-
ware can result in failure of thread communication between
different partition software within the same IMA module. The
thread communication between different IMA modules must
involve the core OS, because only the core OS can operate
the bus. Therefore, the core OS failure can cause thread com-
munication failure between different IMA modules (Inter-
module failure). In two-level scheduling failures, partition
context save failures and partition context recovery failures
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can be further decomposed into partition context unsaved,
partition context saves failures, partition context unrecovered
and partition context recovery failures according to the dif-
ferent modes of hardware and software failures. Because the
failure of the core OS will lead to the error of global variables
such as the context pointer variable and GPM system clock
in the partition software, partition context unsaved, partition
context unrecovered and the failure of the partition timer
are all caused by the failure of the core OS. Partition con-
text save failures and partition context recovery failures are
caused by the MMU failure of the GPM module [36]. For the
partition software failure (HARDWARE FAILURE) caused
by the temporary failure of the core OS and GPM module,
HM/FM mechanism is adopted to carry out COLD_START
to recover, while the partition software failure itself (SOFT-
WARE FAILURE) will not cause the global variable failure
of the partition software, HM/FM mechanism is adopted to
carry out WARM_START to recover. Therefore, a temporary
failure of the GPM or Core O/S of the IMA system causes
the partition software to switch from the NORMAL state to
the HARDWARE FAILURE state. A failure of the partition
software causes the partition software to transition from the
NORMAL state to the SOFTWARE FAILURE state.

In order to truly reflect the running state of partition soft-
ware on the basis of simplifying the Petri net model, this paper
makes the following assumptions and constraints on partition
software [20].

i. There will be no failure in the INITTAL of IMA system,
and the IMA system can only enter the COLD_START state
immediately after INITIAL.

ii. There will be no failure during COLD_START and
WARM_START of partition software.

iti. The partition software under NORMAL state will not
enter COLD_START or WARM_START state.

iv. The partition software will be restarted once it enters
the FAILURE (HARDWARE FAILURE and SOFT-WARE
FAILURE) state.
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v. The external conditions and storage conditions required
by the partition software after restart will be satisfied.

The following describes the operation process of the parti-
tion software through an example of the operation process of
the partition software. Assuming that two partition software
(P1 and P2) are created and run in the GPM module of the
IMA platform, Figure 5 shows the running process of the
partition software.

COLD . HARDWARE COLD
INITIAL START NORMAL  WAITING = WAITING "L (™ NORMAL o WAITING NORMAL
A A A R A SR
Pl P2 Pl P2 P1 P2 Pl P2 Pl P2

TI kvl T3 T4 TS

FIGURE 5. Operating process of partition software.

After the GPM module is powered on, the hardware and
core OS are initialized first, and then partitions P1 and P2 are
created. The partitions P1 and P2 are in the COLD_START
state, the partition storage space is initialized, the permanent
data variables are initialized, and the thread is started. From
the start of the operating cycle T2, the partition software
P1 and P2 alternately run, and then in the operating cycle T3,
a temporary failure of the GPM or core OS of the IMA system
causes a HARDWARE FAILURE of the partition software.
In the operating cycle T4, HM/FM performs COLD_START
recovery on P2 after detecting an error. Subsequently, parti-
tions P1 and P2 both enter the normal state and alternately
occupy processor resources periodically. When the partition
SOFTWARE FAILURE at a certain moment, HM/FM will
perform WARM_START recovery on the partition after find-
ing the fault.

According to analysis, assumptions and constraints,
the Petri SPN model of partition software can be obtained,
as shown in Figure 6.

In order to further illustrate that the Petri nets model meets
our expected operating state, we use TimeNET4.4 software
to check the structure of the model and find that the model
has 5 T invariants and no conflict sets. The T invariant meets
our expectation, which further verifies the accuracy of the
model. Figure 7 shows the results of the structure check of
the partition software.

The description of the transition ¢;, the firing rate X; and
reference time corresponding to the transition ¢; are shown in
Table 3.

IV. RELIABILITY ASSESSMENT OF PARTITION

SOFTWARE BASED ON SPN

By analyzing the interaction process and failure mode of
partition software, the interaction process and failure mode
of partition software are defined. According to the charac-
teristics of partition software, combined with Petri nets suit-
able for describing asynchronous, concurrent, and uncertain
systems, as well as having the advantages of intuitive,
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Priority innediate Transitions

Removing temporary files v
< >

FIGURE 7. Result of a structure check.

visual, and perfect mathematical theory, this paper proposes a
method for modeling and evaluating the reliability of partition
software based on SPN, establishing a reliability mathemati-
cal model of partition soft-ware, and quantitatively analyzing
the factors that affect the reliability of partition software [37].

Definition 1: The necessary and sufficient conditions for
a seven-tuple SPN = (P,T; F,K, W, M, X) to be a SPN a
follow.

(HPUT # ¥ (Net is not empty).

(ii) PN T = @ (Duality).

@iii) F € (P x T)U (T x P)). (The flow relationship is
only between the elements of P and T).

(iv) dom (F) U cod (F) = PUT. (No isolated elements)
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TABLE 3. The transition in the petri model of partition software.

Transition Description Firing rate Related Reference Time
4 IMA system initialization M GPM and Core OS initialization time
Initialize partition storage space, initialize . e
t permanent data variables and start threads I Partition COLD_START initialization time
B Partition software failure s MTBEF of partition software
t A temporary failure of GPM or Core OS of an IMA A MTBF of IMA module
system causes the partition software to fail
ts The scheduling partition goes into WAITING state As The time for partltlgn running and partition
switching.
ts The scheduling partition goes into NORMAL state A6 The time for partlthn Waltmg and partition
switching
t; Partition software failure A MTBEF of partition software
% A temporary failure of GPM or Core OS of an IMA he MTBF of IMA module
system causes the partition software to fail
to HM/FM find a failure Ao The time for HM/FM find a failure
Initialize the local variables of the partition
to software, start the scheduling function of the Mo Initialization time for WARM_START
partition OS
t HM/FM find a failure A The time for HM/FM find a failure

(V)K : P — N7T U {oo} is the capacity function of the
place.

i)y W
directed arc.

(vii) M : P — N is the initial marking, satisfy: Vp € P :
M (p) =K (p).

wiii) » = {h1, Ao, - -
rates.

Where dom (F) = {x|3y: (x,y) € F} is the set of the
first element of the order couple contained in F. cod (F) =
{x|3y: (v, x) € F} is the set of the second element of the
order couple containedin F. P = {p1, pa, - - - , p} is alimited
setof places. T = {1, 12, - - - , t,} is a limited set of transition.
N is A natural number. N7 is a positive natural number [38].

In SPN, the transition 7 from enabling to implementing
requires a delay, which can be regarded as a random variable
x;, and the random variable x; obeys a distribution function:
Fi(x) = P{x; <x} [39]. In the continuous-time SPN pro-
posed by Molloy, the distribution function of each transition
follows an exponential distribution with parameter A;, that is

F — N7 is the weight function of the

-, An} is the set of transition firing

VieT :Fr=1—e** (1

where the average firing rate A; > 0, variable x > 0. The
following conclusions can be proved [40].

i. The probability that two transitions will be firing at the
same moment is zero.

ii. The reachable state graph of SPN is isomorphic to a
homogeneous MC, so it can be solved by Markov stochastic
process.

Therefore, before using the SPN method, we need to prove
that the delay associated with each transition in the Petri net
model of the IMA partition software obeys an exponential
distribution.

i. Delay of transition #4, 3

The research of electronic products is relatively mature,
and the failure rate of electronic products has the character-
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istics of no memory. Therefore, the failure rate of electronic
products obeys an exponential distribution. As a kind of elec-
tronic system, the IMA module also obeys an exponentially
distributed random variable. So the firing rate of transition 74
and rg meets the application conditions of SPN.

ii. Delay of transition 3, t5, tg, t7

In the Petri net model of partition software, the transitions
associated with the MTBF of software are 73 and t7, while
13, 14, and 5 have a competitive relationship, and #¢, 7, and
tg have a competitive relationship. The delays corresponding
to transitions #5 and f¢ are usually milliseconds. The MTBF
of the IMA module corresponding to the transition 74 and
17 is generally 10°, which is quite different from the delay
(10%) corresponding to the transition 73 and 3. Therefore,
approximating the delay of transition #3, t5, fg, t7 to expo-
nential distribution does not affect the change of the model
state. So the firing rate of transition 73, f5, fg, t7 meets the
application conditions of SPN.

iti. Delay associated with other transitions

The delay of GPM and Core O/S has nothing to do with the
steady-state probability of the partition software in a failure
state. The delay for HM/FM to find errors, the HOT_START
of the partition and the initialization process of each variable
in the COLD_START are all random Variable, the probability
distribution of this variable decreases with time, which can be
similar to an exponential distribution. So the firing rates of
11, 1, to, t19, and t1] meet the application conditions of SPN.

A. QUANTITATIVE ANALYSIS OF RELIABILITY OF
PARTITION SOFTWARE BASED ON SPN

The reachable status tree of partition software is shown
in Figure 8. There are seven possible locations in the par-
tition software. At the beginning, there is only one token
in INITIAL, and the location of INITIAL is marked as
My = (1,0,0,0,0,0,0). The firing rate in the SPN model
of the partition software determines the position of token, and
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My=(1,0,0,0,0,0,0)
b
M;=(0,1,0,0,0,0,0)
le
M,=(0,0,1,0,0,0,0)
t; i t 5]
M;=(0,0,0,1,0,0,0) M,=(0,0,0,0,1,0,0)
l ty l tn
M¢=(0,0,0,0,0,0,1) M,=(0,1,0,0,0,0,0) ,=(0,0,1,0,0,0,0) M;=(0,0,0,1,0,0,0) M,=(0,0,0,0,1,0,0)

M5=(0,0,0,0,0,1,0)

s l t i3

tio
M,=(0,0,1,0,0,0,0)

FIGURE 8. The reachable status tree of partition software.

the marking of the partition software in different positions can
be obtained through the change of token.

In order to more intuitively reflect the transition relation-
ship between various states in SPN, the reachable state tree
of partition software can be further summarized to obtain
the reachable state diagram of partition software, as shown
in Figure 8.

M, M, M, M,
4 t t
(1,0,0,0,0,0,0) (0,1,0,0,0,0,0) (0,0,1,0,0,0,0) (0,0,0,1,0,0,0)
I Iy s I3 ty
f to
Iy

(0,0,0,0,1,0,0) (0,0,0,0,0,1,0) (0,0,0,0,0,0,1)

M, Ms M;

FIGURE 9. The reachable state diagram of partition software.

It can be seen from Figure 9 that the reachable state dia-
gram of partition software is reversible, at least it can be
cycled between M| and M. Then, the same status identifi-
cation in the partition software reachable status diagram is
merged, and the corresponding firing delay of each state is
replaced by the corresponding firing rate. Refer to Table 2
for the conversion of firing delay and firing rate for each state,
and a continuous-time MC isomorphic to the reachable state
diagram of the partition software can be obtained, as shown
in Figure 10.

In order to get the transition matrix of the MC, an x n
matrix Q = [q,-j] ’nxn is defined. The calculation method of

FIGURE 10. Isomorphic MC of partition software SPN model.

where MC;[ty > MC; is the transition f; satisfies the parti-
tion condition to transfer to MC; in state MC;. According to
formula (2), the transfer matrix Q77 of MC with isomorphic
partition software SPN model can be obtained as follows (3),
as shown at the bottom of the page.

Suppose the steady-state probability of partition software
in each reachable state is P [M;] = xj+1. The element x; in
the steady-state probability set X = [x1, x2, X3, X4, X5, X6, X7]
can be determined by the following system of equations.

X0 =
{ 0=9 : 4)
Zx,- =1, 1<i<n

Taking matrix Q and matrix X into the above formula (4),
the following equations can be obtained
—A1x1 =0
Axy — Aoxp + Aqxs =0
A2xy 4+ (=43 — Ag — A5)x3 + Agxe + A1ox7 = 0
A3x3 — Agxg + A7xg =0
Agxz — A11x5 + Agxg =0
Asx3 +(=Ae — A7 — Ag)xg =0
Aoxg — Aox7 =0
X{1+x24+x3+x4+x5+x+x7=1

Assuming that the random variable ¢ follows the exponen-
tial distribution with the parameter A, and the corresponding
average delay is d, the probability distribution function of the
random variable 7 is

&)

_ 1 M
each element is as follows. Fr)=PIT=t]=1-c¢ (©)
s i #Jj At € MCilty > MC;j where the average delay is given by
_ j— 7 00 00
=1 2 M i= o) _ I
M;[t;> d= | [1-F,@)]dt = | e ™dt = 3 7)
0, i#jAt & MCilty > MC; 0 0
Sy 0 0 0 0 0 ]
0 —x Ao 0 0 0 0
0 0 —A3—A4—2XA5 A3 Ag As 0
Qix7=1] 0 0 0 —2 0 0 Ao (3)
0 A1 0 0 —in 0 0
0 A6 A7 Ag  —Ae— A7 —Ag 0
| O 0 Ao 0 0 0 —A10 |
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TABLE 4. The relationship between the average time of each parameter
and the firing rate.

Time Average firing rate
Average time of COLD_START: 7. A,=1/T,
MTBF of partition software: 1/ 4 j’;:ﬂ7 =1
MTBF of IMA module: 1/ A’ A=h=L
Average time of partition software in normal
A=1/T,
state: T, !
Average time of partition software in the A—UT
WAITING state: 7}, L
Average time for HM/FM finds a failure: T}, Ay=2,=1/T,
Average time of WARM_START: 7}, Ao=1T,

Therefore, the steady-state probability of each reachable
state of partition software is as follows (8), as shown at
the bottom of the page,where the relationship between the
average time of each parameter and the firing rate is shown
in Table 4.

V. EXPERIMENTAL VERIFICATION AND ANALYSIS

In order to find out which factors are related to the steady-
state probability of partition software in failure state, it is
necessary to separate the steady-state probability of the par-
tition software in the working state and the failure state. The
partition software can work normally only in the NORMAL
state and the WAITING state and cannot work in other states.
Therefore, the steady-state probability Xr of the partition
software failure is as follows

Xr=x3+x4+x54+x7
_ Tpi+ Twh + XTe + ATk
C Tph+Twh+NTe + MNTr + 1
The IMA system has N IMA modules, and each IMA

module is embedded with several partition software. There
is interaction between the partition software within the IMA

C))

module and between the partition software within different
IMA modules. It is assumed that the running state of the
partition software can meet the constraints and assumptions
on the partition software given in section 3. The verification
contents are as follows.

i. The impact of T¢ on the reliability of the partition
software is inversely proportional to the MTBF of the IMA
module.

ii. The impact of Tr on the reliability of the partition
software is almost independent of the MTBF of the IMA
module.

iii. The impact of Ty on the reliability of the partition
software is independent of the MTBF of the IMA module.

iv. The impact of A on the reliability of the partition soft-
ware is independent of the MTBF of IMA module.

v. Tc has little effect on the reliability of the partition
software.

X
1.4 10
—O— 7. =150ms
1.2 Tp =100ms| |
—— T =50ms

o
o)

o
)
T

=}
~
T

o
)

steady-state probability of partitioning software failure

o

10

Mean Time between Failures of IMA module(hour)

FIGURE 11. Tg impact on the reliability of partition software.

According to references [41]-[45], it can be obtained that:
Tc = 150ms, Tr = 150ms, Tw = 10ms, A = 1/104h =
104 and A’ = 1/10°h = 107. The pseudo-code of the
Partition software reliability analysis is given by Algorithm L.

®)
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x1=0
MTc
X =
2 Teh +Twh+XNTc +AMTp + 1
Tn(Th + NTy + 1)
X3 =
3 Ty + Ty + )»}T].){TN +TuTnA) x (TpA +Twh +XMNTc +NVTr + 1)
F
A T+ Twh+ NTe + W Tr + 1
MNTE
X5 =
ST TeA+ Twh+ NTe + NTr + 1
Ty
X6 =
T Ty + Ty + WTy Ty + Ty i) < (Trh+ Twh +2'Te + 2 Tr + 1)
w
T T+ Twh+ MTe + W Tr + 1
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Algorithm 1: Partition Software Reliability Analysis
Algorithm

Input: x € [Tr, Tc, Tw, Al

begin
if x is Tr then
A =10"% Tc = 150 ms, Ty = 10 ms
foreach hardware failure rate
A e [1074, ..., 107°] do

foreach HM/FM
TF; € [150ms, 100ms, 50ms] do

res;; = x2 + x4 + x5 +x7
_ Trr+Twh+ MTc + MTg
 Tgih+ Twh + ATc + AT + 1

end

end
elseif x is T¢ then
A =10"% Tr = 150 ms, Tw = 10 ms
foreach hardware failure rate
A e[1074, .-, 107°] do

foreach COLD_START

T¢j € [150ms, 100ms, 50ms] do
res;j = x2 + x4 + x5 +x7
Trjh 4+ Twh + A Tci + M Tr
T TEA A+ Twh+ AT + AMTp + 1

end

end

elseif x is Ty then

r=10"% Tr = 150 ms, Tc = 150 ms

foreach hardware failure rate

A e[1074, .-+, 107°] do

foreach WARM_START

Tw; € [20ms, 10ms, 1ms] do
res;; = x2 + x4 + x5+ x7

_ TFih + Twid + )»:.TC + )»;TF
 Tpih+ Twik + MTc + MTr + 1

end

end

else

Tr =150, T¢c = 150, Ty = 10

foreach hardware failure rate

A e 1074, ..., 107%] do

foreach MTBF of partition software
A €[1073,5% 1074, 1074, 107 do
res;j = x2 + x4 + x5 +x7

_ TF)\.J' —+ TW)Lj + A;Tc —+ A.;TF
Tk + Twhj+MTe + MTp + 1

end
end

end
end
Output: res;
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FIGURE 12. T¢ impact on the reliability of partition software.

T,y =20ms
12 T,y =10ms] 1
—— T, =1ms

-
T

o
)
T

o
o
T

I
~
T

o
)
T

o

steady-state probability of partitioning software failure

10* 10°

Mean Time between Failures of IMA module(hour)

FIGURE 13. Tyy impact on the reliability of partition software.

The impact of changes in T, T¢c, Tw and A on the reliabil-
ity of partition software is shown in Figure 11, 12, 13 and 14.
It can be seen in Figure 11 that the impact of TF on the
reliability of the partition software is almost independent of
the MTBF of the IMA module. It can be seen in Figure 12 that
as the MTBF of the IMA module increases, the benefits of
reducing T¢ to improve the reliability of the partition soft-
ware will be significantly reduced. In Figure 13, it can be seen
that the impact of Ty on the reliability of partition software
is independent of the MTBF of IMA module. As can be seen
in Figure 14, when the MTBF A of the partition software
is small, the increase of A will significantly improve the
reliability of the partition software. However, as the MTBF of
the partition software A increases, the benefits of increasing
the MTBF of the partition software will significantly decrease
and the impact of A on the reliability of partition software is
independent of the MTBF of IMA module.
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FIGURE 14. ) impact on the reliability of partition software.

In summary, the steady-state probability of the partition
software in the failure state is independent of the average
time Ty of the partition software in the NORMAL state
and the average time Ty of the partition software in the
WAITING state. When the MTBF of partition software is
between 10°4 and 10*h, increasing the MTBF of partition
software will significantly improve the reliability of partition
software. When the MTBF of the partition software is above
10*h, the difficulty of increasing the MTBF of the partition
software will be significantly increased, and the gain will be
significantly reduced. Therefore, the reliability of the parti-
tion software can be improved by reducing the mean time of
HM/FM fault detection, the mean time of CLOD_START and
the mean time of WARM_STARM.

-11

610 .
5
TC
5 = 1w |
A
ab J

The difference of steady-state probability of failure
N

10* 10° 10

Mean Time between Failures of IMA module(hour)

FIGURE 15. The influence of various factors on the reliability of partition
software.

In order to obtain the influence of A on the reliability
of partition software more clearly, the influence of various
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factors on the reliability of partition software is obtained,
as shown in Figure 15. The curves TF, TC and FW represent
the influence of Tr, T¢c and Ty on the reliability of partition
software for each decrease of 1ms, respectively. A represents
the impact of increasing the MTBF of partition software by
an average of 1000 hours between 10*h and 10°h on the
reliability of partition software.

8 stationary Analysis x

Overall solution method: EMC explicit ~

Max. # of iterations 1,000 %

Computation of SMCs: |sequenti

s lintegrstion of metrix sxponentials): |dwuble  ~

or (integration of matriz expomentials): [1e-13
Linear system solution (in case of EMC explicit solution methed): |iterative
Max. iterations limear system solution (in case of EMC explicit with iterative solve) 50, 000 5
Initial iteration vector (in case of fill-in aveidence method):  uniform
Seed value (in case of fill-in avoidance with initial rendom vector) 12,345 %

Save stationary iteration vector

Start Default Load Save Caneel

FIGURE 16. Simulation environment parameters.

The MTBEF of the current IMA module is generally 105,
As can be seen from Figure 15, the average time for HM/FM
to detect faults is reduced by lms, the average time for
WARM_STARM is reduced by 1ms, and the MTBF of par-
tition software is increased by 1000h, which will reduce the
steady-state probability of partition software in the state of
failure by the same order of magnitude (10~'!). The average
time of CLOD_START has little effect on the reliability of
the partition software (10~12), To reduce the average time
of HM/FM fault detection, the monitoring mode of HM/FM
software can be used to optimize the monitoring mechanism
of HM/FM. Optimizing the code architecture can reduce the
time of WARM_START of the partition software. As shown
in Figure 4, improving the MTBF of partition software can
refer to methods such as improving the reliability of com-
munication between partition software threads, the reliability
of communication between partition software of different
IMA modules, exception handling and the garbage disposal
mechanism of partition software heap memory.

In order to further study the sensitivity of each param-
eter. We build the SPN model of partition software in
TimeNET4.4. The simulation environment as shown in Fig-
ure 16 is set to obtain the sensitivity of different parameters
to the model, as shown in Table 5. It can be seen from the
table that as the MTBF of the partition software increases,
the sensitivity of the model to the model becomes less and
less for every 1000h increase in the MTBF of the partition
software. In addition to A, the average time for HM/FM to
find a failure has the greatest impact on the partition software.

In order to improve the reliability of IMA partition soft-
ware, different analysis methods and modeling methods have
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TABLE 5. Sensitivity to parameter.

The steady-state probability
of the partition software in
the fault state

Parameter

T=150ms, T/=150ms,
Ty=10ms, A=1/10000,
’=1/100000
T=149ms, T/=150ms,
Tyw=10ms, A=1/10000,
A’=1/100000
Tc=148ms, Tr=150ms,
Tyw=10ms, A=1/10000,
A’=1/100000
Tc=150ms, Tr=149ms,
Tw=10ms, A=1/10000,
A’=1/100000
Tc=150ms, Tr=148ms,
Tw=10ms, A=1/10000,
A’=1/100000
Tc=150ms, Tr=150ms,
Tyw=9ms, A=1/10000,
A’=1/100000
Tc=150ms, Tr=150ms,
Ty=8ms, A=1/10000,
A’=1/100000
Tc=150ms, T/=150ms,
Tyw=10ms, A=1/11000,
’=1/100000
T=150ms, Tr—=150ms,
Tw=10ms, A=1/12000,
A’=1/100000

5.2778*107

5.2750*107

5.2722%107

5.2472*%107

5.2167%107

5.2500*10”

5.2222%107

4.8737%10°

4.5370%10”

TABLE 6. Analysis and comparison of various modeling methods.

Modeling environmental  Quantitative
method A T L Tx factor assessment
Wang! J J X X X X
Wang?2! X X X X v v

The method v J v v % J

in this article
Quantitative assessment: The degree of change of the partition
software failure rate with parameters.

been proposed in the academic community, mainly focusing
on the environmental factors and the running state of IMA
system software. On the basis of Wang et al. [3], according
to ARINC 653 standard, this paper establishes a model more
in line with the operating state of IMA partition software,
and analyze the factors affecting the reliability of partition
software, as shown in Table 6.

It can be seen from the above table that the method of
Wang et al. [3] also proposes the SPN reliability evalua-
tion model of the IMA system partition software, the model
merges the COLD_START state and the WARM_START
state defined in the ARINC 653 standard, which reduces
the accuracy of the model. The model did not analyze the
influence of the average initialization time of COLD_START,
the average initialization time of WARM_START, and the
average time of HM/FM to find errors on the model.

VOLUME 9, 2021

The method of Wang and Sun [22] only analyzes the quan-
titative assessment of the MTBF of the partition software by
specific environmental factors. This paper makes a quanti-
tative assessment of the reliability factors of IMA partition
software and obtains four factors that affect the reliability of
IMA partition software to provide more detailed guidance to
relevant developers.

VL.

CONCLUSION

The IMA system is the future of the onboard avionics system.
There are different numbers of partition software in the IMA
system. In order to improve the reliability of the IMA system,
this paper studies the SPN reliability quantitative evaluation
model of partition software. On the basis of proving that
the trigger rate of each transition in the model is similar
to the exponential distribution, Markov stochastic process
theory is used to obtain the steady-state probability of the
partition software in the fault state. Under the assumptions
presented, it is a function of the MTBF of the partition
software, the mean time of the COLD_START of the parti-
tioning software, the mean time of the HOT_START of the
partition software, and the mean time of the HM/FM fault
detection. It can be proved that the steady-state probability
of partition software is independent from the schedule time.
Through parameter sensitivity analysis, the sensitivity of dif-
ferent parameters to the model is obtained. Some suggestions
for increasing the reliability of partition are discussed. In this
paper, SPN model of single partition software is established,
but in the actual running process of the IMA system, it is often
multiple partition software programs are often used together
to complete an aviation task.

In the future, the SPN model of multiple partition software
interaction is considered, the influence of fault propagation
mechanism between partitioned software on the reliability of
partitioned software is determined, and quantitative analysis
of module level software reliability is carried out.
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