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ABSTRACT The intake of the perishable fruits and vegetables (FVs) in the human diet can contribute to
reduce the risk of some chronic diseases. But unfortunately, FVs loss rate is high among all the food produced
annually and occurs at storage stage of post-harvest life cycle. One of the key factors contributing to this
high loss rate is inability to gauge vital ambient environmental parameters in cold storage. The existing
monitoring solutions about cold storage are limited to only gauge temperature, relative humidity and ignore
other vital ambient environmental parameters such as luminosity and concentration of gases. This is a critical
issue that needs to be addressed to overcome the loss rate of FVs. This paper presents a real-time intelligent
monitoring and notification system (RT-IMNS) banked on an Internet of Things (IoT)-enabled approach
for real-time monitoring of temperature, relative humidity, luminosity and concentration of gas in cold
storage and notifies the personnel on exceeding of dangerous limits of these parameters. Moreover, decision
support is implemented in the RT-IMNS using Artificial Neural Network (ANN) with forward propagation
to classify the status of commodity into one of three classes i.e. good, unsatisfactory or alarming. The
proposed prediction model outperforms Compress Sending (CS), Adaptive Naïve Bayes (ANB), Extreme
Gradient Boosting (XGBoost) and Data Mining (DM) with respect to forecasting accuracy. We achieved
99% accuracy using forward propagation neural network model while existing models such as CS, ANB,
XGBoost, DMachieved 95.60%, 87.50%, 93.59%, 90% accuracy respectively.Moreover, proposed approach
achieved 100% precision, 100% recall, 100% F1-score for good class is achieved, for unsatisfactory class
precision is 98%, recall is 99%, F1-score is 98% and for alarming class precision is 100%, recall is 98% and
F1-score is 99%.

INDEX TERMS ANN, cold storage, IoT, FVs.

I. INTRODUCTION
According to FAO (Food and Agriculture Organization), 1.3
billions of tons per year food loss is reported which represents
33% of the total production [1]. The food demand is con-
tinuously increasing and could reach about 150-170% of the
current demand by 2050 [2]. Moreover, according to an esti-
mate of World Health Organization (WHO), approximately
1.7 million deaths per year around the globe are associated
with low intake of FVs. The WHO recommends a mini-
mum intake of 400g FVs per day [3] which helps to reduce
risk of diseases such as diabetes, certain cancer, respiratory
conditions and cardiovascular disease (CVD) [4]. While the
loss rate of FVs(45%) is high among all other foods includ-
ing meat(20%), oil seeds (20%), diary(20%),cereals(30%),
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fish and sea-food(35%) [5]. The loss of FVs which occur at
storage stage is 10% that is higher than all other stages [6]
includes harvesting, storage, processing and distribution of
post-harvest life cycle [7]. These convincing evidences indi-
cate that a critical measure should be immediately taken to
reduce the loss of perishable products like FVs. To overcome
the loss of perishable FVs, it is vital to monitor ambient
environmental parameters that affect the quality of FVs. Tra-
ditionally, low temperature is considered as primary factor in
cold storage to slow down the ripening process of FVs that
does not stop even after picking and continues up to over-ripe
or rot of FVs. It causes postharvest pathogens like bacteria,
fungi etc. that ultimately reduce the quality of FVs and results
into loss of FVs. Although, except temperature [8] and rel-
ative humidity[9], there are many substantial environmental
parameters such as, concentration of gases (CO2 [10, 11],
O2, C2H4 [12]), light intensity [13], [14], dust that affect
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TABLE 1. A comparative analysis of the existing cold supply chain monitoring solutions.

the quality of FVs in cold storage. All these environmental
parameters excluding temperature and relative humidity are
ignored in existing cold storage of developing countries that
cause high loss rate of FVs. Traditional cold storage gauges
only temperature, relative humidity and ignores all other envi-
ronmental parameters that contribute to uplift the shelf-life of
FVs ultimately reduce the high loss rate of FVs. Henceforth,
it is vital to address this issue and a critical measure is needed
to reduce the loss of perishable FVs in cold storage through
real-time monitoring of vital environmental parameters such
as temperature, relative humidity, CO2 [15] and light inten-
sity [16]. The existing studies about cold supply chain that
bank on an IoT-based approach and prediction model are
illustrated in Table 1 and having following challenges.

-Previous cold supply chain monitoring solutions remain
limited to gauge only two environmental parameters i.e.
temperature and relative humidity. Furthermore, results are
analyzed on the basis of only two parameters.

-Previous cold supply chain monitoring solutions ignore
other important environmental parameters such as luminosity
and concentration of gases that can contribute to reduce the
loss rate of perishable FVs.

-Previous cold supply chain monitoring solutions based
on expensive technology that is not feasible for small and
medium-sized enterprises.

-Previous cold supply chain monitoring solutions do not
have any mechanism to intimate personnel in case of danger-
ous limits of environmental parameters.

-Previous cold supply chain monitoring solutions do not
provide support of Android App for remote monitoring.

-Previous cold supply chain monitoring solutions gauge
temperature at only one place inside a cold storage using
single sensor that is insufficient to predict status of the com-
modity.

To maintain the quality of perishable products from pro-
duction to consumption, cold storage is used as an effective
strategy [17], [18]. Here, our main concern is to perform
real time monitoring of environmental parameters inside cold
storage to reduce the loss of perishable product like FVs and
also intimate personnel. This paper presents an IoT-enabled
approach for real-time intelligent monitoring and notification
of environmental parameters such as ambient temperature,
relative humidity, light intensity and concentration of gas
in cold. We applied ANN model with forward propagation

VOLUME 9, 2021 38237



H. Afreen, I. S. Bajwa: IoT-Based RT-IMNS of Cold Storage

for analysis and interpretation of commodity status on the
basis of gauged environmental parameters. The proposed
RT-IMNS exhibits features given as follows.

-Our proposed system used cost-effective hardware com-
ponents which ultimately provide an affordable solution for
small and medium-size enterprises.

-Our proposed system gauged four vital ambient environ-
mental parameters and analyzed results on the basis of gauged
parameters.

- Our proposed system provides support of Android
App for remotemonitoring and personnel can check the status
of commodity at anytime from anywhere.

-Our proposed system also sends an automatic notification
to personnel on dangerous limits of these parameters which
contribute to take timely necessary action to mitigate the loss
of FVs.

-Our proposed system used forward propagation neural
network model with softmax activation function to efficiently
perform multi-classification about commodity status.

-Our proposed solution gauged ambient environmental
parameters at multiple places inside cold storage using mul-
tiple sensing modules to efficiently predict the status of com-
modity.

IoT is becoming a promising technology due to its
cutting-edge fusion of sensor techniques, predictive analytics
and efficient wireless-connectivity [19]. There are many IoT
applications including environmental monitoring, augmented
mapping and assisted driving are included in current applica-
tions of transportation, logistics domain [20] and manufactur-
ing [21]. Therefore, it indicates that real-time monitoring of
food supply chain is feasible in IoT platform [22], [23].

FIGURE 1. The supply chain of FVs and RT-IMNS.

The working of RT-IMNS in supply chain of FVs is rep-
resented in Figure 1. The transportation of FVs is performed
immediately after cultivation, FVs are placed in cold storage

where commodities keep for short or long period and then
transfer to grocery store from where consumer takes it. In the
presented approach, sensing system of RT-IMNS is mounted
in cold storage that gauges real-time environmental parame-
ters. Using ESP-WROOM-32, these values are sent to cloud
database where these values will be stored. A personnel can
monitor these environmental parameters and also check the
status of commodity predicted by predictionmodel at anytime
from anywhere using RTIMNS android app. The physical
presence of personnel is not required in cold storage as tradi-
tional approaches require. Henceforth, it become easy to take
time necessarily action due to automatic real-timemonitoring
of environmental parameters in cold storage.

To address the deficiencies of existing monitoring solu-
tions about cold storage, we have proposed the following
research questions (RQ).

RQ1: What is the role of luminosity and concentration of
gas on commodity status in cold storage?

RQ2: How to reduce the loss rate of perishable commodity
in cold storage?

RQ3: How to facilitate personnel to take timely necessary
action according to commodity status in cold storage?

We have formulated research objectives (RO) to address
the research questions about the proposed study which are
described herein.

RO1: To find the role of luminosity and concentration of
gas on commodity status in cold storage.

RO2: To develop a real-time monitoring and notification
system of cold storage which reduces the loss rate of perish-
able commodity in cold storage.

RO3: To develop an android application for personnel to
take timely necessary action according to commodity status
in cold storage.

The rest of the paper is structured in five main sections.
The second section illustrates the literature review regarding
IoT and cold storage. The third section of the article describes
the architecture of proposed real-time automatic monitoring
and notification system about cold storage. The fourth section
contains the implementation details. The experimental results
are described in fifth section. The last section of the article
comprises of conclusion and future development perspectives
respectively.

II. STATE OF THE ART
The quality of perishable products like FVs is decreasing
from farm- to- fork ultimately, escalates the loss rate of FVs.
It is of utmost importance to maintain the quality of FVs
through proper monitoring that will extend the shelf-life of
these products. Traditionally, temperature is an atomic factor
that is monitored in cold storage and all other environmental
factors such as humidity, concentration of gases, light and
dust particles are totally ignored. Moreover, there is no mech-
anism to send an alert message to personnel in case of dan-
gerous limits of environmental parameters. Therefore, It is
required to pay attention in a cost-efficient manner regarding
real-time monitoring and notification about environmental
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parameters in cold storage ultimately impact on morality rate,
food hunger, food borne illness, loss of food quality and
integrity. According to my best knowledge, a lot of work
has been done regarding transportation, retail distribution
and packing in food supply chain illustrated in this section.
But there is a research gap regarding real-time monitoring
of environmental parameters in cold storage and researcher’s
attention is required regarding this perspective to mitigate the
loss of FVs in cold storage.

The contribution of the researchers regarding real-time
monitoring of factors that affects the quality of FVs in cold
storage is described herein. Moreover, a comparative analy-
sis of the existing studies about monitoring of cold supply
chain is illustrated in Table 1 that describes the used tech-
nology, purpose and limitations includes the gauge param-
eters(temperature, humidity, light intensity, CO2), decision
support, Android App, expensiveness and notification.

A RFID-based approach was presented to reduce the trans-
portation losses of perishable products. A rule-based deci-
sion support system was proposed to generate warning on
exceed the safety limits of temperature and humidity lev-
els [24]. An optimization model base approach was presented
to manage the quality of food during production and dis-
tribution stage of supply chain by considering only temper-
ature [25]. A temperature management based method was
presented to improve the quality and quantity of perishable
commodities in food supply chain. In the presented approach,
three methods were employed named centroid, clustering
and weigh-centroid to define the optimal target temperature.
The authors performed an experiment using wireless sensor
network for monitoring the optimal temperature of multiple
commodities having minimal impact[26]. A combination of
two wireless technologies RFID and WSN had combined to
monitor the temperature of refrigerated fruits storage. The
authors assessed the effect of sensor housing in wireless
devices for monitoring of temperature and big data manage-
ment, versatility and polyvalence. However, in many cases
commercial potential of these technologies cannot be realized
due to its cost [27]. A temperature monitoring system for
frozen and chilled aquatic product in cold chain logistics
was presented based on wireless sensor network (WSN) for
data acquisition integrated with compress sending (CS) to
improve the data transmission efficiency. The presented paper
described the compress model comprised of sparse-sampling,
data reconstruction and shelf-life prediction [28].

A traceability system based on RFID and sensors technol-
ogy was presented to monitor dairy products logistics. The
presented approach aimed to improve the logistics decisions
using real-time monitoring of dairy products in food supply
chains [29].

A cargo monitoring system was presented to monitor the
environmental change of environmentally sensitive prod-
ucts (ESPs) in order to ensure their quality in cold chain
environment. The authors employed WSN together with
fuzzy logic and case-based reasoning practices to determine
the storage conditions about ESPs. The presented approach

basically focused on temperature and humidity monitoring of
ESPs to assure the quality during cargo [30].

A pre-warning system based on data mining presented for
food safety in supply chain. The presented system is based on
rule mining and IoT technology to monitor food products and
find food safety risk in advance [31].

A smart phone-based approach was presented for real-time
monitoring of food supply chain. The presented approachwas
supported with an Android App used to monitor temperature,
humidity, GPS and image data using smart phone sensors.
The sensors data was stored in MongoDB and clustering
technique was employed to find outlier data. The authors
claimed to handle massive data efficiently on increase of sen-
sors and clients [32]. An IoT-based system presented for food
monitoring and adaptive naïve base model was used to make
prediction about food by measuring temperature and humid-
ity [33]. A neural network based approach was presented to
predict the temperature of perishable food in the supply chain.
The presented approach leveraged the theoretical foundation
of a physical heat transfer model to develop a neural net-
work model in order to predict the temperature distribution
of perishable food inside a pallet [34]. A perishable food
shelf-life management approach was presented based on IoT,
fuzzy logic modeling which contributes to handle perishable
food throughout the entire supply chain. In this approach,
data acquisition was performed in cost-effective manner. The
change in environment was considered during entire supply
chain to manage the shelf-life of perishable food [35]. A per-
ishable food traceability system based on RFIDwas proposed
by utilizing IoT and machine learning models. The machine
learning models were employed to find the direction of pas-
sive RFID tags during shipment. The presented system helped
customer and managers by providing real-time product infor-
mation and history of gauged parameters i.e. temperature
and humidity [36]. An intelligent IoT- based quality moni-
toring system was presented for vacuum-packed food. The
presented approach evaluated the quality of packed product
on the basis of monitored values of temperature, humidity
and gas. The presented approach did not comprise of decision
support system and only works for vacuum-packed food for
home users [38]. A multi-sensors block-chain based mon-
itoring approach was presented to maintain the quality of
frozen shellfish in cold storage. A SVM and K-means based
algorithm used to evaluate the quality loss of shellfish in cold
storage [37].

III. MATERIAL AND METHODS
In order to reduce the loss of perishable FVs, a cost- effec-
tive IoT-based solution is presented in this paper that auto-
matically monitors real-time environmental parameters like
ambient temperature, relative humidity, light intensity and
concentration of CO2. These real-time values are stored on
Firebase database. After retrieving data from Firebase, ANN
classifier is applied to predict the status of perishable FVs into
three classes i.e. good, unsatisfactory or alarming. An auto-
matic notification will be sent to personnel on unsatisfactory
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or alarming status of commodity for timely necessary action.
Moreover, an android app is also developed which is used
to monitors real-time environmental parameters at anytime
from anywhere but also has decision support to predict the
status of a commodity on the basis of gauged real-time param-
eters. The simulation work is performed using python and
scikit-learn package [39], [40].

The proposed system consists of sensing module, wire-
less communication technology, status predictionmodule and
Android App module as shown in the block diagram of
RT-IMNS in Figure 2.

FIGURE 2. Block diagram of RT-IMNS of cold storage.

These modules interact with each other by using wire-
less communication technology to ensure seamless working
of the proposed RT-IMNS of cold storage. The RT-IMNS
sensing module comprises of sensors, microcontroller, power
supply PCB and bread board to gauge the environmental
parameters such as temperature, relative humidity, light inten-
sity and concentration of CO2. The wireless communica-
tion technologies ensure connectivity and communication.
It comprises of internet and Bluetooth. The RT-IMNS sensing
module ensures the real-time environmental data transmis-
sion from hardware to cloud for storage using these commu-
nication technologies. The real-time gauge data is stored in
Firebase database on cloud and this data is exported as JSON
file for further processing done by status prediction module.

The next module is status prediction that contains predic-
tionmodel for decisionmaking about commodity status using

real-time environmental parameters exported as json file
from firebase database. The Artificial Neural Network(ANN)
prediction model with forward propagation is implemented
in python using TensorFlow [41]. The status prediction
module generates protobuf file that is imported in android
app. It performs inference and predicts status of the commod-
ity. A personnel can do real-timemonitoring of environmental
parameters in cold storage by using an android application.
Android App also facilitates the personnel to check the status
of commodity predicted by decision model and an automatic
notification is also sent to personnel on dangerous limits of
environmental parameters. Therefore, it becomes possible for
personnel to take timely necessary action in order to mitigate
the loss of perishable FVs in cold storage. Moreover, graph of
gauged environmental parameters can also be monitored on
Android App which is shown in result section.

A. USED ALGORITHMS
The storage process of commodity in cold storage is cru-
cial because any negligence in monitoring of environmental
parameters such as temperature, relative humidity, concen-
tration of CO2 and light intensity result into huge loss of
perishable commodity. Therefore, a real-time monitoring of
perishable commodity in cold storage is required to over-
come the loss. The proposed approach presents an intelligent
real-time monitoring and notification system of cold storage
that contributes to reduce the loss of perishable commodity.
For working of proposed RT-IMNS, we have designed algo-
rithms based on prediction model. Here, we describe all these
three algorithms. The proposed approach works according to
these three algorithms.

For theworking of presented RT-IMNS,we have used three
algorithms. First algorithm is used for data acquisition using
sensing system of RT-IMNS. At first step of algorithm 1, it is
necessary to set Wi-Fi connection and if it is established then
call Server_Firebase_Host.

After reading data from sensors, gauged data is placed into
JSON file and update rtimns-FirebaseNode. In the second
algorithm, data processing is performed and after that a proto-
buf file of frozen and inference model is generated which will
further employed in algorithm3 to accomplish the working
of Android App Moreover, third algorithm is developed to
describe the working of Android App which is developed
in Android Studio. The proposed RT-IMNS system works
on the basis of the proposed algorithms1, algorithm2 and
algorithm3.

B. USED HARDWARE
The embedded sensing devices are employed in IoT based
systems to efficiently and economically gauge real-time envi-
ronmental parameters in supply chain [42]–[47]. A sensor
is a device that can sense change in its surround-
ing environment [48], [49]. To implement the proposed
RT-IMNS, we used different sensors and hardware com-
ponents described in Table 2. The real-time environmen-
tal parameters of commodity in cold storage are gauged
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Algorithm 1 Data Acquisition
1:Set WiFi_connection
2:if WiFi_status == connected then
3: Call Server_Firebase_Host
4: whileWiFi == connected do
5: Read Sensors_Data
6: Set JSON(Sensors_Data)
7: Update rtimns_FirebaseNode
8: end while
9:else
10: WiFi connection failed
11:end if

Algorithm 2 Data_Processing
1:Set WiFi_connection
2:if WiFi_status == connected then
3: Call Firebase_database_connection
4: if Connection_established == True then
5: rtimns = Read rtimns_Firebase_database
6: dataset = Call Normalize(rtimns)
7: traindata,testdata= Call Train_Test_Split(dataset)
8: protobuf_file = Apply ANN_Classifier(traindata)
9: else
10: Connection_failed
11: end if
12:else
13: WiFi connection failed
14:end if
15: return protobuf_file

Algorithm 3 Android App Working
1:Inference_model = CALL Data_Processing()
2: ifMobile_WiFi == connected then
3: Call rtimns_database_connection
4: if Connection_established == True then
5: values = Read rtimns_FirebaseNode
6: Status = Inference_model(values)
7: Display Status on Mobile Screen
8: if Status == 0 OR Status ==2 then
9: Notification generated
10: end if
11: else
12: Connection failed
13: end if
14: else
15: WiFi setup error
16: end if

using sensor based circuit that sends these values to firebase
database and further prediction model is applied on gauge
data to evaluate the status of the commodity. The devices
described in Table 2 communicate with ESP-32 module
which is intended to received data from these devices and
further transmit to firebase using internet. The sensing system

of RT-IMNS contains microprocessor based system ESP32-
WROOM-32(ESP-WROOM-32) with the built-in support of
Wi-Fi, Bluetooth and BLE communication protocol.

It is out-of-box proficient to communicate by means of
Wi-Fi protocol [50].

ESP-WROOM-32 is suitable for application of an IoT
device due to its dual-core implementation for wireless com-
munication and also facilitates data processing [51], [52].
ESP-WROOM-32 module is embedded on power supply
PCB board. ESP-WROOM-32 and power supply PCB spec-
ifications and descriptions are given in Table 2. The sensing
system contains a temperature sensor DHT-22 to gauge tem-
perature and humidity in cold storage. It is a cost- effective
digital sensor that can measure surrounding air and further
split out digital signal on data pin by using a capacitive
humidity sensor and thermistor. The concentration of gas is
also an important environmental parameter that needs to be
measured and affects the shelf-life of FVs in cold storage.
We have usedMQ-135 sensor tomeasure the concentration of
CO2 and its description is given in Table 2. It is cost-effective
sensor and can also measure NH3, NOx, Benzene and smoke.

To gauge the light intensity, light sensing module is used
in proposed RT-IMNS. Light Dependent Resistor (LDR)
module is photosensitive resistor module generally use to
detect the ambient bright and intensity of light. It has both
analog and digital pin labeled as A0 and D0. The complete
description of light sensing module is given in Table 2.

Moreover, we write a program in c language using Arduino
IDE to connect all sensors to ESP32-WROOM-32 and con-
nectivity of ESP32-WROOM to Firebase. The gauged values
of environmental parameters such as temperature, relative
humidity, light intensity and concentration of CO2 are stored
as JSON node in firebase database that will be further used
for data processing.

C. SIGNIFICANCE OF ENVIRONMENTAL PARAMETERS
The loss of perishable FVs occur at storage stage due to
inability to gauge multiple vital environmental parameters
such as temperature, relative humidity, light intensity and
concentration of CO2. In presented approach, we have chosen
multiple environmental parameters due to their vital effect on
quality of perishable FVs i.e. illustrated herein.

1) TEMPERATURE
The respiratory process of perishable FVs does not
stop even after being unplugged from ‘‘mother- -earth’’
and continues up to over-ripe and rot. Temperature is
a primary and most important factor among all other
environmental factors [53] to slow down the respiratory
process of FVs in cold storage [8].
The fluctuating temperature in cold storage results in
loss of perishable FVs. Henceforth, real-time moni-
toring of temperature is required to slow down the
ripening process of perishable commodities like FVs
and prevents decay of these commodities after har-
vest [54], [55].
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TABLE 2. Specifications of the sensing system.

2) RELATIVE HUMIDITY
Relative humidity is another substantial environmental
parameter except temperature which affects the quality
of perishable commodities in cold storage [9]. The
water diffusion of perishable food closely related to
relative humidity [56]. Therefore, to keep well perish-
able commodities, it is required to gauge temperature
as well as relative humidity.

3) LIGHT INTENSITY
Light intensity is one of the vital environmental fac-
tors which is totally ignored in existing monitoring
solutions of cold storage. We have selected to gauge
light intensity [13], [14] which will also influence on
respiratory process of commodities ultimately mitigate
the chance of over-ripe or rot of commodities.

4) CO2
The concentration of carbon dioxide (CO2) is used to
reflect the speed of metabolic activities [57]. There-
fore, it is also vital to gauge concentration of CO2 in
cold storage to predict the quality of perishable com-
modities according to the rate of metabolic activi-
ties. Moreover, carbon dioxide concentration strongly
affects food shelf-life. [58].

D. USED ANN MODEL FOR IoT-BASED APPROACH
We used forward propagation neural network to predict
commodity status on the basis of environmental parameters

gauged through sensing system of proposed RT-IMNS.
Although, different machine learning and deep learning algo-
rithms such as Decision Tree (DT), Support Vector Machine
(SVM), Random Forest (RF), Recurrent Neural Network
(RNN), Convolutional Neural Network (CNN) respectively
that can be used to solve classification problem. According
to the problem scenario, researchers applied different classi-
fication techniques. In presented approach, we used forward
propagation neural network that is most widely used ANN
architecture due to the following reasons [59]–[61].

1) ANN is suitable for non-linear problems because it
has ability to learn and model non-linear and complex
relationship.

2) We selected ANN due to its flexibility as new features
can be added by increasing training data size and in case
of any change no extra configuration is required.

3) One important reason to choose ANN is its ability to
outperform over other techniques due to improvement
in performance can be accomplished by increasing
training data size.

Artificial neural network is a computational model inspired
by biological neural networks of the brain due to its function
and structure. A biological neuron contains three parts i.e.
dendrites, axon and cell body. The biological neuron struc-
ture is shown in Figure 3 where information is received at
dendrites as input signal, processed at cell body and provided
to axon as output [60].

Similar to biological neuron, in ANN, there are num-
ber of nonlinear processing units called artificial neuron
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FIGURE 3. Basic structure of biological neuron.

where inputs are received. These neurons are interconnected
through weights. By adjusting weights, ANN can learn a task.
Each input (I1,I2, I3. . . In) is multiplied by weight (W1, W2,
W3. . .Wb) and summation of all weighted inputs and bias
is performed by a neuron j. After that an activation function
processed the summary of previous weighted contributions
and bias and delivered the output Y.

The mathematical description of the ANN can be under-
stood using equation (1) [62]–[64] and it is also shown
in Figure 4.

y = f

 n∑
j=1

IjWj + b

 (1)

There are many types of neural network activation func-
tions such as Sigmoid, linear, Gaussian, exponential, Tanh,
Softmax etc. that can be chosen according to problem sce-
nario [65]. Generally, Softmax activation function is used
in deep learning to return class probabilities for prediction
purpose on the output layer [66]. We have used softmax
activation for the last layer due to its ability to handle
multi-classification problem efficiently [65], [67] as in our
proposed solution have four input features and three out-
puts for target. The softmax activation function returns the

exponential of one specific input i.e. xi to the summation of
exponential of all inputs as illustrated in Equation 2 [68], [69].
The x represents the input, denotes the exponential and j
ranges from 0 to n as illustrates in equation (2).

f (xi) =
exi∑n
j e

xj
(2)

In proposed approach, we have employed the forward
propagation neural network to address the supervised learn-
ing problem. i.e. data set contains all possible values of
environment parameters as input data along with their truth
values. According to pattern of input data set, neural network
learns and could provide desired output class of test dataset
that contains only input data excluding truth values. There
are two steps of ANN learning i.e. Forward Propagation(FP)
and Back Propagation(BP) [70], [71]. In presented approach,
forward propagation developed by Agatonovic-Kustrin and
Beresford has been used. A forward propagation neural net-
work is neural network with layered architecture comprises
of layers named, input layer, hidden layer and output layer
respectively [72]–[74] as shown in Figure 5. The information
is only forward between these layers using forward propa-
gation neural network architecture and there is no feedback
information [75]. We have developed a small neural network
with only a single layer having ten neurons because it gives
accurate prediction possibly the evolution of the environmen-
tal parameters inside cold storage is relatively smooth and
contains few local peaks. Moreover, there are fewer weights
in a small neural network to estimate from training data
ultimately proves its practical identifiability and also uplift
better generalization ability of the neural network.

We used FP neural network to classify the status of com-
modity in cold storage. It is a multi-layer feedforward net-
workwith an input layer, one hidden layer and an output layer.

FIGURE 4. Schematic of artificial neuron.
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FIGURE 5. ANN architecture for RT-IMNS.

These layers are fully interconnected with each other. The
input layer consists of four neurons represent features i.e.
temperature, humidity, CO2, light intensity (LI).

Each neuron in the input layer is connected to all neu-
rons in the hidden layer and each interconnection has an
associated weight with a subscript to uniquely identify the
interconnection. The hidden layer consists of ten neurons and
output layer consists of three neurons equal to number of
status classes. The dot product of every feature and weight
is calculated and bias is also added inside the dot product and
overall summation is performed. This result is transferred to
activation function that will finally generate an output for first
neuron and for first hidden layer. The whole process will be
repeated until the last weight for last input generated. The
whole process is shown in Figure 5 collectively.

IV. IMPLEMENTATION
To continuously monitor the real- time environmental param-
eters, the proposed RT-IMNS has employed cost- effective
sensors in its sensing module. The data acquisition is per-
formed using sensing module of RT-IMNS that gauges tem-
perature, relative humidity, CO2 and light intensity. This
section covers the working of RT-IMNS by illustrating the
experimental setup used to validate the working of proposed
system.

A. DATA ACQUISITION USING EXPERIMENTAL SETUP
An experiment is performed in a cold storage consists of
two rooms with approximate dimensions of 45f×70f×40f

(W×L×H). Moreover, there are total hundred racks in both
rooms and each rack consists of twenty sacks.

The total 110kg potatoes are stored in each sack. It is esti-
mated that the annual cultivation of potato (Solanum tubero-
sum) around the world is 320 million tons approximately that
covers 20 million hectares of land. This ranks the potato as
world’s fourth staple food crop after maize, wheat and rice.
Henceforth, we have chosen the commodity potato also called
tater, spud or tattie due to its long shelf-life in cold storage and
demand in the world [76]–[78].

The data acquisition is performed using sensing system
of RT-IMNS that gauges real-time values of environment
parameters such as temperature, humidity, concentration of
CO2 and light intensity. The optimal values for ambient
temperature are between 38 to 40 degree Fahrenheit and
for humidity its range from 90-95%[79]. ESP32-WROOM-
32 sends these real-time gauged data to Firebase database
using internet where these gauged values are stored in
real-time database. We have exported this real-time database
as json file and then used an online converter that converts
json file into.xlsx. After that, uses this recorded data for train-
ing of prediction model. Our dataset contains 5361 instances
that are gauged by sensing system of RT-IMNS at different
time intervals. There are four input features and a target vari-
able y contains 0, 1 and 2 values to denote the status of com-
modity as alarming, good and unsatisfactory respectively.
An experimental setup is shown in Figure 6.We have installed
four modules in a room of cold storage for data acquisition
one of out of which is shown in Figure 6. We have installed
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FIGURE 6. Experimental setup of proposed RT-IMNS.

data acquisition module at different places inside cold storage
instead of installing all modules at one place unlike tradi-
tional measurement strategy adopted in cold supply chain.

In data acquisition module, there are three sensors which are
connected to ESP-32 (Wi-Fi+Bluetooth) module. The data
acquisition module wirelessly communicates with Firebase
database and simulation work is done in python. We have
also applied spearmanr(),KENDALL TAU-B, PEARSONR()
correlation method to find the correlation between features
and target. After data acquisition, the other steps required
to describe the working of the proposed RT-IMNS includes
data normalization, data preparation, build ANN model with
forward propagation and android app. In Figure 7, a detailed
description of remaining steps about working of proposed
system is illustrated.

We have performed data acquisition at different time inter-
vals up to fifteen days. The sensing module is started at
baud rate of 115200 and then connects to Wi-Fi. If the
connection is available then sensing modules read real-time
environmental parameters and send gauged data to Firebase
where it is stored in real-time database named rtimns. This
process will continue till the Wi-Fi connectivity will avail-
able. We have exported rtmins database as json file and then
convert it into excel file (.xlsx) using online converter. Then
import this file into Juypter notebook using pandas library
method read_excel() The whole dataset is stored in panda’s
dataframe. Moreover, features from the gauged dataset are

FIGURE 7. Schematic description of complete workflow of RT-IMNS.
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TABLE 3. Specifications of the prediction model.

stored into a variable X and status column is a target as y. The
next step is data normalization that is described as follows.

B. DATA NORMALIZATION
After importing data, data scaling is required because it is
advantageous to apply pre-processing transformations before
data is presented to neural network models [80]. The most
commonly used types of data scaling is normalization and
standardization. We have applied normalization on features
of our dataset that is stored into a variable X. Normalization
is a technique of rescaling of the data from the original range
to the range end up between 0 and 1. This is accomplished
using the scikit-learn object MinMaxScaler by calling fit()
and transform() function [81]. The min-max normalization
is represented using equation (3).

Wi =
Xi −min(X )

max(X )−min(X )
(3)

where Xi is number of features that are required to normalize
while Wi represents the normalized features. This process
will transform all the features in one scope having same
weights.

C. DATA PREPARATION
After data normalization, next step is data preparation to split
dataset into training, testing dataset. The training dataset is
70% of the whole dataset while remaining (30%) is use for
testing purpose. KFold cross-validation is used for both test-
ing and training dataset where k is equal to 5. To accomplish
this split, we used built-in function train_test_split The shape
of our training and test dataset for features and target is (3752,
4), (3752,) (1609, 4), (1609,) respectively.

D. BUILD PREDICTION MODEL
After data normalization and data preparation, next step is
to build prediction model by applying training dataset. There
are three layers in our ANN model, input layers contains
four nodes to represents four features, hidden layer contains
ten nodes and output layer represents status of commodity
having three nodes. The model summary of proposed ANN

FIGURE 8. Summary of ANN model.

model is shown in Figure 8. We have used grid search
cross validation approach to validate hyper parameters of the
ANN model. A detailed description of prediction model is
given in Table 3. We used ‘ReLU’ (Rectified Linear Unit)
and ‘softmax’ activation function at hidden and output layer
respectively [82]. The proposed prediction model is then
compiled using Adam optimizer with learning rate of 1e-3
and categorical cross-entropy is used as loss function because
our proposed approach contains three output classes (multi-
class classification). We have used batch size equal to 30 and
number of epoch equal to 100. After compilation fit themodel
and the protobuf file of ANN model is generated. Moreover,
imports this file in Android App for further classification of
real-time values. After build of ANN using training dataset
next step is to make predictions using testing dataset that con-
tains only features. Our proposed RT-IMNS also generates
notification on unsatisfactory and alarming status of com-
modity and sends it to personnel for time necessary action
in order to reduce the loss of perishable commodity.
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E. ANDROID APP
The last portion of schematic description of complete work-
flow of RT-IMNS illustrates the working of Android App as
shown in Figure 7. The proposed android app is developed
using Android Studio [83], [84]. With the help of RTIMNS
app, the personnel can monitor the environmental parameters
such as temperature, humidity, concentration of CO2 and
light intensity in cold storage from anywhere at any timewith-
out physically presence in cold storage. RT-IMNS android
app read real time values of environmental parameters from
Firebase database named rtimns. The protobuf file of already
trained ANN model is imported in Android App to make
inference on real time values of environmental parameters
and predicts the status of commodity as good, unsatisfactory
or alarming. The RT-IMNS android app also generates graph
of real-time gauged environmental parameters that are shown
in result section.

These graph will showed the gauged values of real-time
environmental parameters including temperature, relative
humidity, concentration of CO2 and light intensity that are
recorded at different time intervals.

V. RESULTS
There are enormous range of applications where ANN have
been deployed including health care [85], pattern recogni-
tion [80], speech recognition [86], medical diagnosis [87],
industry [88], food sciences [89] and data mining [90]. In pre-
sented approach, the experiments are accomplished on Core-
I5 system having 12GB Ram and 1.8GHz processor. During
data preparation, dataset is divided into training (70%) and
testing (30%) dataset. We have used KFold cross validation
for training and testing dataset.

FIGURE 9. Training and testing accuracy of ANN model.

We have considered mean accuracy after KFold cross vali-
dation. We have plotted learning curves to show performance
of ANN model overtime and calculated at the end of each
training epoch. The accuracy learning curve of train and test
dataset is shown in Figure 9. The blue line represents the
training accuracy that start from 73% at first epoch and after
100 epochs it reaches up to 99.3% as shown in Figure 9.
Similarly, the test accuracy is represented by orange line

FIGURE 10. Training and testing loss of ANN model.

that starts from 76% and reaches up to 99.7% after 100
epochs. The training and testing loss curve for ANNmodel is
represented in Figure 10.

The blue line represents the train loss that comes down
to 0.035 after 100 epochs as we can see in Figure 10. Sim-
ilarly, orange line represents the test loss that comes down to
0.016 after 100 epochs as shown in Figure 10.

We have also compared the proposed neural network
model with forward propagation to other models such as
Support Vector Machine (SVM), Naïve Bayes (NB), Random
Forest (RF) and Decision Tree (DT). The results of compari-
son show that proposed ANN model outperform than others
in the terms of accuracy as shown in Figure 11. The accuracy
of ANN is 99.01%, SVM is 97.14%, NB is 93.52%, RF is
96.82 and DT is 97.21%.

FIGURE 11. Comparison of different models in term of accuracy.

To evaluate the output of trained ANN classifier, we com-
puted accuracy and error rate by using the formula given
in equation (4) and equation (5) and results are illus-
trated in Table 4. The accuracy for good, unsatisfactory
and alarming class is 99.83%, 99.21%, 99.21% respectively.
While error rate for predicted classes (good, unsatisfactory,
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TABLE 4. Accuracy and error rate.

alarming) is 0.163%, 0.787%, 0.787% respectively.

Accuracy =
Predicted Correctly
Total Predicted

× 100 (4)

Error Rate =
Predicted Wrongly
Total Predicted

× 100 (5)

A. IMPLEMENTATION OF RESULTS
To check the performance of proposed RT-IMNS for predic-
tion of commodity status, we did an experiment and gauged
data of environmental parameters using sensing system of
RT-IMNS at different time intervals in cold storage. Our
gauged data set contains 1200 instances that are employed
to evaluate the performance of proposed RT_IMNS. The
collected data might contain missing values, noise and incon-
sistent values. Henceforth, it is necessary to apply data pre-
processing techniques on gauged data before it will further be
used for decision making.

FIGURE 12. Confusion matrix of prediction model.

We have applied data normalization using MinMaxScaler
that transforms each attribute value into a specified range
end up between 0 and 1 as illustrated in data acquisition
using experimental setup section in detail. After data nor-
malization, we have provided dataset to already train ANN
model of proposed RT-IMNS. Moreover, we employed the
statistical measures of precision, recall and F1-score to eval-
uate the performance of ANN model. We have calculated
statistical measures with the help of confusion matrix which
is shown in Figure 12 and equation (6), equation (7) and

equation (8).

Precision =
TP

TP+ FP
× 100 (6)

Recall =
TP

TP+ FN
× 100 (7)

F1− score = 2.
Precision .Recall
Precision + Recall

× 100 (8)

where TP represents the true positive predicted instances and
FP represents the false positive predicted instances and FN
represents the false negative predicted instances by prediction
model.

Moreover, the overall precision, recall and F1-score of
ANN classifier reaches up to 99% as shown in Table 5.

TABLE 5. Ann predictions.

The calculated results of statistical measures are given
in Table 5. In Table 5, it is shown that precision of ANN
classifier for class 0, class1 and class 2 is 100%, 100% and
98% respectively. The recall for class 0, class1 and class 2 is
98%, 100% and 99% respectively. While F1-score is 99%,
100% and 98% for class 0, class1 and class2 respectively.

The performance evaluation of the prediction model for
each class i.e. alarming, good and unsatisfactory is shown
in Figure 13.

FIGURE 13. Performance evaluation of ANN classifier.

We have also computed the over-all accuracy of ANN
model by taking the fraction of total number of true posi-
tive predicted instances diagonally to the total instances of
dataset. The overall accuracy is also 99% that indicates the
efficient performance of the proposed approach. We have
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FIGURE 14. Outcome of proposed and existing approaches.

also compared outcome of existing cold supply monitoring
solutions and proposed RT-IMNS approach. Our proposed
approach outperforms than existing approaches such as CS,
ANB, XGBoost and DMwith respect to forecasting accuracy
as shown in Figure 14. Henceforth, according to performance
evaluation, it is predicted that proposed approach contribute
to overcome the loss of perishable FVs by real-time moni-
toring of environmental parameters in cold storage. Our pre-
sented approach also support real-time monitoring through
android application from anywhere at any time. Moreover,
the proposed RT-IMNS also generates a notification on dan-
gerous limits of environmental parameters and sends it to
personnel for timely necessary action. While existing mon-
itoring solutions can only measure temperature and also does
not have support of real-time monitoring through android
app. Moreover, in existing approaches there is no mechanism
to intimate personnel for time necessary action.

The presented approach also provides support of android
app for real-time monitoring of environmental parameters.

When the user start RT_IMNS app, the first graphical user
interface appears that reads real-time environmental param-
eters from rtimns firebase database as shown in Figure 15.
When user clicks on status button, the prediction model
predicts the status of commodity is good, unsatisfactory or
alarming on the basis of read values.

The real-time environmental parameters have values i.e.
temperature is 82F, humidity is 23.00%, LI is 4095 Lum
and CO2 is 12990ppm which was gauged at other time
interval. According to these values status of commodity is
unsatisfactory as shown in Figure 16. On unsatisfactory and

FIGURE 15. GUI of RTIMNS app.

FIGURE 16. RTIMNS app shows commodity status.

alarming status, an automatic notification is sent to personnel
for timely necessary action.

The user can also see the graph of gauged environmental
parameters such as temperature, humidity, concentration of
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FIGURE 17. Graph of environmental parameters.

FIGURE 18. Graph of environmental parameters.

CO2 and light intensity on RTIMNS app. The graph of these
environmental parameters gauged at different time intervals
is shown in Figure17 and Figure18.

First graph showed gauge values of the temperature and
humidity environment parameters that starts from 68F to
70F temperature along x-axis and 47% to 49% humidity
along y-axis as shown in Figure 16. While second graph is
drawn between CO2 and light intensity values that started
from 12,500(ppm) and 2800(Lum) respectively as shown
in Figure 17. Similarly, at another time interval, graph of
gauged values of environmental parameters such as tempera-
ture, humidity, CO2 and LI are shown in Figure 18.

TABLE 6. Limitations of RT-IMNS.

B. LIMITATIONS
The proposed real-time monitoring and notification system
has aimed to classify the status of commodity into one of three
classes i.e. good, satisfactory or alarming. The limitations
of proposed approach are illustrated in Table 6. Currently,
RT-IMNS used ANN with forward propagation but there are
many other deep learning techniques that can be used for deci-
sion making such as RNN, CNN. Although, we have com-
paredANNwith somemachine learning techniques andANN
outperforms than others in the terms of accuracy as shown
in Figure 11. We choose single commodity cold storage at
this time but in future we will consider a multi-commodity
cold storage. Moreover, we have considered concentration of
CO2 only but there are many other environmental gases such
as O2, CH4 etc. that will be used in future work.

C. MANAGERIAL IMPLICATIONS
To meet the challenges of food safety and integrity, the orga-
nizations can take advantage from IoT and Artificial Intelli-
gence (AI) to improve the visibility of perishable commodity
in cold storage with respect to environmental parameters
monitoring and expected status of commodities. The pro-
posed RT-IMNS ensures real-time monitoring and notifica-
tion about multiple environmental parameters in cold storage.
The proposed RT-IMNS facilitates personnel to get real-time
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status of commodity from anywhere at any time and take
timely necessary action in case of dangerous limits of envi-
ronmental parameters. Henceforth, loss of perishable com-
modity can be effectively reduced by employing RT-IMNS
in cold storage. The proposed RT-IMNS is suitable for small
and medium-sized organization due to following features.

1) Easily adaptable.
2) Cost-effective.
3) User-friendly due to android app.
4) Based on cutting edge technologies such as IoT and

machine learning.
5) Elevate operational efficiency of personnel.

VI. CONCLUSION AND FUTURE WORK
Recent studies have shown that FVs are vital sources of
phytochemicals, micronutrients and fiber. Moreover, accord-
ing to WHO recommendation, minimum 400g FVs per day
should be taken in the human diet to reduce the chances of
chronic diseases. But unfortunately as per estimation of FAO,
one third of all the food produced is lost around the globe
approximately. Moreover, FVs loss rate is high among all
the food produced annually and occurs at storage stage of
post-harvest life cycle. Henceforth, loss of FVs at storage
stage is a crucial issue that needs to be addressed around the
globe. The major cause of this loss is inability to monitors
real-time environmental parameters which contribute to slow
respiration rates, ripening and senescence process of perish-
able commodity like FVs in cold storage.

Traditionally, existing approaches do not facilitate real-
time monitoring of multiple environmental parameters
excluding temperature and relative humidity. Moreover, there
is no mechanism to intimates the personnel about real-time
status of commodity in cold storage time by time. Hence-
forth, we have presented an intelligent real-time monitor-
ing and notification system of cold storage that is based
on an IoT-enabled approach and contributes to overcome
the loss of perishable commodity in cold storage by auto-
matic monitoring and notification regarding dangerous limits
of environmental parameters such as temperature, relative
humidity, concentration of CO2 and light intensity. More-
over, presented approach also provides support of android
App named RTIMNS which facilitates real-time monitoring
of environmental parameters at any time form anywhere.
The android app facilitates the personnel to check the status
of commodity on the basis of prediction model which is
employed in it. RTIMNS app also visualizes the graph of
real-time environmental parameters gauge in cold storage.
On alarming or unsatisfactory status, a notification is also
sent to personnel for timely necessary action. In our presented
approach, we choose single commodity cold storage but in
future we will choose a multi-commodity cold storage and
will consider concentration of more gases which will con-
tribute to reduce the loss rate of FVs. We will also address
imbalance dataset issue as in our case by using resampling
technique in future.

Moreover, the proposed RT-IMNS provides a theoretical
implication for timely necessary action by status prediction
through using proposed prediction model which could con-
tributes to reduce the loss of perishable FVs in cold storage.
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