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ABSTRACT In this article, we propose a depth data coding method by plane modeling. The plane modeling
is a predictionmethod based on a plane estimation from depth pixels in a block. The planemodeling improves
the intra-picture prediction for depth data comparing with intra modes of conventional coding standards. The
plane modeling coefficients, which are the information about the estimated plane, are required to be provided
during the depth data coding. The plane modeling coefficients are predicted from neighboring depth pixels.
A prediction error of the planemodeling coefficients is calculated through the planemodeling for the selected
pixels. If the prediction error is below a certain threshold, then the plane modeling coefficients are applied to
the plane modeling for the block. From the simulation results, we verify that the proposed method achieves
up to 6.76% bit rate saving in the same coding distortion condition compared to VVC test model.

INDEX TERMS Depth data, RGB-D video, video coding, video compression.

I. INTRODUCTION
Depth data stores the distance information between subjects
and camera in pixels. In the certain frame of depth data,
the 3D surfaces of the subjects can be reconstructed by a set
of the pixels. Depth data enables the following applications
using its surface information. The objects can be detected
and tracked by detecting specific surfaces from depth
data [1]–[3]. Hand gestures can be recognized by tracking a
human hand in depth data [4]–[6]. Depth data is also applied
to simultaneous localization and mapping by detecting the
surfaces of grounds and walls [7], [8]. Transmission and
storage may be required for applying depth data for widely
fields. For example, a method of face recognition from depth
data [9] can be implemented by transmitting and storing
depth data between two devices that one device including
the depth camera captures a person face, and the other
with high-performance processors handles face recognition.
An efficient coding method is required for transmission and
storage of depth data.

Immersive video, also known as spherical video or
360-degree video, includes depth data for obtaining the
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distances of subjects in order to restore the video of a specific
view. MPEG-I [10], a coding standard for immersive video,
codes depth data through the color video coding standard
H.265/HEVC [11] or Versatile Video Coding (VVC) [12].
The video coding standard performs intra- and inter-picture
predictions for depth data coding. However, the predictions
are less accurate for depth data than color video. A correlation
between the neighboring pixels in depth data is different
from in color video. Therefore, the inter- and intra-picture
prediction for depth data should consider the relationship of
the adjacent pixels depending on the surface type. The meth-
ods for the surface motion estimating between consecutive
frames [13] and for calculating the three-dimensional motion
of the camera [14], [15] are proposed to predict adjacent
pixels by considering the surface type.

The local area of the surface presented by depth data can be
approximated as a plane surface. Our previous study [16] pro-
poses a plane modeling method which estimates the approxi-
mation plane in blocks for depth data. However, the previous
method needs to code the additional coefficients for decoding
the estimated plane. The depth data coding by the plane
estimation is not improved because of the additional codes.

To solve the problem in the depth data coding of the
plane modeling, we propose the depth video coding method
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of predicting the plane modeling coefficients. For the depth
video encoding by the plane modeling, the plane modeling
coefficients are predicted from the neighboring depth pix-
els. The reference pixels for predicting the plane modeling
coefficients are selected in the following order: the depth
pixels surrounding the block; the depth pixels in the left
box; the depth pixels in the top box. The prediction error
of the plane modeling coefficients is calculated through the
plane modeling for the selected pixels. If the prediction error
is below a certain threshold, then the corresponding plane
modeling coefficients are applied to the plane modeling.
Otherwise, the next-order reference pixels are selected. If all
of the prediction errors are larger than the threshold, then the
plane modeling is not applied to the corresponding block.
In the decoding process, the depth pixels are reconstructed
by restoring the plane modeling coefficients. The reference
pixels for the plane modeling coefficient prediction are deter-
mined by comparing the prediction errors from already recon-
structed pixels.

This article is organized as follows. Conventional cod-
ing methods for depth data are described in Section 2.
In Section 3, we propose the depth data coding method by
the plane modeling. In section 4, we present the simulation
results to show the improvement of the depth data cod-
ing comparing with VVC, the latest video coding standard.
Finally, wewill make a conclusion for this article in Section 5.

II. BACKGROUND AND PREVIOUS WORKS
Video can be compressed by removing video redundancy.
Video redundancy is classified into a spatial redundancy,
a temporal redundancy, and a statistical redundancy. The spa-
tial and the temporal redundancies mean similarities between
neighboring pixels in spatial and temporal directions,
respectively. The statistical redundancy means repetitive
appearances of symbols which represent video. The spatial
and temporal redundancies can be reduced by predicting the
pixels from neighboring pixels. The statistical redundancy
can be reduced by assigning codes of differential length
depending on the probability of appearance of the sym-
bols. The color video coding standards, H.264/AVC [17],
H.265/HEVC [11], and VVC [12], present various intra-
modes, a motion estimation algorithm, and an entropy cod-
ing method for removing the spatial, the temporal, and the
statistical redundancies, respectively.

Depth data can be reconstructed as three-dimensional sur-
faces. This implies that adjacent pixels of depth data have a
relationship based on a surface type. Therefore, the depth data
coding needs to consider the unique relationship of depth data
to reduce the redundancy.

Nenci et al. [18] propose a compression method
by dividing depth data into a multiple channel video.
Stankiewicz et al. [19] propose a nonlinear transformation
in order to coding depth data by extending H.264/AVC.
However, thesemethods do not consider the pixel relationship
of depth data based on the surface types. Fu et al. [13]
proposes an inter-picture prediction method for depth data

through surface similarities. The depth pixels in the block are
represented as a surface through volumetric integration. The
depth pixels are predicted by searching similar surfaces from
the neighboring frame of depth data. Wang et al. [14], [15]
proposed a prediction method for depth data by calculating
the camera movement from the neighboring frame. Our
previous study [16] predicts the depth pixels through a plane
modeling that is an intra-picture prediction method by a
plane estimation. The plane is estimated through depth pixel
values in the block. The depth pixels are predicted through
the estimated plane. The previous study improves prediction
accuracies for depth data comparing with the conventional
intra modes.

III. PROPOSED DEPTH DATA CODING METHOD FOR
INTRA PREDICTION
A. PLANE MODELING FOR DEPTH PICTURE
A depth picture is defined as a frame at the certain time
of depth data. A depth pixel value is defined as the z-axis
coordinate of the point on 3D space [16]. Therefore, the
3D coordinates of the depth pixel can be calculated through
pinhole camera model [20]. Pinhole camera model describes
the depth picture as image plane in 3D space whose distance
from a depth camera is f , which is a focal length of the
camera. Fig. 1 shows that a point on 3D space is projected
into image plane in pinhole camera model. 3D coordinates
of the point are transformed from image coordinates of the
depth pixel as follows:

X =
x
f
p

Y =
y
f
p

Z = p (1)

FIGURE 1. Transforming 3D coordinates into 2D image coordinates
through pinhole camera model.

where (x, y) and (X ,Y ,Z ) are image and 3D coordinates,
respectively, and p is a depth pixel value.

If all of depth pixels in a square block whose height and
width are m and n, respectively, are on the same plane in
3D space, then 3D coordinates satisfy a following equation:

aXij + bYij + c = Zij (2)
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where (Xij, Yij, Zij) are 3D coordinates of a depth pixel at
(i, j) position in the block and a, b, c are the coefficients
that determine the plane surface. (2) is expressed in terms of
image coordinates by substituting (1) as follows:

αxij + βyij + γ = p−1ij , (3)

where (xij, yij), pij are image coordinates and a depth pixel
value at (i, j) position in the block, respectively, and

α = a
/
(fc)

β = b
/
(fc)

γ = −1
/
c. (4)

If all of depth pixels in a m× n block are on the same plane,
then α, β, and γ satisfy a following equation:
x11 x12 . . . x1n
x21 x22 . . . x2n
. . . . . . . . . . . .

xm1 xm2 . . . xmn

α +

y11 y12 . . . y1n
y21 y22 . . . y2n
. . . . . . . . . . . .

ym1 ym2 . . . ymn

β

+


1 1 . . . 1
1 1 . . . 1
. . . . . . . . . . . .

1 1 . . . 1

 γ =

p−111 p−112 . . . p−11n
p−121 p−122 . . . p−12n
. . . . . . . . . . . .

p−1m1 p−1m2 . . . p−1mn

 .
(5)

If some depth pixels in the block are not on the same plane,
then (5) is not satisfied. In this case, errors occur between
the left and right sides of (3). The proposed method finds
the plane modeling coefficients which minimize the errors.
We denote the plane modeling coefficients as PMCs. For
finding PMCs, the squares sum of modeling errors is defined
as following equation:

e2 =
∑m

i=1

∑n

j=1

(
αxij + βyij + γ − p

−1
ij

)2
. (6)

In order to find PMCs, (6) is differentiated into α, β, and γ ,
respectively, as follows:

∂e2

∂α
=

∑m

i=1

∑n

j=1

(
2xij

(
αxij + βyij + γ − p

−1
ij

))
= 0

∂e2

∂β
=

∑m

i=1

∑n

j=1

(
2yij

(
αxij + βyij + γ − p

−1
ij

))
= 0

∂e2

∂γ
=

∑m

i=1

∑n

j=1

(
2
(
αxij + βyij + γ − p

−1
ij

))
= 0.

(7)

(7) can be represented as a following matrix equation (8),
as shown at the bottom of the page, PMCs, which are the
elements of R, are calculated as follows:

Kα =
∑m

i=1

∑n

j=1

(
xijp
−1
ij

)(
mn

∑m

i=1

∑n

j=1

(
y2ij
)

−

(∑m

i=1

∑n

j=1

(
yij
))2)

+

∑m

i=1

∑n

j=1

(
yijp
−1
ij

)
×

(∑m

i=1

∑n

j=1

(
xij
)∑m

i=1

∑n

j=1

(
yij
)

−mn
∑m

i=1

∑n

j=1

(
xijyij

))
+

∑m

i=1

∑n

j=1

(
p−1ij

)
×

(∑m

i=1

∑n

j=1

(
xijyij

)∑m

i=1

∑n

j=1

(
yij
)

−

∑m

i=1

∑n

j=1

(
xij
)∑m

i=1

∑n

j=1

(
y2ij
))

Kβ =
∑m

i=1

∑n

j=1

(
xijp
−1
ij

)
×

(∑m

i=1

∑n

j=1

(
xij
)∑m

i=1

∑n

j=1

(
yij
)

−mn
∑m

i=1

∑n

j=1

(
xijyij

))
+

∑m

i=1

∑n

j=1

(
yijp
−1
ij

)(∑m

i=1

∑n

j=1

(
x2ij
)

−

(∑m

i=1

∑n

j=1

(
xij
))2)

+

∑m

i=1

∑n

j=1

(
p−1ij

)
×

(∑m

i=1

∑n

j=1

(
xij
)∑m

i=1

∑n

j=1

(
xijyij

)
−

∑m

i=1

∑n

j=1

(
x2ij
)∑m

i=1

∑n

j=1

(
yij
))

Kγ =
∑m

i=1

∑n

j=1

(
xijp
−1
ij

)
×

(∑m

i=1

∑n

j=1

(
xijyij

)∑m

i=1

∑n

j=1

(
yij
)

AR = B

A =


∑m

i=1

∑n

j=1

(
x2ij
) ∑m

i=1

∑n

j=1

(
xijyij

) ∑m

i=1

∑n

j=1

(
xij
)∑m

i=1

∑n

j=1

(
xijyij

) ∑m

i=1

∑n

j=1

(
y2ij
) ∑m

i=1

∑n

j=1

(
yij
)∑m

i=1

∑n

j=1

(
xij
) ∑m

i=1

∑n

j=1

(
yij
)

mn


R =

 αβ
γ



B =


∑m

i=1

∑n

j=1

(
xijp
−1
ij

)
∑m

i=1

∑n

j=1

(
yijp
−1
ij

)
∑m

i=1

∑n

j=1

(
p−1ij

)
 . (8)
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−

∑m

i=1

∑n

j=1

(
xij
)∑m

i=1

∑n

j=1

(
y2ij
))

+

∑m

i=1

∑n

j=1

(
yijp
−1
ij

)
×

(∑m

i=1

∑n

j=1

(
xij
)∑m

i=1

∑n

j=1

(
xijyij

)
−

∑m

i=1

∑n

j=1

(
x2ij
)∑m

i=1

∑n

j=1

(
yij
))

+

∑m

i=1

∑n

j=1

(
p−1ij

)
×

(∑m

i=1

∑n

j=1

(
x2ij
)∑m

i=1

∑n

j=1

(
y2ij
)

−

(∑m

i=1

∑n

j=1

(
xijyij

))2)
(9)

where

K = mn
∑m

i=1

∑n

j=1

(
x2ij
)∑m

i=1

∑n

j=1

(
y2ij
)

+ 2
∑m

i=1

∑n

j=1

(
xijyij

)∑m

i=1

∑n

j=1

(
xij
)

×

∑m

i=1

∑n

j=1

(
yij
)

−

∑m

i=1

∑n

j=1

(
x2ij
) (∑m

i=1

∑n

j=1

(
yij
))2

−

(∑m

i=1

∑n

j=1

(
xij
))∑m

i=1

∑n

j=1

(
y2ij
)

−mn
(∑m

i=1

∑n

j=1

(
xijyij

))2
(10)

PMCs of the block are calculated by substituting image coor-
dinates and the depth pixel values into (9).

B. DEPTH DATA CODING WITH PLANE MODELING
COEFFICIENTS
The depth pixels in the encoded block by the plane modeling
are restored as follows:

Pij =
(
αxij + βyij + γ

)−1
. (11)

The found PMCs by (9) are required to restore pixels
through (11). In order to provide PMCs for restoring the depth
pixels, it is available that PMCs are encoded together with the
block.

In conventional video coding methods, entropy coding is
applied to coding symbols of video. Entropy coding codes a
symbol as a variable length code based on the probability of
the signal appearance. To code a set of the symbols by entropy
coding, the symbols should be finite. However, PMC symbols
are infinite because PMC is real number. In order to limit the
number of the PMC symbols, PMCs are converted to integer
as follows:

ᾱ = bα × pαc

β̄ =
⌊
β × pβ

⌋
γ̄ =

⌊
γ × pγ

⌋
, (12)

where pα , pβ , and pγ are conversion weights for PMCs and
bxc is a largest integer less than or equal to x. Entropy coding
is applied to the converted PMCs by (12). The planemodeling

through the converted PMCs are performed by substituting
the ᾱ, β̄, and γ̄ into (11) as follows:

P̄ij =
(
ᾱxij + β̄yij + γ̄

)−1
. (13)

The depth data of the plane surface as shown in Fig. 2 is
encoded by the plane modeling including PMC encod-
ing for measuring the compression in an ideal situation.
Context-adaptive binary arithmetic coding (CABAC) [21] is
applied to the PMC encoding. The resolutions of depth data
are 640 × 480. The pα , pβ , and pγ in (12) are 1, respec-
tively. Depth data is encoded with QP, which is a quanti-
zation parameter, in the range of 0∼15. Table 1 shows the
improvement rate of bit-rates by applying the plane modeling
comparing with VVC. The bit-rate of residuals is reduced up
to 10%, but the total bit-rate only decreases up to 2.50%.
It means that the bit generation by PMC encoding cancels
out a bit reduction by the plane modeling. The selection ratio
of the plane modeling is up to only 2.92%. The intra-mode
of the plane modeling is rarely selected even in the plane
surface area. This result shows that the PMC encoding should
be minimized or removed for the depth data compression.

FIGURE 2. Depth data of plane surface: (a) represented in single channel
picture and (b) represented in 3D space.

C. DEPTH DATA CODING BY PLANE MODELING
COEFFICIENTS PREDICTION
The PMC encoding reduces the performances of the depth
data coding. In order to solve this problem, a PMC prediction
method for the depth data coding is proposed. The proposed
method is based on that the neighboring depth pixels have
a high possibility to be on the same plane. The reference
pixels for a PMC prediction are selected from the neighboring
depth pixels. We denote the PMC prediction as PMCP. The
depth pixels are predicted through the predicted PMCs. The
proposed method does not require the PMC encoding, so the
depth data encoding can be improved.

Fig. 3 (a)-(c) show the reference pixels which are selected
as depth pixels surrounding the block, the depth pixels in a
top box, and the depth pixels in a left box, respectively. Gray
rectangles in Fig. 3 (a)-(c) indicate the reference pixels. A box
height in Fig. 3 (b) is set to within 2∼n and a box width in
Fig. 3 (c) is set to within 2∼m. After selecting the reference
pixels, PMCs are predicted by a following equation which is
modified from (9):

K̃ α̃ =
∑N

k=1

(
xkp
−1
k

)(
N
∑N

k=1

(
y2k
)
−

(∑N

k=1
(yk)

)2
)
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TABLE 1. Bit rates of depth data encoding through plane modeling.

+

∑N

k=1

(
ykp
−1
k

)(∑N

k=1
(xk)

∑N

k=1
(yk)

−N
∑N

k=1
(xkyk)

))
+

∑N

k=1

(
p−1k

)(∑N

k=1
(xkyk)

∑N

k=1
(yk)

−

∑N

k=1
(xk)

∑N

k=1

(
y2k
))

K̃ β̃ =
∑N

k=1

(
xkp
−1
k

)
×

(∑N

k=1
(xk)

∑N

k=1
(yk)− N

∑N

k=1
(xkyk)

))

+

∑N

k=1

(
ykp
−1
k

)(∑N

k=1

(
x2k
)
−

(∑N

k=1
(xk)

)2
)

+

∑N

k=1

(
p−1k

)(∑N

k=1
(xk)

∑N

k=1
(xkyk)

−

∑N

k=1

(
x2k
)∑N

k=1
(yk)

)
K̃ γ̃ =

∑N

k=1

(
xkp
−1
k

)(∑N

k=1
(xkyk)

∑N

k=1
(yk)

−

∑N

k=1
(xk)

∑N

k=1

(
y2k
))

+

∑N

k=1

(
ykp
−1
k

)(∑N

k=1
(xk)

∑N

k=1
(xkyk)

−

∑N

k=1

(
x2k
)∑N

k=1
(yk)

)
+

∑N

k=1

(
p−1k

)
×

(∑N

k=1

(
x2k
)∑N

k=1

(
y2k
)
−

(∑N

k=1
(xkyk)

)2
)

(14)

FIGURE 3. Reference pixel selection for PMCP: (a) as pixels surrounding
current block, (b) as pixels in top box, and (c) as pixels in left box.

where N is the number of the reference pixels, (xk , yk ) and pk
are image coordinates and a depth pixel value of kth reference
pixel (1 ≤ k ≤ N ), and

K̃ = N
∑N

k=1

(
x2k
)∑N

k=1

(
y2k
)

+ 2
∑N

k=1
(xkyk)

∑N

k=1

(
x2k
)∑N

k=1
(yk)

−

∑N

k=1

(
x2k
)(∑N

k=1
(yk)

)2

−

(∑N

k=1
(xk)

)∑N

k=1

(
y2k
)

−N
(∑N

k=1
(xkyk)

)2

(15)

The plane modeling by PMCP is performed by substituting
α̃, β̃, and γ̃ into (11) as follows:

P̃k =
(
α̃xk + β̃yk + γ̃

)−1
. (16)

The differences of PMCs between the block and the ref-
erence pixels are measured for 4 × 4 and 16 × 16 blocks.
It can be expected that the accuracy of PMCP is higher as
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FIGURE 4. Distributions of differences between original and predicted PMCs: (a) for 16 × 16 block and (b) for 4 × 4 block.

the PMC differences are smaller. Fig. 4 and Table 2-3 show
the distributions and the variances for the PMC differences,
respectively. The variance of the PMC difference is the small-
est when the depth pixels surrounding the block are selected
as the reference pixels. Therefore, PMCP is most accurate in
case of selecting the depth pixels surrounding the block.

The prediction errors of the depth pixels are measured
for 4 × 4 and 16 × 16 blocks through the plane modeling
by PMCP. Table 4 shows the comparison of the prediction
errors depending on selection methods of reference pixels.
For whole block sizes, the prediction accuracy is the highest
when the depth pixels surrounding the block are selected as
the reference pixels. The accuracy of the prediction is the next
highest when the depth pixels of them×4 top or the 4×n left
boxes are selected. These results mean that the depth pixels
surrounding the block should be thought as a top priority as
the reference pixels for PMCP.

Fig. 5 (a) shows in case of including boundary between
objects in the reference pixels when the depth pixels sur-
rounding the block are selected. PMCP is inaccurate because
some reference pixels are on a different surface. On the other
hand, PMCP in Fig. 5 (b) is accurate because whole reference
pixels and the depth pixel of the block are on the same plane.
The accuracy of the plane modeling for the reference pixels
through the predicted PMCs is high if whole reference pixels
are on the same plane. The accuracy of PMCP is calculated
as the mean squared error of the plane modeling for the

TABLE 2. Variances of prediction errors (16 × 16).

TABLE 3. Variances of prediction errors (4 × 4).

reference pixels as follows:

MSE =
1
N

∑N

k=1

((
α̃xk + β̃yk + γ̃

)−1
− pk

)2

. (17)
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TABLE 4. MSEs for plane modeling depending on selection methods.

FIGURE 5. Selection of reference pixels in case of boundary between
objects at top of block: (a) selecting depth pixels surrounding block and
(b) selecting depth pixels in left box.

If the MSE in (17) is lower than a threshold T , then the refer-
ence pixels are regarded to be on the same plane. In this case,
the corresponding PMCs are applied to the plane modeling
through (16). Otherwise, other reference pixels are selected
for PMCP. Table 4 shows that the accuracy of PMCP is high
in the order of selecting the reference pixels from pixels
surrounding the block, pixels in the 4× n left box, and pixels
in the m × 4 top box. If the MSEs of all of the sets of the
reference pixels are larger than T , then the plane modeling
is not applied to the corresponding block. The process of
PMCP is as follows.

1. Calculating PMCs by PMCP for depth pixels surround-
ing block.

2. Calculating MSE by (17). If MSE < T , PMCs are set
as 1.

3. Otherwise, calculating PMCs for depth pixels in left
4× n box.

4. Calculating MSE by (17). If MSE < T , PMCs are set
as 3.

5. Otherwise, calculating PMCs for depth pixels in m× 4
top box.

6. Calculating MSE by (17). If MSE < T , PMCs are set
as 5.

7. Otherwise, plane modeling mode is not applied for
corresponding block.

8. Predicting depth pixels by (16).
For applying the proposed method into color video coding

standards, the intra mode by plane modeling with PMCP is
added into the intra modes of color video coding standard.

In this result, the number of the intra modes is increased.
Other elements of bitstream syntax in video coding are not
needed to be changed.

IV. SIMULATION RESULTS
We measure the improvement of the depth data coding
through the proposed method comparing with conventional
VVC. The proposedmethod can be also applied to other video
coding standards. VVC Test Model (VTM) [22], which is
a reference coding software for VVC, is modified for the
proposed method so the plane modeling through PMCP is
added to the intra modes of VVC. The intra mode is selected
by the rate-distortion optimization in VTM. CABAC [21] is
applied for symbol encoding. The depth data are encoded
through QP in the range of 0∼51 which is full range of VTM.
Whole frames are set as I frame so the frames are encoded by
intra-picture prediction. T for PMCP is set to 500.

Since depth data represents the points at 3D space,
the encoding distortion is evaluated to the differences of the
position at 3D space, instead of pixel differences. In the previ-
ous studies [23]–[25] of depth data compression, the error of a
reconstructed depth data is evaluated through RMSE. RMSE
is calculated as follows:

RMSE =

√
1
mn

∑m

i=1

∑n

j=1

(
eij
)2
, (18)

where eij is an euclidian distance between the points at 3D
world of original and encoded pictures. eij is calculated as
follows:

eij =
(
X̄ij − X̃ij

)2
+

(
Ȳij − Ỹij

)2
+

(
Z̄ij − Z̃ij

)2
=

[
i
f

(
p̄ij − p̃ij

)]2
+

[
j
f

(
p̄ij − p̃ij

)]2
+
(
p̄ij − p̃ij

)2
= f −2

(
p̄ij − p̃ij

)2 (i2 + j2 + f 2) (19)

where
(
X̄ij, Ȳij, Z̄ij

)
and

(
X̃ij, Ỹij, Z̃ij

)
are the 3D coordinates

and p̄ij and p̃ij are the depth pixel values of the pixels in the
original and the encoded pictures, respectively.

In order to evaluate the best improvement of the pro-
posed method in an ideal situation, the proposed method is
compared with the conventional VVC for depth data which
captures the plane surface.

Fig. 6 shows the comparison of the rate-distortion curves.
Unlike to the result of the depth data encoding including PMC
shown in Table 2, PMCP actually improves the encoding of
the depth data.

Fig. 7 shows the selection ratios of the plane modeling
depending on QP. The selection ratio is up to 53.68%.

Fig. 8 shows the prediction accuracy of intra-picture pre-
diction by the plane modeling for each QP. The prediction
accuracy increases more as QP is lower because the reference
pixels for PMCP are less distorted by the quantization. There-
fore, the improvement of the depth data coding performance
is better through the proposed method as the QP is lower.
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FIGURE 6. Comparison of rate-distortion curves for depth data capturing
plane surface between proposed method and VVC.

FIGURE 7. Selection ratio of plane modeling for depth data capturing
plane surface.

FIGURE 8. Intra-picture prediction error depending on QP.

Table 5-6 show the improvement rates of bit rates in same
distortion and of distortions in same bit rate. In the ideal
situation, the bit rates and RMSE are saving up to 56.86%
and 27.83%, respectively. This result shows that the plane
modeling by PMCP improves the depth data encoding in the
plane surface area.

Fig. 9 shows depth data set [26]–[28] for the simulation.
The depth data of ‘table’, ‘round table’, ‘kitchen’, and ‘desk’
are in [26], ‘fire’ and ‘pumpkin’ are in [27], and ‘computer’
and ‘hat’ are in [28]. The depth data for the simulation are

FIGURE 9. Depth videos for simulation.

TABLE 5. Distortion improvement for depth data of plane surface by
proposed method.

TABLE 6. Bit rate improvement for depth data of plane surface by
proposed method.

TABLE 7. Increases in depth data coding time by adding proposed intra
mode into VVC.

captured by Microsoft Kinect. The focal length f of the depth
camera is 526.370 mm. The resolutions and the frame rate of
the depth data are 640 × 480 and 30 frame/s, respectively.
First 60 frames of each depth data are encoded.

The execution times of the depth data encoding are mea-
sured to analyze the increase of computational complex-
ity when the proposed intra mode is added into VVC.
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TABLE 8. Distortion improvement for depth data by proposed method.

Table 7 shows the increase rate of depth data coding
time. The average increase rate of depth coding time is
about 16.8%.

Fig. 10 shows rate-distortion curves by the proposed
method, VVC, H.265/HEVC, and Nenci’s work [18] for the
depth data coding. The proposed method improves the depth
data coding comparing with the other methods for all of

TABLE 9. Bit rate improvement for depth data by proposed method.

simulation depth data. In ‘table’ and ‘kitchen’, the bit rates
are particularly improved for all of the RMSE.

Table 8-9 show the improvement rates of the bit rates
and of the distortions for the simulation depth data. When
the bit rates are fixed to 500 kbps and 1000 kbps, RMSEs
are improved up to 12.07% and 12.70%, respectively. When
RMSEs are fixed to 10 mm and 15 mm, the bit rates are
improved up to 6.76% and 6.66%, respectively.

FIGURE 10. Comparison of rate-distortion curves for simulation depth data between proposed method and VVC.
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FIGURE 11. Selection ratio of plane modeling.

FIGURE 12. Frequency of the intra-predicted block size by the proposed method.

Fig. 11 shows the selection ratios of the plane modeling
for each QP. The selection ratio of the plane modeling is
higher as the QP is lower. In high QP, the reference pixels

of PMCP have many distortions by the quantization, so the
intramode of the planemodeling less accurate than other intra
modes.
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Fig. 12 shows the frequencies of the intra-predicted block
size by the proposed method. The frequencies of blocks
whose width or height is more than 32 are large in the
simulation videos ‘table’, ‘kitchen’, and ‘desk’, in which the
number of objects is small and the background is simple.

V. CONCLUSION
In this article, we proposed the depth data coding method
by the plane modeling through PMCP. PMCs of the block
were predicted from the neighboring depth pixels. The ref-
erence pixels for PMCP were selected in the order of the
depth pixels surrounding the block, the depth pixels in the
left box, and the depth pixels in the top box. The accu-
racy of PMCP is calculated through the error of the plane
modeling. If the plane modeling error was less than the
certain threshold, the depth pixels were predicted by the
plane modeling through the corresponding PMCs. In same
bit rate and RMSE conditions, the RMSE and the bit rate
were improved up to 12.70% and 6.76%, respectively, by the
proposed method. The proposed method can apply to depth
data captured by various type of depth camera and lidar. The
proposed method can be extended by other surface mod-
eling methods such as spherical modeling and ellipsoidal
modeling.
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