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ABSTRACT Most recent existing image generation methods have made great progress in creating high-
quality images, mainly focusing on improving the generator or discriminator of convolutional generative
adversarial networks (GANs). In this paper, we propose up and down residual blocks for convolutional
GANs, dubbed upResBlock and downResBlock respectively. This structure is based on deconvolutions,
strided convolutions, and residual blocks. With the upResBlock module for the generator of convolutional
GANs, our method can further enhance the generative power of the feature extraction while synthesizing
image details for the specified size.With the downResBlockmodule for discriminator combined with upRes-
Block for generator, the proposed method can speed up the back propagation of gradient and doesn’t suffer
from the vanishing or exploding gradients problems, generating more realistic images as well. Extensive
experiments demonstrate that the proposed up and down residual blocks can help convolutional GANs in
generating photo-realistic images. In addition, our method shows its universality for the improvement of
existing methods.

INDEX TERMS Generative adversarial network, convolutional neural network, residual block, sampling.

I. INTRODUCTION
The research on image generation is growing rapidly in the
past few years. Generative Adversarial Nets (GANs) [1],
an architecture of generative model, has been demonstated
the great potential in the image synthesis tasks. Although
GAN is a very effective method to generate images for many
application task, its training process is not stable enough and
suffers frommode collapse problem. Besides, some tricks are
required to get a better performance during producing vivid
image.

Arjovsky et al. use wasserstein distance to measure the
similarity between true data distribution and the learned one
inWGAN [2] rather than Jensen-Shannon divergence applied
in origin GANs [1]. Although it avoids mode collapse, it takes
a longer time for the model to converge than previous GANs.
On this foundation, then WGAN-GP [3] proposes to use gra-
dient penalty instead of weight clipping. It generally produces
good images and greatly avoid mode collapse and it is easy
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to apply this training framework to other GAN models. It is
worth noting that the generator architecture of methods men-
tioned above can promote diversity of synthetic samples using
transposed convolutions or deconvolutional networks [4].

When GAN has been applied to some applications such as
text-to-image synthesis [5]–[10] and image-to-image trans-
lation tasks [11]–[14], there is an obvious observation that
the quality of images can be improved by deepening the
network in generator, but it may lead to the problem of
gradients vanishing or exploding. In order to fix this case,
residual learning framework [15] was proposed under the
comprehensive empirical evidence which shows that these
residual networks were easier to be optimized and could gain
accuracy from considerably increased depth. Zhang et al. [9]
designed the generator as an encoder-decoder network with
residual blocks. Such a generator is able to help rectify defects
in the input image and adds more details to generate images
with rich details.

With the remarkable effect of ResNet [15], multi-level
deconvolutional networks are used as crucial upsampling
parts of architecture in recently proposed text-to-image
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synthesis methods [8]–[10]. However, these methods neglect
to make full use of the information between layers for upscal-
ing. Through the analysis of upsampling process, we design
the upResBlock which combines the advantages of residual
learning method with deconvolutional networks, producing
vivid images as well as avoiding training problems at the
same time. The shortcut connections which are between con-
volution layers are able to contain all the necessary infor-
mation. In addition, it would speed up back propagation and
prevent gradients vanishing.

Upsampling and downsampling are two basic and widely
used image processing operations. The upBlocks within
deconvolutional networks [8] is a method to generate higher
resolution images. Its layers attempt to directly minimize
the reconstruction error of the input image under a sparsity
constraint on an over-complete set of feature maps. Besides,
the upBlocks can sample images to a higher resolution and
enlarge the image contour but lead to texture blur and reduce
the image quality. In contrast to upBlocks, downBlocks are
used for the reduction in spatial resolution, keeping the
same image representation, while they cannot ensure the
effective judgment of detailed features in discriminator of
convolutional GANs. Therefore, the generalization perfor-
mance of models might not be outstanding when upsam-
pling and downsampling are used as two separate standalone
operations.

In the original GAN [1], the discriminator does not need
to consider the variety of synthetic samples, which makes
it possible for the generator to spend efforts in generating
only a few kinds of samples. While we propose ways to
improve upsampling performance of generator, we also con-
sider downsampling process in discriminator to solve accord-
ing to similar ideas. Convolutional layers combined with
ResNets could add some hierarchical details during training
process in order to generate detailed images with high quality.

Most recent existing algorithms mentioned above have
made great progress in image generation and synthesis. Based
on those researches, we propose up and down residual blocks
dubbed upResBlock and downResBlock for convolutional
GANs in this paper. Specifically, we explore to combine
deconvolutions, strided convolutions andResBlock in the net-
work structure. Besides, we quantitatively evaluate the sam-
ples generated by our model using inception score, compared
with previous state-of-the-art convolutional GAN models.
Beyond the quantitative evaluation, extensive experimental
results also qualitatively demonstrate the effectiveness of the
proposed method, showing better visual effects of generated
images.

In summary, the contribution of our method is threefold.
1) The up and down residual blocks (upResBlocks and
downResBlocks) for convolutional GANs are proposed for
synthesizing images with high quality, which could gener-
ate more detailed images and do not suffer from the van-
ishing or exploding gradients problems; 2) Comprehensive
experiments are carried out to evaluate the proposed method
and its universality, where we explore architectures using

the proposed upResBlocks and downResBlocks to show the
improvements of generator and discriminator for GAN mod-
els; 3) Extensive experiments demonstrate that the proposed
upResBlock and downResBlock can be widely used for con-
volutional GANs with improvements of image generation
and be able to enhance visualization effect for text-to-image
synthesis. Therefore, we make conclusions that our method
achieves better performance in image generation and synthe-
sis task in this paper.

II. RELATED WORK
As a framework of generative model, Generative Adversar-
ial Net (GAN) [1] has been applied to various applications
and achieves impressive performance. Research of analyzing
GAN in generating better images is developing constantly [2],
[3], [16]–[22]. Besides, recent works have already demon-
strated the great potential of using GAN in text-to-image
synthesis [5]–[10], [23], [24] and image-to-image translation
tasks [11]–[14], [25]–[30]. In this section, we will mainly
concentrate on the architecture of convolution nets based on
GANs.

The original GAN takes fully connected layer as its gen-
erating block, while DCGAN [17] uses convolutional neural
networks for better performance. Since then convolution and
transposed convolution layers have been the core components
in many GANmodels. Transposed convolutions, or deconvo-
lutions, work by swapping the forward and backward passes
of a convolution. They can be considered as the operation
that allows to recover the shape of the initial feature map and
play a significant role in upsampling the output image to the
higher resolution. In the context of CNNs, Zeiler et al. [31]
showed that by using deconvolutions and filtering the maxi-
mal activation, one can find the approximate purpose of each
convolutional filter in the network. Radford et al. proposed
the DCGAN [17] architecture with a series of fractionally-
strided convolutions or deconvolutional networks for Large-
scale Scene Understanding (LSUN) [32] scene modeling,
making generative adversarial networks more stable to train
inmost settings. As the first method of usingGAN to generate
images from text captions, GAN-INT-CLS [5] follows the
same architecture of DCGAN [17], telling models not only
how to generate realistic images, but also the correspondence
between texts and images. In our work, similar framework of
deconvolutional networks in generator with a highly diverse
set of filters is able to produce sharper images.

In the previous traditional studies, features were extracted
through convolutional neural network and they would be
richer through deepening of the network, which leads to
the problem of exploding gradient. In order to deal with it,
residual learning framework [15] was proposed under the
comprehensive empirical evidence which shows that these
residual networks were easier to be optimized and could gain
accuracy from considerably increased depth. Zhang et al.
designed the generator as an encoder-decoder network with
residual blocks. Such a generator is able to help rectify defects
in the input image and adds more details to generate images
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with rich details. Besides, they evaluate the effectiveness
of StackGAN-v2 [9] for the unconditional image gener-
ation task by comparing with DCGAN [17], WGAN [2],
LSGAN [22] and WGAN-GP [3] on the LSUN bedroom
dataset, showing that generated images with more photo-
realistic details. The StackGAN-v2 was able to generate
256 × 256 sharper images partly due to generator improve-
ment in attention models, adding residual blocks in two
stage attentional generative network. Furthermore, Xu et al.
proposed AttnGAN [10] with generators in its attentional
generative network which has residual blocks in the hidden
states to generate high quality images through a multi-stage
process.

ResNet [15] or deconvolutional network is used as a part
of architecture in recently proposed text-to-image synthesis
methods [8]–[10]. However, these methods neglect to make
full use of the information between layers for upscaling.
Huang et al. proposed DenseNet, which allows connec-
tions between two layers within the same dense block [33].
With the local dense connections, each layer reads infor-
mation from all the preceding layers within the same dense
block. Inspired by this method, we design upResBlock
in generator, which contains local residual learning and
fractionally-strided convolutions. This structure can avoid
losing hierarchical details during upsampling process.

While paying attention to performance improvement
of generator, we also notice the discriminator in origi-
nal GAN [1]. By effective combination with shortcut in
ResNet [15] and convolution layers, downResBlock is intro-
duced to add useful hierarchical features from origin images.
To deal with the deficiency in the method about GANs in
several researchs, we propose two universal structures named
upResBlock and downResBlock. And our experiments show
that these two blocks have been improved in popular GANs
and inception scores of text-to-image tasks.

III. METHOD
As is known to all, Generative Adversarial Networks (GANs)
are powerful to generate high-quality images [1]–[3], [17],
[22], [34]. Obviously, the structure of generator and discrim-
inator has played an important role in the task of generating
images. Generally, in previous works, generator and discrim-
inator are composed of several deconvolutional layers and
strided convolutional layers. In order to resolve this problem,
a lot of attempts have been made. Inspired by ResBlock,
we propose upResBlock and downResBlock by combining
deconvolution, strided convolution and ResBlock.

A. REVIEW ON UPBLOCK
Starting from [4], the deconvolution operation has been
widely used for visualization of neural networks [31], seman-
tic segmentation [35], and generative models [1]–[3], [17],
[22], [34]. In particular, generative adversarial networks pro-
posed by Goodfellow [1] is a brilliant method to generate
various images. Furthermore, Reed et al. [5] applied it to the
text to image task [8]–[10].

FIGURE 1. Residual block [15].

For instance, in [9], three generators made extensive use
of upBlocks (deconvolutional layers) to generate bigger
images. Similar to classification network, they also use lots
of strided convolutional layers in discriminators. However,
simply stacking deconvolutional layers and strided convolu-
tional layers couldn’t generate high-quality images. To cope
with this problem, we propose a novel block by combining
deconvolution, strided convolution and ResBlock.

B. REVIEW ON RESIDUAL BLOCK
Residual block [15] was proposed to resolve the problems of
vanishing gradient and degradation. The biggest difference
between residual block and upBlock is ‘‘shortcut connection’’
which skips one or more layers as illustrated in Figure 1.
Generally, the residual learning could be formulated as:

y = F(x,Wi)+ x (1)

where x and y are the input and output of the layer consid-
ered. AndF(x,Wi) represents the residual mapping. Through
residual block, networks are easier to optimize and could gain
higher performance in a variety of tasks. But, the ResBlock
couldn’t change the size of feature map. Therefore, we com-
bine it with upBlock and propose a novel block dubbed
upResBlock.

C. THE PROPOSED UP AND DOWN RESIDUAL BLOCKS
Motivation: Though upBlock has been applied extensively
in many tasks such as generative adversarial networks, text to
image and object detection, there is amargin for improvement
because of the simple structure which couldn’t master the
detailed discriminative information of images. Meanwhile,
the classification task has gained breakthrough with the help
of ResBlock. Inspired by these two blocks, we propose two
universal blocks for image generation, named up and down
residual blocks.
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FIGURE 2. upResBlock and upBlock.

FIGURE 3. A typical structure of convolutional GANs’ generator.
We improve it with upResBlock.

Definitions: The purpose of up and down residual blocks
is to make use of the advantages of upBlock and ResBlock,
i.e., generating images quickly from noise and more efficient
backward propagation of gradients.

1. upResBlock
As illustrated in Figure 2, by using upBlock, data from low-

dimensional input space can be mapped to high-dimensional
feature space. And, the upBlock could be formulated as:

y = R(B(D(x)) (2)

where y indicates the output of the layer considered; D
refers to deconvolution; B means the batch normalization
and R indicates the activation function ReLU. For instance,
as shown in Figure 3, generator could generate images with
size of 64× 64 by simply stacking four upBlocks. However,
simply stacking four upBlock couldn’t make full use of the
information in former layers.

On the contrary, our upResBlock could overcome these
problems:

y = G(B(G(B(C(U (x))+ C(U (x)))) (3)

where B,D are same as Equation 2. G refers to activation
function GLU; U indicates the upsample; C means the con-
volutional layers.

FIGURE 4. A typical structure of convolutional GANs’ discriminator.
We improve it with downResBlock.

FIGURE 5. DownResBlock and downBlock.

As illustrated in Figure 2, our upResBlock could make all
information pass through and make backward propagation of
gradients more efficiently with the help of shortcut. In par-
ticular, the GLU activation [36] is used in our up and down
residual blocks. And GLU could be computed as:

f(x) = (X ∗W + b)⊗ σ (X ∗ V + c) (4)

where X and f are input and output. And W , b,V , c are
learned parameters. σ refers to sigmoid function and ⊗ indi-
cates the element-wise product between matrices. The reason
we adopt GLU is that networks using GLU could converge to
a lower perplexity which has been proved in [36].

2. downResBlock
As shown in Figure 4, in most generative adversarial net-

works, the discriminator always stacks a lot of strided convo-
lutions to reduce the size of input images and extract features.
However, such an approachmay not preserve the full features,
especially the usefull features, which increases the difficulty
of the convegence of loss.

In contrast, our downResblock (see Figure 5) could solve
this problem by combining it with residual block. The struc-
ture of this block can be formulated as:

y = G(B(G(B(C(S(x))+ C(S(x)))) (5)
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where S indicates strided convolution which halves the size
of input and C, B, G are same as Equation 2. Through such a
structure, our downResblock could preserve the feature from
former layers which help the convergence of loss.

D. DISCUSSION
Compared with upBlock Although both of them could map
the data from low-dimensional to high-dimensional feature
space, upsample and strided deconvolution used in upBlock
couldn’t preserve the effective features from former layers.
Different from upBlock, our upResBlock could make most
of useful informations pass through and make backward
propagation of gradients more efficiently by combining with
ResBlock.

Compared with ResBlock ResBlock could preserve the
features with the help of shortcut. But, it couldn’t change
the size of input. And downBlock, composed of strided
convolution and activation function has been widely used
in discriminator in most of GANs. Inspired by those two
blocks, we propose a novel block named downResBlcok
which combines the downBlcok and ResBlock to master the
detailed discriminative information on images and accelerate
the backward propogation of gradient.

IV. EXPERIMENTS
In this section, we experimentally compare two kinds of
image-generating tasks to verify the effectiveness of our
method. The former is generating images from noise using
several typical GANs. And the latter is text-to-image task
which means generating images according to natural lan-
guage descriptions.

A. GANS FOR IMAGE GENERATION
We conduct extensive experiments to evaluate the proposed
methods. The popular GANs [1]–[3], [22] on image gener-
ation are compared with the methods which are improved
with our the proposed network model. We first evaluate the
effectiveness of ourmethodwith previous popular GANmod-
els for generating images. Then samples generated for these
architectures are compared in the same iteration to show the
visual efforts.

1) DATASET AND EVALUATION PROTOCOL
In this section, we introduce the dataset to illustrate the
effectiveness of the upResBlock and downResBlock.

Datasets. Referring to previous image generating meth-
ods [3], [22], we use the CIFAR-10 dataset [37], which are
commonly used in computer vision and image generation,
to prove the effectiveness of the upResBlock and downRes-
Block. The CIFAR-10 dataset consists of 50,000 training
images with 32 pixel × 32 pixel and 10,000 test images
in 10 classes.

Evaluation. As the quantitative evaluation, we use
inception score [19] as [3] in order to measure the
effect of image generation before and after the method
improvement. We train models using four typical GANs:

TABLE 1. Inception score results of the popular GAN models without
(blank) or with (

√
) upResBlock/downResBlock for image generation on

CIFAR10 dataset. The values in bold font indicate the best results.

GAN [1], LSGAN [22], DCGAN [17] andWGAN-GP [3] on
CIFAR-10 dataset. Each of these GANs and their improved
ones are trained for 100000 iterations. Figure 6 compares
the visual quality of samples generated by the four existing
popular GANs and their improved models without or with
upResBlock/downResBlock. Furthermore, we compute
inception scores with generated images to evaluate our
method.

2) EVALUATION OF THE UPRESBLOCK AND
dOWNRESBLOCK
In order to demonstrate the effectiveness of our upRes-
Block and downResBlock, we train four typical GANs on
CIFAR-10 dataset.

As shown in Figure 6, the comparison experiments of base-
line model, baseline model with upResBlock only, baseline
model with downResBlock only, and baseline model with
upResBlock and downResBlock are performed. Specifically,
we train each model for 100000 iterations for each exper-
iment. It’s not hard to see that models using our upRes-
Block and downResBlock could generate images with the
most details. The same GAN architecture with our upRes-
Block or downResBlock shows better visual effect than the
original one. In addition, the generated samples without
upResBlock or downResBlock are not as photo-realistic as
that of model with both them. Thus, from Figure 6, the dif-
ferent models are compared directly, using their generated
images for qualitative measures, which shows our method’s
better performance in image details and diversity.

Furthermore, we compute inception score with generated
samples to quantitatively evaluate our method. As shown
in Table 1, we implement four groups of comparison exper-
iments on various popular GANs by using up and down
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FIGURE 6. Example of generated images reconstructed by various popular GANs without or with upResBlock/downResBlock on
CIFAR-10 dataset.

residual blocks or not. Table 1 shows the inception score
results on CIFAR-10 dataset. The upResBlock, or down-
ResBlock could improve inception scores on those typical
GANs. In particular, the combination of upResBLock and
downResBlck effectively improves the inception score on
CIFAR-10 dataset by mastering the detailed discriminative
information of images. Therefore, these two blocks can be
helpful for most GANs to generate images with more details
and higher quality.

B. GANS FOR TEXT-TO-IMAGE SYNTHESIS
Wehave already validate the effectiveness of our up and down
residual blocks on those popular GANs in Section IV-A.
To prove the generality of our blocks further, we have also
done several experiments on text-to-image task.

1) DATASET AND EVALUATION PROTOCOL
We implement a series of experiments by using two com-
monly used datasets to validate the effectiveness of our
upResBlock and downResblock in text-to-image task.

Datasets. First, we validate the effectiveness of our upRes-
Block and downResblock on StackGAN-v2 and AttnGAN
using CUB dataset [38]. CUB contains 200 bird species with

11,788 images and the data prepossess of this dataset is
same as [10]. And, in order to validate the performance of
our method in text-to-image generation for complex scenes,
we also use the COCO dataset [39]. Each image in COCO
dataset provide 5 descriptions and each image has multiple
objects which is more difficult than CUB dataset. Same
as [10], we also split COCO dataset into training and vali-
dation sets provided by COCO.

Evaluation metrics As before, we use inception score
(IS) [19] for our quantitative evaluation. The inception score
is calculated as follows:

IS = exp(ExDKL(p(y|x)||p(y))) (6)

where x indicates one generated sample, y refers to the label
predicted by the pretrained inceptionmodel. Generally speak-
ing, the inception score could reflect the diversity of images
generated by our generative models.

2) EVALUATION OF THE UPRESBLOCK AND
DOWNRESBLOCK
We provide a detailed explanation related to the motiva-
tion and structure of our upResBlock and downResBlock
in Section III-C. We implement several pairs of comparison
experiments on two commonly used datasets, namely, CUB
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TABLE 2. Inception score results of the AttnGAN and StackGAN-v2 models without (blank) or with (
√

) upResBlock/downResBlock for text-to-image
synthesis on CUB and COCO dataset. The values in bold font indicate the best results.

and COCO datasets, of text-to-image in a computer vision
system to validate the generalization of the upResBlock and
downResBlock.

As shown in Table 2, we implement three groups of com-
parison experiments on various types of AttnGAN by using
different blocks.

Table 2 shows the compared image synthesis results of
AttGAN, AttGAN using upResBlock, and AttnGAN using
downResBlock, AttGAN using both up and down Resblocks
on CUB and COCO datasets. Using either two blocks has a
limited role in the inception score. However, when they are
combined, the improvements are remarkable, thereby indicat-
ing that two kinds of blocks are complementary. Furthermore,
we also validate our upResBlock in StackGAN-v2, which
demonstrates the generalization capability of our proposed
blocks.

V. CONCLUSION
In this study, we propose up and down residual blocks for
convolutional generative adversarial networks. This method
enables the network to learn the features of the target dataset
accurately and comprehensively. Thus, it achieves good per-
formance in image generation. Moreover, the quality of
images will be improved if better network architecture is
used. In future study, we will combine our method with
the newly updated GANs for image-generation to generate
images with higher quality in actual applications.
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