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ABSTRACT Accurate detection and classification of breast cancer is a critical task in medical imaging
due to the complexity of breast tissues. Due to automatic feature extraction ability, deep learning methods
have been successfully applied in different areas, especially in the field of medical imaging. In this study,
a novel patch-based deep learning method called Pa-DBN-BC is proposed to detect and classify breast
cancer on histopathology images using the Deep Belief Network (DBN). Features are extracted through
an unsupervised pre-training and supervised fine-tuning phase. The network automatically extracts features
from image patches. Logistic regression is used to classify the patches from histopathology images. The
features extracted from the patches are fed to the model as input and the model presents the result as a
probability matrix as either a positive sample (cancer) or a negative sample (background). The proposed
model is trained and tested on the whole slide histopathology image dataset having images from four
different data cohorts and achieved an accuracy of 86%. Consequently, the proposed method is better than
the traditional ones, as it automatically learns the best possible features and experimental results show that
the model outperformed the previously proposed deep learning methods.

INDEX TERMS Deep Learning, deep belief network, histopathology images, classification, breast cancer.

I. INTRODUCTION
According to the American cancer society surveillance
report ‘‘Breast cancer affects one in eight women in their
lifetime’’[1]. After lung cancer, breast cancer stands sec-
ond cause of death among women and it is the most com-
mon type of cancer [2]. According to the study, in the year
2012, the second most common cancer was breast cancer
(1.7 million cases, 11.9%) [3]. In the year 2019, 268,000
cases of breast cancer and 41,760 deaths because of breast
cancer were estimated by SEER (Surveillance, Epidemiol-
ogy, and End Results) [4].
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Breast cancer can originate from any cell, tissue, or gland
of the breast. Sometimes it starts from the ducts that produce
milk and sometimes it originates from the lobules which are
glandular tissues. If not diagnosed at an early stage there is
a possibility of spreading the cancer cells toward different
parts of the body and cause damage there too. [5]. Breast
tumor has two most common types: benign and malignant
where the benign lesion is not cancerous, it is some kind of
abnormalities in the cell and they are unable to become a
cause of breast cancer and malignant is cancerous lesions.
Malignant cells spread at a very fast rate by start divisions
swiftly because both cells (benign and malignant) have irreg-
ular appearance and structure, it is a very difficult task to
manually analyze the microscopic image [6]. Further, breast
cancer is divided into two categories, one is ductal carcinoma
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in situ (DCIS) also known as non-invasive breast cancer and
the other is invasive cancer. Breast cancer could have many
early indications that one should be suspicious about and
approach the specialist for the detection test if found any of
them. These indications are mass, micro-calcification, lopsid-
edness in the breasts, and architectural perversions[7]. These
signs could be an indication of breast cancer. To examine the
signs many medical imaging methods are there like magnetic
resonance imaging (MRI), mammography, ultrasound, and
tomography [8]. With the recent advancements in medical
science, it is possible to detect and treat cancer at early stages.
If the tumor is detected in the early stage, it can be treated and
the survival rate increases. In the later stages, the treatment of
cancer is very problematic and sometimes even not possible.

Mammography also called a low-dose x-ray of the breast
and biopsy are two common techniques used for breast cancer
detection. In mammography, radiologists use a specific type
of breast images to detect early symptoms of breast cancer.
Due to the use of mammography for cancer detection death
ratio has decreased [9] and reading mammograms is a very
crucial task and demands high expertise. It should provide
accurate results otherwise wrong interpretation of the mam-
mogram can cause a problem of false-positive cases [10].
In the second technique called biopsy pathologist analyze
a tissue sample taken from an effected breast under the
microscope for detection and classification of tumor [11].
Hematoxylin and Eosin (H&E) stain is usually used to stain
the tissue samples that are obtained from a biopsy. These
stained tissue samples are then examined by the patholo-
gist using light microscopy. Manual examination and eval-
uation of the tissue images are very critical and tiresome
because it involves the evaluation of the fine structure of
the cell and the organization of nuclei and their complex
characteristics [12]. In the present period, the practice of
examining the histopathological images is based on the man-
ual evaluation by the pathologists. By using the manual anal-
ysis method there could be many possible problems. Like
underdeveloped areas or hospitals they may not have any
pathologist. This problem of resource shortage could lead to
an increase in cancer cases not examined at an early stage.
It is declared by almost 75% of National Health Services
(NHS) trusts and 76% of health boards that there is a lack of
adequate medical specialists for the treatment of people who
are suffering from breast cancer [13]. Now even if there is a
pathologist available to evaluate and examine the histopatho-
logical images, the validity of the results still depends on
the pathologist’s capability, diagnostic experience, and keen
knowledge of the domain. There is a possibility that results
are not accurate always. Last but not the least, the histopathol-
ogy images are very complex and it is a lengthy process to
examine them, also this could lead to cause drowsiness to
the pathologists and cause negligence. [14]. If detected at an
early stage the breast cancer can be treated and the patient
can be completely free from this disease which means an
early diagnosis can escalate the survival rate. As discussed
earlier many methods were there for the early detection and

classification of breast cancer. It has been seen that these
methods entirely reliant on the ability of pathologists, other
medical specialists and their knowledge. These methods are
time-consuming and have a high percentage of the risk factor
of the wrong results because specialists have to see the images
of the tissue from the affected breast through microscopes or
by other manual methods. Because of all these issues, well
organized and on target automated methods for detection and
classification of breast cancer are required [15].

Automatic diagnosing methods are the necessity of the
present. They could be helpful for the radiologists, pathol-
ogists, and other specialists by reducing their burden and by
providing more accuracy in the results [12]. In the treatment
of breast cancer, the main impediment is the lack of methods
for early diagnosis. With the advancements in the medical
field and keeping in mind the significance of the problem
like breast cancer, many experts put their efforts towards the
development of smart methods. With time the use of smart
systems in the medical field is increasing. The use of these
systems will very helpful in the early detection of breast can-
cer and also play a significant role in reducing the mistakes
of professionals caused by the exhaustion or inexperience in
diagnosing and classification of breast cancer [16].

Early detection of breast cancer can lead to recovery where
the accuracy in the classification of breast cancer is of great
significance. Several types of research have been organized
on the implementation of machine learning for the detection
and classification of breast cancer using different methods
or a combination of several algorithms to increase the pre-
cision. Machine learning methods can be classified into two
categories one is traditional machine learning methods and
the other one is deep learning methods. Feature extraction,
feature reduction, and classification, these are some of the
steps that are involved during the study of histopathological
images using machine learning. Considering only the stage
of feature extraction here, many well-defined features are
extracted from the digital images. These features demand
accurate classification execution [17]. It has been seen that
the recent focus of the researchers has moved towards deep
learning. Deep learning uses a model architecture that is
formed of different non-linear variations for the modeling
of different essential or required characteristics in the data
[18], [19]. In recent years, deep learning methods gained
high attainment in different areas like image analysis [20],
signal processing [21], speech recognition [22], facial expres-
sion recognition [23], brain MRI images analysis [24], [25],
[26] and liver segmentation [27], [28], [29]. Deep learning
approaches mostly dependent on a large amount of training
data. In the field of medical imaging, there is a lack of avail-
able training samples. Also, the medical images involve the
process of labeling and annotation which is quite an expen-
sive task [30]. Addressing this problem of lack of sufficient
data, many researchers advised many different techniques.
According to different researchers, it is advised to not use
the whole images as input but instead use 2D patches or
3D cubes. This process of using 2D patches and 3D cubes
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also helps in the reduction of the model parameters and
also reduces the problem of overfitting [31], [32]. Some
researchers also suggest using data augmentation where there
are plenty of techniques available that can be used for data
augmentation such as flipping and rotation [33], [34]. After
the augmentation of data, one could achieve a significant
amount of data that is required for the classification task to
train the model [35], [36]. Deep learning algorithms gained
remarkable significance. Their use expands in different areas
and the main factor in the increasing popularity of deep
learning algorithms is their ability to feature extraction [37].

This study presents a novel DBN based classification
model. Restricted BoltzmannMachine (RBM) is a generative
artificial neural network (ANN) and on a specified input
which used to acquire the probability distributions. DBN
is a deep neural network that comprises multiple layers of
hidden units. There is a connection between the layers but the
units in the layers have no connection [38]. To facilitate the
specialist’s many kinds of researches have been done using
traditional machine learning techniques, specialists do not
have to scrutinize the microscopic images manually, there is
still manual work involved. To train the model, there is still
a need to manually feed the features. To overcome this issue
and making this process completely automatic deep learning
has been introduced. DBN has been used in many types of
researches in medical image processing but used very rarely
in breast cancer classification. In this study, application of
deep learning has been exploit using the DBN model for the
classification of breast cancer using histopathology images.

Our main contributions are as follows: This study propose
a novel framework for the classification of breast cancer on
histopathology images. In our knowledge this is the first time
DBN based method is used in breast cancer classification.
The proposed framework provides the automatic and accurate
representation of features from images with the help of DBN.
Patch based DBN technique not required much hardware
resources which is better then other deep learning methods.
The used dataset comprises data from four different data
cohorts which gives the model an exceptional key because
different data cohorts used different histopathology methods
for staining the images and different specifications to digitize
the images. The presented experiments show that the results
are better than other recent deep learning-based techniques.

II. RELATED WORK
The traditional machine learning methods include sparse rep-
resentation, support vector machine (SVM), and K-nearest
neighbor (KNN) algorithms [39]. Authors [40] proposed
a model using SVM for the detection of breast cancer
where two types of SVM models have been used which are
C-SVM and V-SVM. To hybridize the model a weighted area
under the receiver operating characteristics curve ensemble
(WAUCE) method is used. The model performed better than
the other proposed studies using a single SVM structure. One
limitation of this study is that it requires a large amount of
time and cost. This method is quite expensive. This study [41]

proposed a Bayesian networks to classify the mammographic
images with each view and then used logistic regression
for the final decisions on the results generated by Bayesian
networks. CAD systems are bound to analyze each mammo-
graphic view separately while the radiologists have to analyze
two views at a time to find the difference by comparison.
An expert system for breast cancer detection (Ex-DBC) is
proposed. The neuro-fuzzymethod is used to find fuzzy rules.
The proposed system predicts high positive values that help
to avoid the wrong interpreted results that lead to biopsies.
An expert system or a rule-based system is very beneficial
because it contains specific and unambiguous information.
The rules can be altered and updated easily whenever the
need arises. However, on statistical properties, the use of
rules-based has the strain and adversity that there is a pos-
sibility of deriving the similar statistical properties for some
patterns of different classes, due to which there may occur a
problem of incorrect recognition [42].

Mammographic images are typically acquired from the
same breast with two views: a lateral view called mediolateral
oblique (MLO) view and a top head-to-toe view called cran-
iocaudal (CC) view [43]. Several pieces of research have been
made to extract the features from the mammographic images
with different views. In the proposed method a geometry-
based region matching method is used to extract the breast
masses from the mammographic images with the two views
CC, MLO and then use the multi-view classifier to classify
the breast masses. [44]. A CAD-based technique [45] is pro-
posed for breast cancer classification using mammographic
images. For feature selection and dimensionality reduction, a
genetic algorithm is used where SVM is used for classsifica-
tion. The experiments achieved better accuracy as compared
to previous approaches. [46] proposed a MAD normalization
based technique for breast cancer classification where the
model comprises three phases. In the first phase, the MAD
normalization method is used to normalize the dataset. The
second step involves the weighting procedure of normalized
data using K-mean clustering (KMC). The last phase is the
classification phase which is done by using the AdaBoostM1
classifier. The proposed technique provides improved accu-
racy as compared to previously proposed methods but the
limitation of this work is the cost. The proposed technique
for breast cancer [47] in which the classification is done
using a multi-layer perceptron (MLP) neural network. A non-
dominated sorting genetic algorithm is used for the network
assembly but local minimum is a problem for MLP.

The proposed model to extract the features from the mam-
mographic images with two views MLO and CC, ANNs are
used and then fused the features of resultant mammographic
images from ANNs for classification of two types of cells
that are benign and malignant. The proposed model can work
for different views but it cannot extract features with a well-
built particular performance. The reason for this is the loss of
spatial information caused by the feature transformation from
image to a long dimensional vector [48]. Amodel is proposed
for the classification of benign and malignant using logistic
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regression, KNN, and Ensemble learning principal compo-
nent analysis (PCA). Features are extracted using PCA and
transferred to the retraining phase. The model uses a small
amount of data and achieves better accuracy and the accuracy
could become better by using a large amount of data [49]. [50]
presented a knowledge-based model to classify the cancer. In
the proposed study clustering and expectation maximization
is used. For the generation of fuzzy rules classification and
regression trees are used wherever the results show that this
model provides a promising accuracy in the classification
task. This model is a hybrid intelligent system and a non-
incremental.

Today deep learning became very popular in a vast vari-
ety of fields surpassing other conventional methods. Deep
learning methods have shown tremendous performances in
different fields including the field of medical imaging [51]
like vertebrae segmentation [52], [53].With the help of image
processing techniques, it became easier to detect and classify
tumors from an infected breast [54]. Authors in [55] pro-
posed a deep learning-based model for the classification of
breast cancer using CNN. The model creates patches from
the images and passes them to CNN for training. This model
provides simple architecture and the cost reduces due to the
simplicity of architecture. But the limitation of this study is
the lack of experimental data because of which the cost of the
experiment increases.

The patch level classifier is very beneficial for the classifi-
cation of tumor cells. Amodel is created using 2 stage training
procedure that is a patch level network to learn from pixel-
level labels along with a network learning from macroscopic
breast level labels. The proposed framework contains two
core modules. One module is 4-view specific columns, each
based on ResNet architecture that gives a fixed dimension
hidden representation for each mammography view. It uses
ResNet22 columns to compute a 256 dimension hidden rep-
resentation vector of each view. The second module is two
fully connected layers to map from the computed hidden
representation to the output prediction. Using separate pixel
and breast level models differentiate their work from other
approaches that use pixel-level labels in a single network
[56]. The authors worked on a deep learning-based model
to classify x-ray scattering images [57]. This classification
is a challenging task because it is based on the attributes
which can be different characteristics ranging from physical
properties to the different types of angles measurement. This
work is done in two stages where the first stage encounters a
convolutional neural network (CNN) using 50 layers Residual
Network and the second stage consists of a patch-based Con-
volutional autoencoder where the patch selection is random.
For the classification work, SVM based classifier is used.
The results show that the deep learning-based model gave
far better results than the old handcrafted feature extraction
methods.

The authors presented a novel technique [57] of pixel pair
based on CNN called (CNN-PPF) and find the similarity
between the pixels. The construction of the pixel pair is

done by joining the center pixel with the pixels around and
then fed to the trained multilayer CNN model to learn the
features. The CNN model include ten convolutional layers,
three max-pooling layers, and ReLU layers. As deep learning
methods need a huge amount of data for better results while
this proposed study shows that by reorganizing the data in
hand we can overcome this problem. For the prediction of
the pixel class, a voting strategy is used. The results of the
proposed CNN-PFF model show that it can perform better
than the previously proposed methods and also it is cost-
effective because it used a small amount of data.

The classification of benign and malignant tumor in lung
nodules framework [58] based on three types of the deep neu-
ral network is proposed which are CNN, deep neural network
(DNN), and stacked autoencoder (SAE). Each layer of CNN
contains multiple maps, while each map is a combination
of different neural units with one convolutional kernel each.
In the DNN all the input layers, hidden layers, and output
layers are connected. The SAE consist of the fully connected
layers and the neurons in both the input and output layers
are equal. The results show that CNN outputs the best results
as compared to DNN and SAE because there is limited data
available that’s why the size of the layer of the neural network
is kept small.

Batik’s pattern classification based on CNN [59] which is
composed of a VGG16 for the extraction of features and used
a multi-layer perceptron for the classification task. In the first
step, six classifiers are trained using different features, then
the best classifier is selected and trained on random images
with no transformation while the last step, classifiers are
tested using the transformed images. Experiments show that
the VGG16 with the combination of MLP performed better
on the transformed dataset as compared to other models. As
the VGG16 is pre-trained so, it can be seen from the results
that this model can handle transformation invariant features.
More accuracy could be achieved by the better labeling of
the input images and by using high-quality data only [60]
presents the first deep neural network-based framework to
classify the temporal sleep stage classification from mul-
timodal and multivariate time series without incorporating
handcrafted features. By using backpropagation linear spatial
filtering the model gathers the data from multiple sensors
and use of liner channels which boosts the input data. By
using temporal convolutions it extracts the features and at the
end for the classification softmax is used. The model shows
the best results as compared to previous studies with a mini-
mum computational cost. For the classification of lung cancer
[61] DCNN inception v3 is used to classify between LUSC,
LUAD, and normal lung tissue. The first step followed in the
model is to train the inception v3 by randomly initializing the
weights of the last layer then a per slide classification method
is introduced to see the probabilities. The model results show
that using CNN can explicitly classify between tumor types
and provide better results than the old methods.

Proposed a model for the classification of Thai fast food
based on deep learning [62]. The model used the GoogleNet
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FIGURE 1. Structure of proposed Pa-DBN-BC model.

model with some convolutional, pooling layers and inception
layers. The model work by the distribution of data to the
preceding layers while they have different sizes and make
a thin assembly of data together which minimizes the com-
putational cost. Deep CNN based model is used in the clas-
sification of skin cancer. As the pre-trained Alexnet cannot
work on a large size colored image so the extraction of
the region of interest (ROI) is done. The proposed method
has two plus points over conventional methods that there is
no need for preprocessing and it also can use any kind of
input image. The results are better compared to the earlier
proposed models [63]. A model based on a deep neural net-
work is introduced [64] for the classification of four types
of brain tumors while the images are segmented using Fuzzy
C-means. A discrete wavelet transform technique is used as a
feature extractor and PCA is used to reduce the features. The
classification is performed using a seven-layer deep neural
network. This model needs quite minimal hardware resources
as compared to other CNN architectures.

DBN is used in an unsupervised fashion for the
initialization of the weights then fed the output matrix
to the backpropagation neural network [65] The first
stage is unsupervised while the second stage using a
backpropagation neural network in a supervised manner. Two
algorithms conjugate gradient and LevenbergMarquardt used

in backpropagation neural network. In this study, the com-
bination of supervised backpropagation neural network with
the unsupervised DBN shows better results than the previous
studies that used only one supervised phase. A DBN based
CAD system is proposed in the study to diagnose breast
cancer. For the ROI extraction, two methods are used: one
is multiple mass ROI and whole mass ROI. The DBN based
approach shows better accuracy in classification as compared
to previous techniques [66]. A cascade deep learning-based
approach is used in [67] which classify the breast cancer.
A pre-trained deep learning classifier is used for classification
where the model achieves high classification sensitivity.

III. METHODOLOGY
With the development of new methods, the study on deep
learning received substantial attention because of its better
results in different fields [68]. Like other deep learning mod-
els our model also consists of two stages: training and testing.
In this study, a Pa-DBN-BC model is proposed for the clas-
sification of breast cancer on the histopathology images. The
Pa-DBN-BC model comprises four main phases which are
the preprocessing, patch generation, DBN, and classification
phasewhere themodel works on equal size patches of images.
In preprocessing we can crop our input data around the region
of interest (ROI) without worrying about the limitation of
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FIGURE 2. Sample images of breast cancer from the dataset used in the experiment: (a)
Sample images from dataset and corresponding masks(b) Sample images from dataset and
corresponding maks after cropping.

keeping the images of equal sizes. The proposed model work
in an unsupervised fashion for the extraction of features from
the input histopathology image patches in the form of feature
vectors. The extracted features matrix is then transferred to
the backpropagation neural network which is a supervised
learning phase and it comprises of the conjugate gradient.
A model is formed by the feature matrix of images in the
training phase and the final stage is the classification stage
which discriminate between cancerous and non-cancerous
regions.

A. PREPROCESSING
The image preprocessing is a critical step because it can
improve the input data by enhancing some features that could
be important to a particular task. In this phase, each image
size is reduced by cropping the images to remove extra
backgrounds and focusing on the ROI. The images and the
corresponding labels around the ROI are cropped randomly
regardless of the sizes of different images. Original images
of different pixel values with the provided labels before crop-
ping and the images with corresponding labels after cropping
are shown in Figure 2.

The next step in the preprocessing is to convert the RGB
colored images from RGB color space to the grayscale. The
conversion of images from RGB color space to grayscale is
shown in Figure 3.

In the preprocessing phase, a threshold window is applied
to the dataset. In image processing, this step is considered a
basic step but having a great significance. Different tissues
seem having different intensity, the threshold value can help
in eliminating the non-essential segments [69]. The threshold
is applied after coversion of RGB to Grayscale by manually
analyzing the frequency values of both cancerous regions and
background regions, the values ranges from 40 to 215 in the
cancerous regions. This helps in the accurate differentiation
of both regions before patch creation. Contrary to this, if the
selected range is outsized, then the noise could not be turned
down [70].

The smoothness of images is controlled by the use of a
Gaussian filter with a fixed kernel size on the histopathology
images. Gaussian filter plays an important role in achieving
classification accuracy and reducing the weight of bluring
pixels [71]. In this way, our model will able to learn to distin-
guish between a positive sample and a negative sample more
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FIGURE 3. Conversion from RGB to Grayscale.

FIGURE 4. Application of Gaussian filter.

accurately. The selected value for Gaussian filter was 1.0.
Figure 4 demonstrates the application of the Gaussian filter
by showing a sample image before and after the application
of the Gaussian filter. Same preprocessing steps are applied
on both traing and testing samples. The extra step in training
phase is the balanced classes.

B. PATCH BASED DATABASE CREATION
In this step, input is creared for our proposed network by cre-
ating the overlapping patches of size 32× 32. All the patches
having the same size with two properties either cancer region
(positive samples) or background region (negative sample).
A patch is considered to be cancer patch if 70 percent pixels
of the patch related to abnormal region. The dataset became
a binary class dataset as shown in Figure 5.

After the creation of overlapping patches with same size,
the next step is to randomly shuffle the patch data. The
number of positive samples is kept equal to the number of
negative samples with ratio 1:1.

C. TRAINING THE PA-DBN-BC MODEL
After the creation of overlapped patches of size 32×32, now
these patches are converted into the vector of size 1024 which
is given as an input to PA-DBN-BC model. We choose DBN
for feature extraction due to the remarkable performance
of DBN in different fields like image processing, [72] and
natural language processing (NLP) [73]. DBN is formed by
stacking the layers of RBM and initialize the network weights
by using a greedy learning approach. For the input in the
training and testing phase, we use feature vectors obtained
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FIGURE 5. Positive and negative sample from WSI.

FIGURE 6. Simple DBN architecture.

from overlapping patches. Features are extracted in an unsu-
pervised fashion. The two hidden layers are used to extract
the features from histopathology images. The first RBM is
formed by combining the input layer and the first hidden layer
and second RBM is formed by the combination of hidden
layer 1 and hidden layer 2. A simple DBN architecture is
given in Figure 6.

Model is trained based on features F from patches P. In the
DBN model, multiple RBMs are arranged in such a fashion
that the output of one layer worked as the input of the next
layer. This way the training complexity is reduced. This
procedure can be represented as follows:∑l

ij
(1)

Here i stands for the neurons present in the layer l that are
connected to the neurons j of the next layer which is l + 1.
DBN is originated from Boltzmann machines (BM), there
are two types of connections permissible between neurons of
each layer which are inter and intra, but in RBM only inter
layer neurons connection is possible. In RBM the connection
of the neurons can be formed in any fashion either directional
or non-directional. So the training process in RBM is simple
and fast. [74]. To initialize the parameters of DBN initially
an RBM is used in an unsupervised fashion. This benefits the
model in achieving better results as compared to the shallow

models [75], [76]. RBM initializes the weights W and biases
b of the network where more tuning of parameters was done
to further improve the network. Fine-tuning is the second
stage of DBN learning. In this stage, the class labels are given
to the model which was not used in the pre-training. The
aim of using deep learning is making such models that are
generalized that can deal with new samples accurately.

For fine-tuning, NN is trained by using a labeled dataset
and treated it as a classification model. After the supervised
training, DBN is converted into NN by adding an output
layer having two neurons for classification on the top. For
the classification purpose logistic regression is considered as
a proficient way. As our problem is a binary classification
problem, sigmoid function is selected for logistic regression.
As in binary classification problem, we always need a output
with a probability between 0 and 1. The sigmoid function
helps in transforming the output of logistic regression into the
probability values. The sigmoid function can be represented
as follows.

Sig (z) =
1

1+ e−z
(2)

where e represents the base of the natural log and z represents
the output of the model trained with logistic regression which
can be represented as:

z = w1x1 + w1x1 + . . . . . . . . . . . . . . . . . . ..+ wN xN + b (3)
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FIGURE 7. Structure of the proposed model.

The above equation can also represented as follows:∑N

m=1
wmxm + b (4)

where w represents the model’s learned weights, x repre-
sents the features and b represents bias. The structure of a
PA-DBN-BC model is given in figure 7.

D. TESTING SCHEME
For the testing stage, same preprocessing steps are applied on
the testing data which were used in training. Image patches
are created in the same fashion as in the training and these
patches are then passed to the trained model. The patches
from the histopathology images used in the testing stage are
completely unseen for the model. The model classified the
patches as either a positive sample (cancer) or as a negative
sample (background).

IV. RESULTS AND DISCUSSION
A. DATASET SELECTION
In this study, a publicly available dataset based on
histopathology images is used. The dataset includes
histopathology images from the four different data cohorts,
Hospital of the University of Pennsylvania (HUP), Case
Western Reserve University (CWRU), Cancer Institute of
New Jersey (CINJ), and The Cancer Genome Atlas (TCGA)
and their corresponding binary masks of invasive breast
cancer regions annotated by pathologists [77]. Dataset
is available on the following link https://doi.org/10.5061/
dryad.1g2nt41. Images are randomly selected from all four
data cohorts for training, validation, and testing stages. Each
image in the dataset having the size of 3002× 2384.The HUP
239 images, CINJ 40 images and TCGS 195 images are dig-
itized with Aperio scanners, while the UHCMC/CWRU 110

images are digitized with Ventana scanners. All these images
are manually annotated by pathologists and delineated the
cancerous regions at 2x magnification using Image scope
v11.2 from Aperio and Image Viewer v3.1.4 from Ventanna.
There are not such variations in the scanning that can cause
potential issues to this study.

In this research the RGB images are converted into
grayscale representation. The reason is simplicity. Com-
plexed procedures can be performed in less time, while RGB
images are hard to work with in many scenarios. These
consist of 3 color channels and it will require more pro-
cessing. We used 177 images in grayscale representation
where 177 RGB images requires more computation time.
In our proposed research only one color channel was
enough to get the required results. The dimension of the
image is very large that’s why we distributed each image
into equal size patches. The proposed work is imple-
mented using Windows 10 operating system on Dell Intel
R©core TMi7-8565U CPU @ 1.80 GHz and 32 GB RAM
using MATLAB 2018b.

B. PARAMETRIC SETTINGS
After the preprocessing step biases and weights are ini-
tially set to zero. On several dataset there are lots of algo-
rithms shows that random search experimental methods are
more effective for hyper-parameters optimizations. In our
Pa-DBN-BC model we ran our model on random search
experiments to identify the best range which is stable in train-
ing and validation where figure 8-a shows the stable training
and validation. It is found that random search experiments
save the time to get the best parametric settings. Because all
parameters are not important for tuning so random exper-
imentation is most important based on hyper parametric
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FIGURE 8. The learning curve of the proposed model (a) is the best performance on selected parameters (b) and (c) is the worst performance with
different parameters.

values. During the pretraining stage, learning rate was set to
0.0001 and 0.9 was the momentum with 30 epochs for RBM
training. Contrastive divergence (CD) algorithm was used to
train each RBM in agreedy manner. 32 × 32 patch size was
flatterned to get the 1024 vector size which is given as an
input to the RBM1 in our model. The RBM2 was trained on
the output of first RBM. Stochastic gradient descent (SGD)
algorithm was used to train the model. Feed forward network
was initialized to train the network of 100-100 was used as a
hidden layers and 2 neuronwere used for output of our model.
Total of 177 images were used for patches dataset creation in
our experiment where patch dataset is separated with a ratio
of 70:15:15 for training, validation and testing respectively. In
the training phase, a matrix with 519936 × 1024 dimensions
is used and for validation, a matrix of 111360 × 1024 is
used as input and the mini-batch size was 128. We setup the

learning rate of 0.0001, momentum with 0.9 and the weight
decay of 0.00001 using backpropagation neural network. To
reduce the chances of overfittimg, we used a weight decay.
Mini batch size in the fine tuning was used 128 where seg-
moid was used as an activation function. For fine tuning
we trained our model on 3000 epoches. For fine tuning our
model took 35 hours. Overall time was 39 hours including
pre training. The parametric setting is given in Table 1.

Mean squared error (MSE) [76] was used to measure the
error during the back propagation neural network training.
The training error was recorded 0.09 and validation error
was 0.10 on 3000 epoches wherever no convergence was
recorded after these iterations. We stop the experiment here
which was the best error rate at this point. We examined in
our experiment with low learning rate yielded best results
in figure 8-a as compared to 8-b and 8-c which have a big
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TABLE 1. Parameter settings.

learning rate which cause a high variation between training
and validation.

C. PERFORMANCE EVALUATION
In this section performance evaluation measures are defined
that are used in this study,

ACCURACY: The proportion of the total number of cor-
rect predictions. It contains the proportion of both predictions
of negative samples and positive samples. It can be calculated
as:

TP+ TN
Total

(5)

ERROR RATE: The proportion of the total number of predic-
tion cases that were not correct. It contains the proportion of
both predictions of negative samples and positive samples. It
can be calculated as:

FP+ FN
Total

(6)

SENSITIVITY OR RECALL: The proportion of actual pos-
itive cases that are correctly identified also known as the true
positive rate. It can be calculated as:

TP
ActualPositive

(7)

FALSE POSITIVE RATE: The proportion of the total num-
ber of predictions that were negative cases but predicted as
positive cases. It can be calculated as:

FP
ActualNegative

(8)

SPECIFICITY: The proportion of actual negative cases that
are correctly identified also known as the true negative rate.
It can be calculated as:

TN
ActualNegative

(9)

true positive (TP), which represents the cancer patches that
are correctly identified; false positive (FP), represents the
patches which are not the cancerous part but model identifies
them as cancer regions; true negative (TN), represents the
patches that are of non-cancer region and model correctly
identifies them as a non-cancerious patch; and false negative
(FN) represents the patches that are of cancer region but
identified as the non-cancer region. The results of our model
are presented in Table 2.

TABLE 2. Performance evaluation parameters.

The Table shows that our proposed model achieved an
accuracy of 86%.

D. COMPARISON WITH OTHER STUDIES
In this section the results of the proposed method are com-
pared with other state of the art methods and the results
show that our model performed better which are presented
in Table 3.

We compared the results of the proposedmethodwith other
state of the art methods and the comparison shows that our
model provides promising results. In the proposed study [78],
three types of deep CNN architectures, 6-layer, 13-layer, and
17-layer are used for the detection of breast cancer mitosis
using histopathology images. The dataset that is used in the
study is mitos atypia. The accuracy achieved by the proposed
method is 84.49% using 17-layer architecture. The CNN
model is quite deep as it comprises 17 layers but still, the
architecture failed to provide promising results. The error
rate is 15.50% in this method as compared to our technique
which is noted 14% that is much better. Comparing sensitivity
with CNN model which was 80.55% that is much lower then
Pa-DBN-BC model which is noted 87.9%. Authors [79] pre-
sented a deep learning-based method for the classification of
breast cancer fromWSI. The classification is based on learn-
ing a hierarchal part-based representation. Total 162 images
were used, 84 images were used for training, 29 for validation
and 49 for testing where the work is based on patches. Total
82,883 patches were used for training, 31,352 for validation
and 50,963 patches were used for testing. The study shows an
accuracy of 84.23%. Sensitivity is noted 87.9% as compared
to the said technique which is 79.60%. Authors in [80],
presented a CNN based model for classification of breast
cancer using H&E stained images. Two types of classification
are performed in the study, one is two class and the other
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TABLE 3. Results comparison of state of the art methods with proposed Pa-DBN-BC method.

is four-class classification. Total 249 images were used for
training and 36 images for testing. Total 70,000 patches were
used for training and validation using ratio 75:25 from testing
dataset. Both classifications achieved an accuracy of 83.3%
and 77.8% respectively which is below the accuracy achieved
by our proposed model.

V. CONCLUSION AND FUTURE WORK
In this study, a Pa-DBN-BC model is presented for the clas-
sification of breast cancer using histopathology images. The
proposed model learns the features automatically by creat-
ing equal size patches of images. Pre-training is achieved
in an unsupervised fashion and fine-tuning in a supervised
fashion. After learning the features, the patch matching
model is used to create a probability estimation matrix. The
results show that the deep learning method improved clas-
sification accuracy in breast cancer cases. According to our
results, it is observed that the patch-based model performed
better than the models that work using whole images for
feature extraction. This will reduce the computational cost
and also provides high accuracy in the binary classification
problem.

For future work, our model could perform better and
could provide better accuracy if more hardware resources
are available like GPU, for using a large number of patches
as input. Also, this study is a binary classification study, as
in this work we only classify between the cancer regions
from the background regions. In future, we can work on the
classification between different types of cancers using this
model
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