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ABSTRACT In this paper, an adaptive variable neighborhood search ant colony algorithm (AVNSACA)
is proposed to solve the vehicle routing problem with soft time windows (VRPSTW). The ant colony
algorithm’s pheromone update strategy is improved to make up for the lack of pheromone in the algorithm’s
early stage. In order to avoid the algorithm falling into local optimum, two variable neighborhood search
operators are designed, and the conditions for the algorithm to enter the variable neighborhood search are
set. The effectiveness of AVNSACA in solving vehicle routing problem with soft time windows is verified
by Solomon benchmark problem. Through the comparative analysis of the experimental results of the two
algorithms, the advantages of the improved ant colony algorithm are illustrated. The experimental results
show that the proposed algorithm can effectively obtain better solutions.

INDEX TERMS Ant colony algorithm, variable neighborhood search, adaptive, soft time window, vehicle

routing problem.

I. INTRODUCTION

Vehicle routing problem with time windows (VRPTW) was
first proposed by Solomon [1] in 1987. VRPTW is in line
with the actual distribution situation and it is one of the
most intensive combinatorial optimization problems studied
in the past thirty years. Time window constraints can be
divided into hard time windows and soft time windows.
The difference between the two kinds of time window
constraints is whether to strictly meet the time window
constraints. Vehicle routing problem with hard time windows
(VRPHTW) [2]-[4] requires strict compliance with time
window constraints. Vehicle routing problem with soft time
windows (VRPSTW) allows vehicles to arrive in advance
or delay appropriately, but it needs to pay corresponding
fines [5].

VRPHTW is more suitable for the actual situation of
punctual arrival. Considering the high cost of providing
just in time service, researchers prefer to study VRPSTW.
Chiang and Russell [6] pointed out that VRPSTW can
effectively reduce the delivery cost without significantly
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reducing customer satisfaction and can provide a feasible
alternative when the hard time window is not feasible. On the
basis of hard time window [a;, b;], Taillard et al. [7] proposed
a penalty method of soft time window based on the hard
time window. When the vehicle arrives before «;, it needs
to wait until the time a; to provide service and there is no
need to pay the penalty fee. When the vehicle arrives after
b;, it needs to pay the corresponding penalty fee. Koskosidis
et al. [8] proposed a penalty method of soft time windows,
which means that no matter whether the vehicle arrives early
or late, it has to pay the corresponding penalty fee. The
VRPSTW studied by Chiang and Cheng [9] relaxed the time
appropriately based on hard time windows constraint, that is,
adding the customer’s acceptable time windows. As shown
in Figure 1, it shows the acceptable time window of customer
i and the expected time window of customer i. If vehicle
k does not arrive at customer node i within the acceptable
time window, customer i rejects the service of vehicle k;
if vehicle k arrives at customer i within the expected time
window, customer i accepts the service of vehicle k. When
vehicle karrives at customer node i in [ET;, et;) and (It;, LT;],
it needs to pay a penalty cost, which is positively proportional
to the waiting time. The penalty cost function is shown in
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FIGURE 1. Upper and lower limits of time window allowed to be violated.

formula (1), where C, is the unit penalty cost of waiting
time and Cj is the unit penalty cost of late time. Based on
the penalty function proposed by Chiang and Cheng [9],
this paper studies the vehicle routing problem with soft time
windows.

00 stt < ET;
Ce(et; — stik) ET; < stl-k < et;
PGir) =10 et; < stk <t 1)
Ci(stt —1t) Ity < stf < LT;
00 stl-k > LT;

Reducing the cost as much as possible under the premise
of meeting the customer’s time requirements has always
been the focus of transportation enterprises and scholars.
Wu et al. [10] established a double objective mathematical
model of VRPSTW by minimizing the total transportation
cost and vehicle number. Tag et al. [11] considered the
economic point of view of the transportation company and
the customers’ concerns about whether the goods could be
received in time, took the transportation cost and customer
service cost as the optimization objectives of VRPSTW.
In this paper, considering the economic benefits, the math-
ematical model of VRPSTW is established to minimize the
vehicle distribution cost.

VRPTW belongs to the NP-hard problem. It is possible
for exact algorithms to find the optimal solution within an
acceptable time when the problem’s scale is small, but it
is difficult to solve a large scale problem in a short time.
Therefore, researchers often use a metaheuristic algorithm
or an improved heuristic algorithm to solve the optimal
combinatorial optimization problem [12]. The metaheuristic
algorithms commonly used by scholars in this field include
tabu search (TS) algorithms [13], [14], simulated annealing
algorithms (SAA) [15], genetic algorithms (GA) [16],
ant colony algorithms (ACA) [17], and particle swarm
optimization (PSO) algorithms [18]. Due to the positive
feedback performance and simple operation of ACA, many
scholars use this algorithm to solve the vehicle routing prob-
lem [19]-[22]. ACA was first proposed by Dorigo et al. [23]
and applied to solve the traveling salesman problem (TSP).
Chen and Ting [24] proposed an improved ant colony system
algorithm (IACS), which uses new state transition rules,
pheromone update rules and two local search methods, and
the efficiency of IACS is verified by experiments. Yu and
Yang [25] improved the performance of ACA by introducing
two cross operations, and Reed et al. [26] used the ant colony
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system (ACS) to solve the capacity-constrained vehicle
routing problem. Deng et al. [27] proposed various types
of ant colony algorithm to solve VRPTW. The combination
of ant colony system dealing with vehicles minimization
(ACS-VEI) and max-min ant system dealing with total
distance or total time minimization (MMAS-TIME) can
balance good reconnaissance performance and fast conver-
gence speed. Since traditional ACA is easy to fall into the
local optimal solution [10], this paper improves the ant
colony algorithm, embeds the variable neighborhood search
algorithm, and proposes an adaptive variable neighborhood
search ant colony algorithm (AVNSACA) to solve VRPSTW.

The other parts of this paper are arranged as follows:
Section II establishes the mathematical model of VRPSTW.
Section III proposes an adaptive variable neighborhood
search ant colony algorithm to solve this kind of mathematical
model. In section IV, an example experiment and result
analysis are carried out to verify the effectiveness of the
improved algorithm. Section V summarizes the research
content of this paper.

Il. MATHEMATICAL MODEL OF VRPSTW

The delivery vehicle routing problem with soft time windows
can be described as: there are a certain number of customers,
in which each customer has a cargo demand that does not
exceed the maximum load of the distribution vehicle, and
the distribution center has a fleet to provide distribution
services for these customer points. According to the customer
demand, the distribution center plans the vehicle distribution
route, arranges the vehicle under the specified time window
constraint condition, satisfies the customer demand, and
achieves a specific goal.

In this paper, considering the economic benefits,
the model’s optimization goal is the vehicle distribution cost.
G = (N,E) is the distribution network, N = Np U N¢
is the set of nodes, where Np = {0} is the distribution
center, Nc = {1,2,3,...,n} is the set customer nodes,
E = {(i,))li,j € N,i # j} is the edge set, which represents
the directed line segment from the point i to point j, and d;; is
the distance between node i and node j. K = {1,2,3, ..., m}
is the vehicle set that can be deployed by the distribution
center, g; is the demand of the customer point, stik is the time
for vehicle k to provide service for customer 7, t{; is the travel
time of vehicle k from point i to point j, and v is the average
vehicle speed.

The delivery vehicle routing problem with soft time
windows is abstracted as a mathematical problem based on
the following assumptions:

(1) The vehicle service type is delivery.

(2) All vehicles with distribution tasks start from the
distribution center and return to the distribution center
at last.

(3) The demand and time window requirements of all
customer points are given in advance.

(4) The coordinates of the distribution center and cus-
tomers to be served are known.
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(5) Each vehicle can serve multiple customer points, but
only one line. The total demand of customers on the
line shall not exceed its maximum passenger capacity.

(6) Each customer point can only be served by one vehicle;

(7) All vehicles are of the same type.

(8) Vehicles should serve customers within the specified
time. If the arrival time of the vehicle is not within the
expected time window, but within the acceptable time
window, it will cause the penalty cost.

Define Variables:

k 1, Vehicle k travels from node i to node j
0, else

P 1, Vehicle k serves customer i
i =
0, else

Objective Function:

m n m n n m n
min z=cy ZZX&-FCd Z ZZdijxi];—i-Z ZP(ik)

k=1 i=0 k=1i=0 j=0 k=1 i=0
(2
Constraints:
m
Zyé‘:l, ieNc 3)
k=1
n
D=1 kek )
J=1
n
le% =1, kekK 5)
=1
m n n
DD D p=m ©)
k=1 i=0 j=0
n
Z%‘y;‘<Qv, k=1,2....m )

n
D xh =) xk reNc.kek (8)
j=1

i=1
ti+st{‘+t{‘§st}‘+M<1—x{‘j), i,jeE (9)
xk e 0,1}, G j)€E, kek (10

y
¥ e (0,1}, ieNkek (11)

Equation (2) is the objective function to minimize the
vehicle distribution cost. Constraint (3) indicates that each
customer is served by at most one vehicle. Constraint (4)
indicates that each vehicle starts from the distribution
center. Constraint (5) indicates that all vehicles must return
to the distribution center at last. Constraint (6) indicates
that the number of vehicles dispatched shall not exceed
the maximum number of vehicles available for the fleet.
Constraint (7) means that the demand of all customers served
by each vehicle shall not exceed the maximum capacity limit.
Constraints (8) ensure the same number of vehicles in and
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out of any customer point. Constraint (9) represents the time
relationship of vehicle arrival between two adjacent nodes on
aroute, M is a large constant. Constraints (10) and (11) show
the value range of each variable.

lll. THE PROPOSED ALGORITHM
Ant colony algorithm (ACA) is an optimization algorithm
for simulating ant foraging behavior. The basic principle of
ACA is that ants release pheromones on the path they pass.
If ants encounter a road junction that they have not passed,
they choose a path randomly and release pheromones. The
pheromone concentration released is inversely proportional
to the length of the path. Ants in the ant colony can perceive
pheromone and walk along the path with high pheromone
concentration, forming a positive feedback mechanism. After
some time, all ants will walk along the shortest path to find
food sources. The two main steps of the ant colony algorithm
are to construct ant routes and update pheromone [26].
Construct ant routes. Ant k starts from the distribution
center and selects the next node by roulette. The probability
of ant k£ moving from node i to node j is as follows:

B
(1) - (1)
U—Uﬁ, J € allowedy,
ZA Ty (1) -, (1) (12)
reAg
0, else

k
pij_

Inequation (12), « is the pheromone importance factor, £ is
the heuristic importance factor, 7;; represents the pheromone
released by ants on edge (i, j), and n;; is the visibility of the
edge (i, j), n;=1/d;;.

Update pheromone. The pheromone updating of the path is
required after each iteration of the ant colony algorithm, and
the update rules are as follows:

it + 1) = (1 — p)1j(1) + Az(2) (13)
Ai(t) = Y Atk (14)
k=1
g ant k passes through (i, j)
Ati(t) = { L’ ’ (15)

0, else

The At;;(t) in equation (14) is the pheromone increment
on edge (i,j) in the t-th iteration, and equation (15) is the
Ant-Cycle Model (ACM), which represents the pheromone
content marked by ant k on edge (i, j) in this iteration.

A. IMPROVEMENT OF PHEROMONE UPDATING STRATEGY
The ant colony algorithm is easy to fall into local optimiza-
tion. Pheromone updating strategy is one of the critical steps
of the ant colony algorithm. If the pheromone volatilization
coefficient is too small, the randomness of algorithm search
will be reduced, leading to the algorithm falling into the
local optimal solution or even stagnation. If the pheromone
volatilization coefficient is too large, the convergence speed
of the algorithm will be slow. Therefore, by adjusting
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the volatility coefficient of pheromone, the algorithm has
robust searchability in the early stage and can accelerate
the later stage’s convergence speed. The trigger condition
of adjusting the pheromone volatilization coefficient is that
the subtraction value of the target value obtained by two
successive iterations is less than 0.001. If the trigger condition
is satisfied, the pheromone volatilization coefficient is
adjusted according to equation (16).

{max{0.95 P, Pmin} iter > 1

(16)

N £0 iter =1

Among them, pp;;, is the lower limit of pheromone
volatilization coefficient, and pg is the initial pheromone
volatilization coefficient.

In this paper, the Ant-Cycle Model in ACA is improved to
reduce the pheromone distribution on the edge with high total
transportation cost and increase the pheromone increment
on the edge with a lower total cost. The expression is as
follows (where Q is the constant of updating pheromone
concentration, z is the target value of the kth ant in this
iteration, and z,,, is the highest target value obtained in this
iteration):

Zmax — 2
Ari’]‘. (1) = z
0, else

- Q, ant k passes through (i, j)

7)

B. INSERTION OF VARIABLE NEIGHBORHOOD
LOCAL SEARCH ALGORITHM
Variable neighborhood search algorithm (VNS) is a gen-
eral local search algorithm proposed by Mladenovi¢ and
Hansen [28]. Based on the design of local search operator,
we can use the characteristics of the existing optimal
solution to get a better neighborhood solution, and reuse
the local search operator to get the local optimal solution.
The general variable neighborhood algorithm is divided
into two parts: shaking and variable neighborhood descent
search (VND). The initial solution is generated in the shaking
stage, and the initial solution is further optimized by using
different neighborhood structure operators in the variable
neighborhood descent search stage. In this paper, the ant
colony algorithm generated the initial solution, so the shaking
step is omitted. The specific sinking search step is shown
in Figure 2. Define m neighborhood N;(S) and search in
the neighborhood structure i. If a better solution S’ than
the initial solution S is found, then S = §’, the algorithm
will continue to search in this neighborhood until no better
solution is found. The next neighborhood structure will be
transferred, and the above operation will be repeated. If all m
neighborhood structures are searched and no better solution
is found, the neighborhood search is finished and the optimal
solution is output.

In this paper, two neighborhood structures are used for
local search. Swap operator and insertion operator are
designed respectively, as shown in Figure 3 and Figure 4.
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FIGURE 4. Insertion operator in neighborhood structure 2.

Node 0 represents the distribution center, and other numbers
represent customer nodes. The initial solution is three paths:
0-1-2-3-0, 0-4-5-6-7-0, and 0-8-9-10-0.

1) SWAP OPERATOR

As shown in Figure 3, the swap operator is to select two
customer nodes to exchange positions randomly in all routes
of the current solution S. Firstly, delete the distribution center
node "0" from all routes, and retain the original order of
the remaining customer nodes (1-2-3-4-5-6-7-8-9-10). Then
select two nodes to swap randomly (node 2 and node 7 are
selected in the figure, and the order after the swap is 1-7-3-
4-5-6-2-8-9-10). Finally, according to the capacity and time
constraints, the distribution center nodes "0" is reinserted to
get three new routes (0-1-7-3-4-0, 0-5-6-0, 0-2-8-9-10-0).
If the new solution S’ is better than S, then S = S’, and repeat
the above operation until no better solution is found or all the
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FIGURE 5. Flow chart of AUNSACA.

swap combination attempts are completed, then the insertion
operator is used for the solution S.

2) INSERTION OPERATOR

As shown in Figure 4, the insertion operator is to select
two adjacent customer nodes randomly from all routes
of the current solution S and insert them into the front
end of the remaining customer nodes in order. Firstly,
delete the distribution center node "0" from all routes,
and keep the original order of the remaining customer
nodes (1-2-3-4-5-6-7-8-9-10). Then randomly select two
adjacent nodes and insert them into the front end of
the remaining customer points in order (adjacent nodes
4 and 5 are selected in the figure, and the inserted
order is 4-5-1-2-3-6-7-8-9-10). Finally, three new routes
(0-4-5-1-2-0, 0-3-6-7-8-9-0, 0-9-10-0) are generated by rein-
serting the distribution center node "0" according to the
capacity and time constraints. If the new solution S’ is better
than §, then S = S’, the insertion operator is used for
the solution S. If no better solution is found or all the
node combination attempts are completed, exit the local
search.

C. ADAPTIVE VARIABLE NEIGHBORHOOD SEARCH

ANT COLONY ALGORITHM

The steps of the adaptive variable neighborhood search ant
colony algorithm are shown in Figure 5. When p > b,
the algorithm does not perform local search. When a <
p < b, the variable neighborhood local search algorithm is
inserted to make it jump out of the local optimum. When
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the local search is used to jump out of the local optimum,
let p = po, reset the pheromone matrix, expand the search
scope and randomness of the algorithm again. When p < a,
the local search is exited to reduce the running time of the
algorithm.

IV. EXAMPLE ANALYSIS

All the simulation experiments in this paper are written
with MATLAB R2018b and run under Intel Core i5-3210m
2.5GHz (4.00GB RAM), windows 10 operating system.

A. EXAMPLE SELECTION AND PARAMETER SETTING
Solomon benchmark is the data that reflects the real-life
scheduling situation proposed by Solomon in 1987. It is
the most commonly used standard test set to evaluate the
performance of the VRPTW algorithm. There are three kinds
of customer sizes, namely 25, 50 and 100 customers. Each
scale has 56 sets of test data, including six types: Cl1, C2,
R1, R2, RCI1, and RC2. The locations of customers in
type-C instances are geographically clustered, while those
in type-R instances are randomly distributed. The locations
of customers in type-RC instances have both clustering
and random distribution characteristics. The customer time
windows of type-Cl, type-R1, and type-RC1 instances are
narrow, and the vehicle load is small. Type-C2, type-R2 and
type-RC2 have more relaxed customer time windows and
larger vehicle loads compared with type-Cl, type-R1, and
type-RC1. Under the condition that the time window is
allowed to be relaxed, the impact of the results is more
evident in the case of a tight customer time window. This
paper takes 100 customer nodes as the scale [29], and selects
4 instances of type-Cl, type-R1, and type-RCI1, a total
of 12 instances. The experimental analysis is carried out
under the condition that the time window is allowed to be
relaxed.

The parameters are set as follows: ant number m =
80, maximum iteration times iter_max = 60, pheromone
concentration increment coefficient 9 = 10, pheromone
importance factor « = 1, heuristic importance factor § = 2,
pheromone volatilization coefficient p = 0.8, pp,;, = 0.01,
a=04,b=0.5.

B. RESULT ANALYSIS

The adaptive variable neighborhood search ant colony
algorithm is used to test the 12 instances and each instance
is tested 10 times. Table 1 records the best-know solution
with hard time windows constraint, and the optimal solution
obtained with soft time windows constraint by this algorithm.
Where TD is the total distance, NV is the number of vehicles,
Timege. is the running time (the unit is seconds), Gaprp
represents the gap the distance of the optimal solution
obtained by this algorithm and the distance of the known
optimal solution, Gaprp = (TD, — TD1) /TD; x 100%.
Gapyy is the gap between the number of vehicles in
the optimal solution obtained by this algorithm and the
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TABLE 1. Comparison between the optimal solution obtained by AVNSACA and the best-known solution.

Best-known[29] AVNSACA
Dataset Gaprp(%) Gapni(%)
TD; NVi TD; NV Timesec
C101 828.94 10 828.94 10 34.32 0.00 0.00
C105 828.94 10 828.94 10 29.03 0.00 0.00
C106 828.94 10 828.94 10 31.70 0.00 0.00
C109 828.94 10 828.02 10 37.64 0.11 0.00
R101 1650.80 19 1384.83 15 4451 -16.11 -21.05
R102 1486.12 17 1367.79 14 49.16 -7.96 -17.65
R103 1292.68 13 1263.70 13 48.60 -2.24 0.00
R105 1377.11 14 1330.47 14 51.54 -3.39 0.00
RC101 1696.95 14 1483.62 13 44.84 -12.57 -7.14
RC102 1554.75 12 1436.57 13 49.82 -7.60 8.33
RC105 1629.44 13 1405.60 13 48.16 -13.74 0.00
RC106 1424.73 11 1333.48 12 46.32 -6.41 9.09
TABLE 2. Results of solving 12 instances by two algorithms.
Number of ACA AVNSACA
) Gapresi(%) | Gapave(%)
calculations Cost; Twi(%) Costiave Costisp Cost: Tw2(%) Costzave Costasp
C101 983.76 98 1130.16 108.59 928.94 100 957.02 23.89 -5.57 -15.32
C105 1063.04 96 1197.68 79.13 928.94 100 967.45 25.34 -12.61 -19.22
C106 1212.18 96 1366.38 97.91 1052.12 99 1085.23 23.43 -13.20 -20.58
C109 1283.52 97 1385.37 58.39 984.28 100 1044.37 29.80 -23.31 -24.61
R101 244333 35 2480.72 22.14 1983.47 49 2021.61 21.13 -18.82 -18.51
R102 2301.97 44 2364.68 30.58 1837.56 65 1875.43 21.98 -20.17 -20.69
R103 1998.85 64 2046.59 29.54 1643.38 79 1679.43 21.13 -17.78 -17.94
R105 2077.82 50 2162.48 44.95 1665.19 82 1710.48 21.03 -19.86 -20.90
RC101 2458.78 52 2517.49 42.57 1918.69 67 1951.60 16.62 -21.97 -22.48
RC102 2217.42 71 2392.08 80.44 1747.95 82 1777.84 26.33 -21.17 -25.68
RC105 2231.17 65 2373.16 57.46 1800.10 81 1876.25 33.89 -19.32 -20.94
RC106 2033.49 68 2126.59 58.59 1654.90 94 1702.86 33.01 -18.62 -19.93

number of vehicles with the best-known solution, Gapyy =
(NV, — NVy) /NV1 x 100%.

According to the results in Table 1, there are three groups
of distances of type-Cl instance, which are the same as
the best-known solutions. The optimal distance of C109 is
slightly better than the best-known solutions. Although
the customer time window is narrow in type-Cl instance,
it is relatively loose compared with type-R1 and type-RCl1
instance. Therefore, when the time window is relaxed, the
effect of the result is not apparent. In the eight instances
of type-R1 and type-RCl1, the results of AVNSACA are
better than the best-known solutions in the optimal distance.
Compared with the results of the best-known solutions,
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the distance optimization rates of R101, RC101, RC105 are
more than 10%. For the optimal number of vehicles,
the results of R101, R102, and RC101 obtained by this
algorithm are better than the best-known solutions. Except
for RC102 and RC106, the optimal number of vehicles in
other instances is equal to or better than the best-known
solutions. Although the number of vehicles of RC102 and
RC106 calculated by this algorithm is one more than the
best-known solutions, the vehicle distance has apparent
advantages. Compared with the results in Table 1, it can
be seen that this algorithm can effectively solve the vehicle
routing problem with soft time windows and has obvious
advantages.
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TABLE 3.

Optimal solution and specific distribution scheme of C105.

ACA AVNSACA
Optimal cost 1063.04 928.94
1 0-13-17-18-19-15-16-14-12-99-0 0-98-96-95-94-92-93-97-100-99-0
2 0-5-3-7-8-10-11-9-6-4-2-1-75-0 0-57-55-54-53-56-58-60-59-0
3 0-20-24-25-27-29-30-28-26-23-22-21-49-47-0 0-81-78-76-71-70-73-77-79-80-0
4 0-67-65-63-62-74-72-61-64-68-66-69-0 0-43-42-41-40-44-46-45-48-51-50-52-49-47-0
Optimal 5 0-43-42-41-40-44-46-45-48-51-50-52-0 0-20-24-25-27-29-30-28-26-23-22-21-0
distribution 6 0-55-57-54-53-56-58-60-59-0 0-13-17-18-19-15-16-14-12-0
route 7 0-32-33-31-35-37-38-39-36-34-0 0-5-3-7-8-10-11-9-6-4-2-1-75-0
8 0-81-78-76-71-70-73-77-79-80-0 0-67-65-63-62-74-72-61-64-68-66-69-0
9 0-90-87-86-83-82-84-85-88-89-91-0 0-90-87-86-83-82-84-85-88-89-91-0
10 0-98-96-95-94-93-92-97-100 0-32-33-31-35-37-38-39-36-34-0
90 . 90 AVNSACA |
80 + 80 -
g0 570}
Zeol Seor
£ 50l % S0¢
3 g 5,
o 409 o 2
g > H
230} 3 E
= i =
S0+ . Sl

0 10 20 30 40 50 60 70 80 90 100
Abscissa of customer location

0 10 20 30 40 50 60 70 &0 90 100
Abscissa of customer location

FIGURE 6. Schematic diagram of the optimal distribution path of two algorithms.

C. COMPARATIVE ANALYSIS OF ALGORITHMS
ACA and AVNSACA are used to solve the instances
in Table 1, and the results are compared and analyzed. For
the convenience of calculation, the vehicle cost coefficient
is taken as 10, and other cost coefficients are taken as 1.
In practical problems, the unit cost should be determined
according to the specific situation. The parameters of the two
algorithms are consistent with that in part A of section IV.
The two algorithms run 10 times for each instance respec-
tively. The running results of the algorithm are shown
in Table 2. Among them, Cost is the minimum distribution
cost, Cost,y, is the average distribution cost, Costsp is the
standard deviation of distribution cost, Tw is the punctuality
rate of vehicles arriving at the customer point under the
minimum cost scenario, and Gapp.s is the gap between the
minimum vehicle distribution costs calculated by ACA and
AVNSACA, Gappes: = (Costr — Costy) /Cost; x 100%,
Gapg,ye 1s the gap between the average vehicle distribution
costs calculated by ACA and AVNSACA, Gapg. =
(Costagye — Costiaye) /Costigre X 100%.

The optimization schemes of the two algorithms are
compared. The cost of instances obtained by AVNSACA is
obviously less than that of ACA, and the cost optimization
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rate of AVNSACA’s 11 instances is more than 10%. For
type-R1 and type-RC1 instances, the optimization effect of
AVNSACA is obvious, and the cost optimization rate is above
15%. The punctuality rate of AVNSACA'’s vehicles arriving
at the customer’s point is also higher than that of ACA, which
shows that the algorithm proposed in this paper can give
a distribution scheme with higher customer satisfaction and
lower cost than ACA.

In terms of the average cost of the two algorithms, all the
results obtained by AVNSACA is lower than that of ACA, and
the difference is more than 15%. In terms of standard devia-
tion of the two algorithms, it can be found that there are great
differences between type-C1 and type-RC1 instances, which
shows that the robustness of AVNSACA is better than that
of ACA. For type-R1 instances with a random distribution of
customer points, the solution space of the algorithm is more
complex, so the cost standard deviations obtained by the two
algorithms are similar. Overall, the optimization effect and
robustness of AVNSACA are better than ACA.

Compared with ACA, the running time of AVNSACA is
increased. Since the improved algorithm embeds the variable
neighborhood search algorithm in the ant colony algorithm,
it can improve the solution accuracy as well as increase the
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FIGURE 7. Comparison of convergence curves of two algorithms.

computational complexity. However, the running time of both
algorithms is less than 60s, from the optimization effect of the
target value obtained by the improved algorithm, we think
that the increased running time is in a reasonable range.

C105 is taken as an example to show the specific optimal
distribution scheme of the two algorithms. Table 3 shows
the optimal solution and the specific distribution scheme
of C105. Figure 6 shows the optimal distribution route of
ACA and AVNSACA, which indicates that the latter is better.
Figure 7 displays the comparison of the two algorithms’ con-
vergence curves to obtain the optimal solution. It can be seen
that AVNSACA has a faster optimization speed in the early
stage. In the iteration interval (10,20), the two algorithms
fall into local optimum, but AVNSACA jumps out of local
optimum by inserting variable neighborhood local search
operation, while ACA does not. Therefore, the adaptive
variable neighborhood search ant colony algorithm proposed
in this paper is effective.

V. CONCLUSION

Aiming at the shortcomings of traditional ant colony
algorithms, such as lack of pheromone, slow search speed,
and easy to fall into local optimum, an adaptive variable
neighborhood search ant colony algorithm is proposed to
solve the problem model in this paper. The pheromone
updating strategy is improved, and the variable neighborhood
local search algorithm is embedded to improve the solution
accuracy. The validity of the algorithm in solving VRPSTW
is verified by 12 instances in Solomon benchmark. Under the
same conditions, AVNSACA and ACA are used to calculate
the above 12 instances respectively. The results show that
AVNSACA can achieve better results and stronger robustness
than ACA. To sum up, the adaptive variable neighborhood
search ant colony algorithm proposed in this paper can
effectively solve the distribution vehicle routing problem with
soft time window constraints. Compared with the traditional
ant colony algorithm, it can obtain a path planning scheme
with lower cost and higher service quality.
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