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ABSTRACT The manufacturing industry is connecting people and equipment with new digital technologies,
enabling a more continuous stream of data to represent processes. With more things connected, the interest in
a connectivity solution that can support communication with high reliability and availability will increase.
The fifth generation of telecommunication, i.e., 5G has promising features to deliver this, but the factory
environment introduces new challenges to ensure reliable radio coverage. This will require efficient ways to
plan the Factory Radio Design prior to installation. 3D laser scanning is used at an ever-increasing rate for
capturing the spatial geometry in a virtual representation to perform layout planning of factories. This paper
presents how to combine 3D laser scanning and physical optics (PO) for planning the Factory Radio Design
of a cellular Long-Term Evolution (LTE) network (5G) in a virtual environment. 3D laser scanning is applied
to obtain the spatial data of the factory and the virtual representation serves as the environment where PO
computation techniques can be performed. The simulation result is validated in this paper by comparison
to measurements of the installed network and empirical propagation models. The results of the study show
promising opportunities to simulate the radio coverage in a virtual representation of a factory environment.

INDEX TERMS 3D laser scanning, 5G, factory radio design, Industry 4.0, long-term evolution (LTE),
physical optics (PO), smart manufacturing (SM).

I. INTRODUCTION
Anything that can benefit from having a connection is
expected to have one in the future [1] and with an increas-
ing amount of things being connected, they will also have
a greater impact on how mobile and wireless communica-
tion systems are used [2]. Machine-to-machine (M2M) and
machine-to-person communication will be delivered by the
Internet of Things (IoT) technologies offering values in terms
of improved efficiency, sustainability, and safety for both the
industry and for the society at large [3]. IoT provides the
possibility of connecting devices directly to the Internet and
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the trend is also seen in the industry. In the industrial domain
are the components hardened compared to other areas using
IoT to serve the industrial environment and it is referred to
as Industrial Internet of Things or Industrial IoT (IIoT). The
components involve sensors or actuators and mobile equip-
ment such as smartphones, tablets, and smart glasses [4].
Besides the increased capabilities, the connectivity-based
services are simultaneously also becoming affordable with
an annual decreasing cost for M2M modules. With more
devices and people connected, the mobile system will have to
deal with demands for constant availability, high resilience,
wide-coverage, low latency, and large bandwidth [1]. Great
challenges of the future network will be to meet higher
traffic volume for indoor and outdoor environments, traffic
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asymmetry, and efficiency in the spectrum, energy, and
cost [5]. A network that will provide a 1000 times capacity
increase, support 10-100 times more connected devices, and
reduce the end-to-end latency by five times, is 5G and this
promising development will support IoT and the communi-
cation between devices [6].

The procedure of planning a network for the indoor envi-
ronment has often been governed by the rule of thumb based
on the intuition to fulfill the basic services [2], [7]. The
promising features of 5G will, however, only be realized if
the value that can be gained exceeds the deployment costs
of the network while meeting the Quality of Service (QoS)
requirements to the end-users [6]. A factory setting introduces
new aspects affecting the network performance that should be
considered in the network planning processes. For example,
machines and equipment are influencing the propagation of
radio waves, due to the scattering of the electromagnetic sig-
nals. In addition, when new equipment is installed or changes
are made in the production system, this interrupts produc-
tion and impacts on productivity and ability to deliver in
time [8].

In order to deliver the desired network performance in a
factory environment, it is therefore essential to perform cost-
efficient network planning based on accurate electromagnetic
(EM) wave propagation models and algorithms [9]. Geo-
metrical models of the indoor environment can be extracted
from point clouds and then be used in EM field simulation
tools to predict the propagation of radio waves [10]. The EM
simulations can include multiple reflections, diffraction, and
scattering effects in the given environment as well as actual
permittivity and conductivity at different points, thereby pro-
viding much higher accuracy and generality than conven-
tional data-based estimation techniques [11].

This paper introduces a planning approach in an offline
mode. The developed methodology is evaluated in the pre-
sented study. The approach is focused on the radio design
planning of a 5G network (a mobile LTE network with 5G
characteristics) for a factory environment in an offline mode.
It is a combination of two main components: 1) 3D laser
scanning to capture the spatial data of a factory environment,
i.e., position and shapes of walls, ceiling, floor, and other
objects, and 2) prediction of EM radio wave propagation
by means of PO computations. The research question posed
here is ‘‘Can a planning approach in an offline mode provide
the simulation results required for ensuring a reliable and
available network in the physical environment?’’ The simu-
lated results are compared to measurements of the network
performance in the physical setting and the comparison shows
promising results of the approach developed.

The contribution of the paper is to identify a new network
planning procedure of indoor factory environments while
maintaining high accuracy and keeping disturbances of the
production system to a minimum. The motivation for this is
two-fold: (i) to support both Information and Communica-
tion Technology (ICT) providers in finding more efficient
working procedures for planning a reliable and available

network in a factory environment offline, and (ii) to limit
the interruptions of a production system under deployment,
which is of great importance for manufacturers. There are few
prior studies investigating this opportunity to plan a mobile
network for a factory setting offline, but it will be a growing
area of interest for manufacturers and ICT providers as the
need for connected factories increases.

The remainder of the paper is divided into five sections.
In Section 2, related work is presented on connectivity, net-
work requirements and planning, and capturing spatial data
with 3D laser scanning. Section 3 introduces the testbed
project that the study has been part of and the technical
characteristics of the 5G network used, to continue to present
the planning approach in an offline mode in section 4.
Here, the four steps that constitute the approach are thor-
oughly explained of how they were performed and the results
received. Section 5 evaluates the results in order to understand
the applicability of the approach; capture of spatial data,
themeasurements collected from the 5G network in the actual
environment, and comparison to evaluate the accuracy of
the simulation. The last section, 6, presents the concluding
remark for this paper.

II. THEORETICAL BACKGROUND
A. CONNECTIVITY
The 3rd Generation Partnership Project (3GPP) is the active
standardization body in defining the next generation of
telecommunication, 5G, in the same way as they were active
in standardizing the LTE network [12]. Based on the def-
inition proposed by 3GPP, LTE is a highly flexible radio
interface and was an integral part of the advancement of
what became 4G [13], [14]. With the introduction of mobile
services based on 4G LTE, users of the mobile network could
experience the same type of responsive Internet browsing that
previously only was possible on wired broadband connec-
tions. This is a reason for the steady expansion of 4G LTE
across global markets [15] and is a motivator for the urge
in technologies that will define 5G [16]. Attention is now
turning towards future 5G mobile broadband technologies
and standards.

The main driver for guiding the commercial rollout of
the 5G wireless system is the introduction of a wide variety
of new emerging applications and is expected to provide
network solutions in both public and private sectors. These
sectors include energy, agriculture, city management, health
care, manufacturing, and transport [17]. The new network
challenges that 5G will need to encounter involve not only
the increased number of devices to be served but also the
diverse nature of devices and the service requirements each
of them pose [18]. Another development that is expected with
5G is the transition to evaluate the network performance on
not solely hard metrics, meaning peak data rates, coverage,
and spectral efficiency, but expand towards including user’s
Quality of Experience (QoE). This will for instance involve
the ease of connectivity with nearby devices and higher
energy efficiency [15].
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The current transformation taking place in manufacturing
is dependent on a connectivity solution that can provide an
end-to-end networking infrastructure to support smart man-
ufacturing operations [19]. 5G is expected to be an integral
part of this networking infrastructure, serving the needs of
both within and outside of the factory requirements [20]. The
in-factory setting includes scenarios of automation produc-
tion and industrial control, and more specific applications are
for instance communication and control of automated guide
vehicles (AGVs), edge-computing systems to serve time-
critical operations at the machine level, as well as mainte-
nance operations of production systems to ensure availability
of equipment [21]–[24].

To address the demands and requirements that have been
identified for mobile communication in 2020 and beyond,
5G will rely on a portfolio of access and connectivity solu-
tions [25]. Existing technologies will be the foundation for
5G complemented by new radio concepts such as Massive
Multiple-Input and Multiple-Output (MIMO), Ultra-Dense
Networks, Moving Networks, Device-to-Device, Ultra-
Reliable, and Massive Machine Communications [2]. Mobile
and wireless communication need to fulfill requirements
posed by both the human and machine-type communication
that involves cost, high complexity, energy consumption,
and services. For the machine area, the requirements mainly
involve supporting a density increase of devices connected
in the same area generating in the context low volumes of
data with a sporadic time interval [26]. The new application
areas will imply much higher demands on the reliability
of the connectivity compared to what communication does
today [27].

B. PLANNING OF THE NETWORK FOR AN
INDOOR ENVIRONMENT
Network planning is an iterative process that aims to ensure
a network that can meet the needs of subscribers and opera-
tors of the network and solve a multi-objective optimization
problem that considers parameters such as technological,
economical, and demographical. The state-of-the-art in this
research area shows that planning and performing mainte-
nance of telecommunication networks are in constant demand
for better solutions, where costs should be reduced at the same
time as the level of service should be guaranteed [28].

Most network planning methods used today are designed
to ensure the coverage for an outdoor environment, but as
the demand for networks in indoor environments increases,
methods are needed that can handle the complexity posed
in these environments to ensure expected network perfor-
mance [29]. Measurements of the radio channel and propaga-
tion channel modeling derived from measurements represent
the reality and provide the best indications of the actual radio
coverage [30]. Since this is a complicated endeavor, depen-
dent on quality equipment and other resources, site-specific
simulations of the radio wave propagation that requires a
limited amount of measurements for the analysis will be a key
enabler [31]. To accurately model the radio channels for an

indoor environment requires consideration of the multipath
propagation that appears due to the physical objects with
different electrical properties, sizes, and shapes that exist
in the environment [32]. There are various approaches to
predict or simulate the propagation of EM waves for wireless
communications applications [9] and an effective approach to
characterize the propagation ofmillimeters waves (mmWave)
for the indoor environment is deterministic ray tracing [33].
To apply ray tracing requires an accurate 3D representation
of the environment, with information on materials and object
properties [29]. Virk et al. [31] have approached this key
research area of performing site-specific radio propagation
simulations for coverage analysis with the use of ray tracing
and point cloud. The challenges of achieving an appropri-
ate radio propagation simulation heavily rely on having an
accurate representation of the environment and the electrical
properties of the material present. They present a method for
on-site permittivity estimation in built environments, which
involves ray tracing in an accurate 3D description of the
environment in a point cloud. This will identify scatterer in
the environment and estimate the permittivity of the network.

1) RAY-BASED AND PHYSICAL OPTICS METHODS
There are two basic ray-based approaches to searching prop-
agation paths in an arbitrary model of an environment with
objects that are much larger than the wavelength of the carrier
frequency. The so-called ray tracing and ray launching are
techniques commonly used to simulate wave propagation in
a deterministic manner for a given geometry of the environ-
ment. The ray tracing is more a point-to-point computation
since it finds valid propagation paths between the receiver
and the transmitter. On the other hand, ray launching is an
area-oriented algorithm where rays are launched from a fixed
transmitter position in all relevant directions and discretized
into small angular increments. There are many different ways
to implement such an approach with different advantages
and disadvantages, but in general, it means finding each
possible propagation path or ray (to some predetermined
accuracy) between a transmitter point and a receiver point
via interactions such as transmission, shadowing, reflections,
diffractions, and scattering of intermediate and surrounding
objects in the environment. Once the ray paths are deter-
mined, the EM properties are calculated by theory for inter-
mediate interactions with objects, e.g., image theory, Fresnel
reflection theory, and diffraction theory [34]. The accuracy
of such a model is directly related to the amount of detail
in the geometrical description or the environment, material
description, and on the accuracy of the models for object
interaction. With an environment, such as an industrial envi-
ronment, the geometrical representation of obstacles in the
environment may become very large, which means that the
calculation effort increases tremendously. In practice, this
problem is often treated by methods to reduce geometry
complexity or sort rays in respect of [35].

A possibly more tractable and direct method is based
on physical optics [34]. Instead of calculating bounces and
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interactions of rays and using specificmodels for interactions,
in physical optics objects that are visible from the transmitter
are ‘‘painted’’ with an equivalent current found from the
impinging EM field in the first interaction that re-radiates
the field. In a number of subsequent steps, this procedure
is repeated with a discretization of each obstacle becoming
a new radiator. This method requires less ‘‘ray tracing’’ but
instead the calculation effort increases rapidly in each inter-
action depending on the necessary discretization of obstacles.
There are also various hybrid methods that also may utilize
statistical methods or fast optimization algorithms and itera-
tive techniques [36], [37] to reduce computational effort and
increase prediction efficiency. A common issue is, however,
the accuracy of a geometric model of the environment and
to what extent this can be reduced to increase efficiency for
tractable calculation effort, and, at the same time, reach the
required accuracy for a good prediction of radio network cov-
erage and performance. This is a topic for study, especially in
a very complex environment that is expected in an industrial
context. A challenge for a good radio propagation study is
also the consideration of the material in an environment that
will have an impact on the scattering effects as well as the
spatial data.

C. CAPTURING SPATIAL DATA WITH 3D LASER SCANNING
Numerous technologies for capturing spatial data are avail-
able and they can be categorized into tactile and non-contact
methods. The tactile method interacts with the surface of
interest by, e.g., a mechanical probe and the non-contact
methods are using light, sound, or magnetic fields to collect
data about the surface [38]. Within the non-contact methods,
there are active and passive sensors. Active sensors emit a
media that interacts with the object of interest to obtain the
spatial data. Passive sensors instead rely on existing media,
such as the ambient light as the signal. Examples of active
non-contact sensors are structured light scanners and 3D laser
scanners; an example of a passive sensor is a digital cam-
era [38], [39]. 3D laser scanning, also called Light Detection
and Ranging (LiDAR), is a technology that can serve the
purpose of capturing spatial data in three dimensions and it
has become a key technology in several areas for this pur-
pose [39], [40]. 3D laser scanning is an active technology that
uses laser light to calculate the distance to an object by cap-
turing the reflection of the emitted laser as it hits the surface
of the object. To capture 3D spatial data of the surrounding
area, the laser beam is systematically directed across the
surrounding environment using a rotating mirror. Distance
measurements are captured at a rate of up to hundreds of
thousands of points per second as the laser beam traverses
the surroundings. For each measurement, its direction and
distance are stored in the form of a 3D point [39], [41].
The 3D laser scanning technology is capable of collecting
3D coordinates automatically and systematically in the range
of one up to hundreds of meters in distance. The princi-
ples applied are either time-of-flight or phase comparison
measurements [38].

FIGURE 1. The individual steps, step 1 to 4, of the offline planning
approach.

III. 5G ENABLED MANUFACTURING – A
TESTBED PROJECT
This study has been performed within the testbed project 5G
EnabledManufacturing (5GEM), where Chalmers University
of Technology (hereafter referred to as Chalmers), as an aca-
demic partner, has collaborated with SKF, a bearingmanufac-
turer, and Ericsson, a telecommunication company and ICT
provider. The question raised in this project has been ‘‘What
if we had unlimited free connectivity on the shop floor, what
could we then do?’’ The unlimited free connectivity, in this
case, has been modeled by Ericsson’s state-of-the-art LTE
end-to-end network with 5G characteristics and components,
including both central and distributed core and cloud. The
main objective has been to investigate how 4G/5G cellular
technologies can support to increase efficiency, flexibility,
traceability, and sustainability in the manufacturing context.
This has been performed by the identification and develop-
ment of four demonstrators that can exemplify how the con-
nectivity can improve the performance measures mentioned.
The demonstrators are (A) Factory Radio Design, (B) Net-
work and Cloud, (C) Stationary Equipment Connectivity, and
(D) Mobile Connectivity. Besides affecting the performance
measures, the different demonstrators also influence the dif-
ferent phases (operation, maintenance, and design phase) of
a production system.

This study has only involved demonstrator (A) Factory
Radio Design, which is relevant in the design phase of the
production system, either in the Greenfield phase for a new
production system or in the Brownfield phase where the
existing system is redesigned. It is believed that if the ray-
tracing simulation could be performed in a virtual represen-
tation of a factory, this could provide a procedure that can be
both more accurate and more efficient in terms of time and
resources compared to how the planning and installation of
the network are done today. The goal of this demonstrator
is to develop an offline approach to design the radio instal-
lation and the steps of the approach are visualized in Fig.1.
An LTE network with Ericsson equipment was installed at
the Chalmers Smart Industry laboratory (CSI-lab). Two LTE
Radio Dots comprising antenna functionality and providing
indoor radio coverage were connected to the radio, baseband,
and network core units. Connection to the Ericsson network
in a nearby building was done over the air via MINI LINK.
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FIGURE 2. FARO 3D Laser Scanner [42].

The indoor radio spectrum used was 20 MHz at LTE TDD
B40 (2355-2375 MHz).

IV. OFFLINE PLANNING APPROACH FOR FACTORY
RADIO SPACE DESIGN
The four steps of the approach are visualized in Fig. 1. This
approach is developed to support both the case when a 5G
network should be planned for an existing production system
(with machines and equipment in place) and in the case of
designing a new production system (with a planned layout
including machine and equipment). The procedure of the
approach is the same for both cases (existing and new pro-
duction system) following steps 1-4. Spatial data covers the
three first steps of the method where a virtual representation
of the environment is developed. The fourth step is when
the physical optics simulation is performed. The remaining
part of this chapter will explain the steps in more detail how
they were performed, what assumptions were made, and the
results gained.

A. STEP 1-3: SPATIAL DATA COLLECTION
AND VISUALIZATION
The 3D imaging data collection was conducted using a FARO
Focus 3D laser scanner. It is a type of Terrestrial Laser
Scanner (TLS) that uses an articulated 2D laser to gauge
and record distance measurements. The device can capture
surface samples systematically over a 360 by 320 degrees’
field of view, see Fig. 2. A capture cycle typically involves 30-
40 million data points with a positional accuracy of +-2 mm
(as stated by the manufacturer FARO). The spatial data mea-
surements are complemented by an RGB sensor that captures
color information over the same field of view.

CSI-lab was used as the setting in this study and the
laboratory environment contains equipment for teaching and
a CNC machine. The laboratory measures 14.5 m by 18 m
(∼261 m2) and the height of the ceiling varies between 3 m
and 4.6 m. The building material in the laboratory contains to
a large degree steel (pillars, ventilation system, whiteboards
for teaching, beams that goes 0.4 m down from the ceiling,
and a CNC machine) and sheet metal (cable ladders, fire
extinguisher, gates, and interior). The ceiling contains sheet
metal under a sound-absorbing material that covers 75% of
the ceiling, the walls have a first layer in plaster and studs
in steel that can be found behind the plaster with a 0.6 m
spacing and the floor is in concrete with a plastic layer over it.
Two Radio Dots were installed in the laboratory on a height
of 2.9 m from the floor, on cable ladders. Table 1 provides an
overview of the data collection metrics. The data collection

TABLE 1. 3D imaging capture and processing data.

FIGURE 3. Step 1-3 From Scanning to CAD representation of the
laboratory that serves as a test facility. The red circle marks the LTE Radio
Dot installation position.

of the spatial data for the laboratory was conducted during a
three-hour session with a total number of ten scans and there
was no other activity in the area during the duration of the
scanning.

The scan data was processed at Chalmers using the
Autodesk ReCap software. An overview of the production
area as visualized in the software can be seen in Fig. 3. The
processed data set was used to generate a combined point
cloud file covering the entire production area. The combined
point cloud was further exported to a neutral data format
e57 (ASTM) and sub-sequentially imported into Autodesk
ReCap for visualization and saved as .rcp data files to be
used in Autodesk CAD as blueprints for creating simple CAD
representations of the area. It should be noted that several
comparable software alternatives can visualize point clouds
and create CAD representations available off-the-shelf. The
choice of Autodesk software was based on the followingmain
criteria: 1) the ability to handle large amounts of point cloud
data and 2) its compatibility with CAD software.

The option of automated meshing of the scan data was
ruled out due to the level of complexity in the machine
geometries and because the level of spatial detail was met
by generating geometry sketches of the environment by man-
ual efforts. For future solutions and implementations, it is
desirable to develop automated processes to generate CAD
geometry from the measurement data or perform analysis
directly in the measurement data. The final CAD represen-
tation of CIS-lab with details about media infrastructure and
other equipment can be seen in Fig. 3. The red circle marks
in each step the location of Radio Dot no. 1, see Fig. 4 for the
position of Radio Dots.

B. STEP 4: PHYSICAL OPTICS SIMULATION
In this study, we have used a hybrid Physical Optics
(PO) method as initially developed for multi-scale reflector
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TABLE 2. Simulation parameters for PO.

FIGURE 4. EM model of the lab: (a) PEC walls and radiation patterns of
two Radio Dots; (b) Magnitude of the PO current induced by the upper
Radio Dot in [dB].

antenna systems [36], where we have made the following
simplifications to enable a time-efficient analysis of the con-
sidered in-door environment:
• Only flat and slowly curved surfaces of the scatterers are
supported (e.g., walls, floor, and ceiling of the room).
This can be easily extended by using other methods
(MoM, CBFM, MLFMM, etc.) to compute current on
electrically small or highly curved objects [36].

• Thematerials of the walls, floor, and ceiling of the rooms
are assumed to be perfect electric conductors.

• Mutual coupling effects due to the scattering of radio
waves in between the walls are negligible.

• The radiation pattern of the source is assumed to be a
Gaussian pattern (linear-polarized) with the taper−1 dB
at θ = 90◦.

This PO method has been implemented in MATLABr

and validated for several benchmarking examples in previous
projects. For more details on the accuracy and simulation
efficiency of this simulation method, the reader is referred
to [36] and [43]. Furthermore, the simulation settings that
were used to analyze the above-described environment are
documented in Table 2.

Fig. 4 (a) shows the described geometrical model of the
environment, as well as the position of two Radio Dots, rep-
resented as their radiation patterns. The magnitude of the PO
current induced by the Radio Dot 1 on the walls is depicted
in Fig. 4 (b).

Since we assumed no mutual coupling between walls in
this simplified model, the field at any point inside the room
can be calculated as a superposition of the field directly com-
ing from the Radio Dot and the field scattered from the walls
(radiated by the PO current). The magnitude distribution of

FIGURE 5. The magnitude of the E-field: (a) on a plane elevated 1 m over
the floor, and on a vertical YZ-plane; and (b) along the measurement path
in [dB].

the resulting E-field on a plane elevated 1 m over the floor
and on a vertical YZ-plane is shown in Fig. 5.

V. EVALUATION OF RESULTS FROM THE OFFLINE
PLANNING APPROACH
A. MEASUREMENTS OF THE INSTALLED NETWORK IN
TEST ENVIRONMENT
Measurements of radio propagation from installed access
points (Radio Dots) have been performed in CSI-lab by
using a TEMS pocket LTE mobile phone User Equipment
(UE) system for network testing, operating in the B40 band.
The measurements were done by Ericsson with the TEMS
pocket system. Network parameters such as Reference Signal
Received Power (RSRP) can be measured (3GPP TS 36.214).
RSRP is the received power averaged in linear scale (W)
over reference symbol resource elements (RE) within the
measurement bandwidth and given in dBm. As the name
suggests, a reference signal exists as a single symbol at a
time, the measurement is made only on the resource elements
that contain the cell-specific reference signals. As such, the
RSRP measurement bandwidth is the equivalent of only a
single subcarrier of the OFDM transmission. The RSRP
provides information about signal strength solely, i.e., no
interference or noise information is taken into account. The
reference point for the RSRP shall be the antenna connector
of the UE. The RSRP can be logged while walking around
in the environment, thus giving a map of how the received
signal varies. The reporting range for RSRP is defined from
−140 dBm to−44 dBm in 1 dB steps (i.e., resolution). RSRP
measurements are used for cell selection, cell reselection,
handover, mobility measurements and to obtain an estimate
of the path loss for power control computations. Hence, mod-
eling the RSRP level properly is essential for the design and
optimization of LTE networks.

Since the measurements were performed indoors, using a
GPS system for logging the actual position is not possible to
exploit. Therefore, in these measurements, the position of the
user holding the phone is repeatedly pinpointing positions on
a map on the mobile phone screen by hand. The logged data
could in a post-processing stage be aligned with interpolated
positions to give a detailed description of signal strength
at a specific position with fairly high accuracy. The LTE
frequency band was B40, 2355-2375 MHz, i.e., 20 MHz
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FIGURE 6. (a) Measurement path (RSVP vs time) and (b) averaged
measurements results. Red points mark the LTE Radio Dot installation
position.

transmission channel bandwidth (BW), and the output power
was 20 dBm over 20 MHz. The RSRP measurements were
performed both with single Radio Dots active and both active.

A Resource Element (RE) is one 15 kHz subcarrier
times one symbol. REs aggregate into Resource Blocks
(RBs). An RB has dimensions of subcarriers times symbols.
Twelve consecutive subcarriers in the frequency domain and
six or seven symbols in the time domain form each RB.
Hence, there are 12 × 7 = 84 RE in a single RB in LTE.
At the maximum channel BW of 20 MHz, the maximum
number of RB is 100. Using these definitions and the RSRP
definition above, the RSRP can be computed in dBm as the
power received over the whole BW minus 10log (84× 100),
where RE = 8400 is the total number of RE at the 20 MHz
bandwidth.

A snapshot of a measurement path (RSRP vs time) is
shown in Fig. 6a. Averaged measurement results (as heat
maps) with one Radio Dot active are shown in Fig. 6b.
It should be noted that the measurement results correspond
to measurement positions in the same room as the Radio Dot
and the adjacent room. However, our analysis is concerned
with data collected in the same room where the Radio Dots
are deployed.

The measurement results show that the LTE coverage at
CSI-lab is good, the best signal level is observed in the open
hall where the Radio Dots are deployed. In addition, the mea-
sured receive power fluctuates along the measurement path,
which is due to the perceived change in the radio environment
when walking around due to, e.g., reflections in various metal
structures.

B. COMPARISON OF SIMULATION RESULTS AND
MEASUREMENTS OF NETWORK
In this section, the accuracy of the computational predictions
of receive power levels by means of the PO simulations is
evaluated and compared against measurements obtained in
the live network deployed in the CSI-lab. In comparison,
the log-distance path loss model - an empirical propagation
model vastly used in the design and optimization of wireless
networks, as well as the free-space propagation model are
included [9]. The latter model has been taken into account
since the considered propagation environment in this paper
is a multipath Line-of-Sight (LoS) propagation channel. This

TABLE 3. Empirical model parameters (1) and comparison to free-space
model (2) at the frequency of interest f = 2.365 GHz.

means that there is a direct LoS path between the transmit
(Tx) and the receive (Rx) antennas in addition to other mul-
tipath components.

The empirical path loss model plus shadowing is a linear
model in [dB]

L = α + 10γ log dTx - Rx + S (1)

where the first two terms model the distance-dependent aver-
age path loss (average trend) and the third term models
the path loss shadowing effects (fluctuations). The constant
α depends on the environment, the antennas used, and the
carrier frequency; it models the average path loss at a unit
distance, e.g., at 1 m. The constant γ is the path loss exponent
modeling the rate of decay of the average receive power
with the separation distance between the receiver and the
transmitter dTx−Rx. S is a Gaussian (also called normal)
random variable with zero mean and standard deviation σS.
The variable S emulates the fluctuations at a fixed distance
dTx−Rx, usually due to large-scale fading, but can also be
used to model the overall signal fluctuations including the
small-scale fading [30]. The function log(.) is the logarithmic
functionwith base 10. The values ofα, γ , and σS are obtained
by fitting (1) to the measurement data.

If there are no multipath components, i.e., then there is
only a single LoS direct path between the transmitter and
the receive antennas contributing to the received power. The
free-space path loss model for isotropic antennas can be used,
which expressed in [dB] is given by

L0 = 32.4+ 20 log f + 20 log dTx-Rx (2)

where f is the carrier frequency in [GHz] and the distance
dTx−Rx between the receiver and the transmitter is measured
in [m].

Table 3 shows the obtained model parameters according to
(1) estimated from measurement data. The polynomial curve
fitting (polyfit) MATLAB R©-function was used to obtain α
and γ . The standard deviation σS was computed from the
fitting residuals. By comparing (1) and (2) we readily obtain
α = 40.82 dB at the frequency of interest f = 2.365 GHz
and γ = 2 for the free-space path loss model.

Fig. 7 shows the path loss as a function of the logarithm in
base 10 of the separation distance between the receiver and
the transmitter, when (a) the lower Radio Dot is active and (b)
when the upper Radio Dot is active. Both the measurement
data, the average fitting functions, and the free-space path
loss are shown. As can be seen from both Table 3 and Fig. 7,
results for the empirical path loss (i.e., the average trend)
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FIGURE 7. Path loss as a function of the logarithm of the separation
distance between the receiver (RX) and the transmitter (TX), (a) when the
lower Radio Dot is active, and (b) when the upper Radio Dot is active. See
Fig. 4 for the Radio Dot positions.

and the free-space path loss are rather similar. This is to be
expected since we are in the presence of a LoS propagation
channel and the antennas installed in the Radio Dot systems
ought to be rather uniform over a hemisphere covering the
floor of the CSI-lab. The shadowing or fluctuations around
the average log-distance trend is of the same magnitude in
both cases since both Radio Dots are deployed in the same
environment.

The path loss model plus shadowing is used to determine
the receive power according to the well-known relationship

PRx = EIRPTx + GRx − L (3)

where L is the propagation path loss, GRx is the gain of the
receive antenna which in our case is the antenna of the TEMS
pocket LTE mobile phone used with GRx ≈ 0 dBi. The
EIRPTx = 20 dBm is the equivalent isotropic radiated power
over the channel bandwidth of 20 MHz. In free-space (3) is
just the Friis equation.

In order to be able to fully compare the simulated data we
need to evaluate the network-related parameter RSRP

Prec = PRx − 10 logRE (4)

where RE = 8400 is the total number of radio elements
over the 20 MHz BW. Expressions (1)-(4) model the receive
signal for a single active Radio Dot. If both Radio Dots are
active, the total receive power is the sum in [W] from both
transmitters. It can be shown [35] that the total receive power

FIGURE 8. The received power (RSRP) as a function of the displacement
along the measurement path, (a) when only the lower Radio Dot is active,
(b) when only the upper Radio Dot is active, and (c) when both Radio
Dots are active. See Fig. 4 for the Radio Dot positions.

expressed in [dBm] is then given by

Prec = EIRPTx + GRx − 10 logRE − 10 log
LlLu

Ll + Lu
(5)

where we have used that the transmit power from both Radio
Dots is the same, Ll and Lu are the path loss corresponding to
the lower and the upper Radio Dot, respectively. Expression
(5) can be applied to both measurement and simulated data
provided that the assumptions above hold for each specific
case.

Fig. 8 shows the receive power (in our case the RSRP
obtained from equations (1)-(5) except the shadowing simula-
tion) as a function of the displacement along themeasurement
path. Results for the active lower Radio Dot are shown in
subplot (a), subplot (b) shows results when the upper Radio
Dot is active and (c) shows results when both Radio Dots
are active. It is worthwhile to note that the fluctuations of

23102 VOLUME 9, 2021



M. Bärring et al.: Factory Radio Design of a 5G Network in Offline Mode

FIGURE 9. Receive power level (RSRP) along the measurement path. The
variations as predicted by the different models can be compared with
measurements when (a) lover Radio Dot is active, (b) the upper Radio Dot
is active and (c) both Radio Dots are active. See Fig. 4 for the Radio Dot
positions.

the receive power are lesser for the case when both Radio
Dots are active as compared to a single Radio Dot. This is
the direct result of diversity gain resulting from combining
uncorrelated signals coming from separate transmitters [34].
As expected, the distance trends of the free-space model and
the empirical path loss model follow each other very well.
However, in practical network deployment, what is important
is to be able to predict the fluctuations of the received RSRP
levels, which we do next.

Fig. 9 shows the receive power level (RSRP) along the
measurement path. The fluctuations as predicted by the differ-
ent models compared with measurements when (a) the lower

Radio Dot is active, (b) the upper Radio Dot is active, and
(c) both Radio Dots are active. In all the considered cases
we compare data obtained with PO computations with one
iteration only. An analysis addressing the number of iterations
impact and the complexity of the environment model on the
predicted receive power accuracy is outside the scope of this
paper and will be published elsewhere in the future.

A quick visual inspection of Fig. 9 suggests that the overall
behavior of the predicted signals by means of PO simulations
is similar to both measurement data and the empirical path
loss plus shadowing model. The reported RSRP is averaged
over a certain number of points over time. In order to be able
to perform a fair comparison, we have identified the sampling
points and the averaging periods and applied them to the
simulated data so that they coincide with the measurement
data. We have done this for both the PO and the empirical
simulations.

Fig. 10 shows the Cumulative Distribution Functions
(CDF) of the corresponding data shown in Fig. 9, i.e., the
measurement data, the simulated data based on the empirical
model, and the simulated data based on the PO computa-
tions. Again, visual inspection suggests that the distributions
are satisfyingly close to each other. However, we need to
quantitatively compare both modeling approaches in terms
of their capability to emulate the measurement data. In the
analysis below we compare the models with the data with
respect to their means µPrec and standard deviations σPrec.
We also evaluate the root mean squared (RMS) error of the
simulated data and the measurement data corresponding to
the same receive antenna position along the measurement
path RMSPrec. The RMS error inferred from comparing the
power corresponding to the same CDF level RMSPrec@CDF
is also evaluated as indicated in Fig. 10 (a). The correlation
coefficient ρ between simulated data and the measurement
data has also been computed.

VI. DISCUSSION
A. CAPTURING THE SPATIAL DATA FOR CREATING A
DIGITAL ENVIRONMENT
3D scanning has been used for capturing the spatial data
of the factory environment in this study and it provides a
rapid method for generating a virtual version of the real-
world setting of the factory. The method should preferably
be performed when there are no other activities in the envi-
ronment in order to gain the best result and not have any
interference or noise in the virtual version. In this case, the
scanning could be performed with no disturbances and it
required about three hours for the CSI-lab, an area of approx-
imately 261 m2. To convert the scanning to a point cloud is
today an almost automated exercise, which also was the case
for this study. The accuracy of the point cloud data is high in
comparison to the real-world setting, as was shown in Fig. 3,
and distances and dimensions can be extracted directly from
the point cloud data. An aspect that was important for this
case was the awareness of the materials present in the real-
world environment since they impact the scattering of signals,

VOLUME 9, 2021 23103



M. Bärring et al.: Factory Radio Design of a 5G Network in Offline Mode

FIGURE 10. Cumulative Distribution Functions (CDF) of the corresponding
receive power level (RSRP) as shown in Fig. 10. (a) Lover Radio Dot is
active, (b) the upper Radio Dot is active and (c) both Radio Dots are
active. See Fig. 4 for the Radio Dot positions.

but there is no information that the point cloud data can
provide at this stage and had to be collected manually by
documenting.

The desiredwork procedurewould be to use the point cloud
data for the simulation since it saves time and the scanning
is an automated endeavor, but because it is representing the
real-world environment with 3D points, this does not provide
the solid surfaces that are required for PO simulations where
scattering aspects are considered. As this was a limitation that
was encountered during the work and is a known limitation in
the research area, a solution was to build a CAD version based
on the point cloud data. Building a basic geometry including

walls, floor, and infrastructure of the laboratory environment
and excluding detailed objects represented in the point cloud
was a straightforward procedure in the AutoCAD software.
As was stated, the automated generation of objects was dis-
regarded for this case and therefore performed manually by
one of the participants in this work. The manual effort implies
that when the level of details in the environment increases,
so does the time that has to be spent on building the CAD
version. The version used for the simulation was one of the
simpler models where the simple structures were included,
e.g., walls and floor. That the simpler version with low detail
level was used, is because it was enough for understanding if
the offline approach can produce results that would suggest
that it can replace the current procedure of planning a radio
network that is of a more ad hoc manner.

Capturing the spatial data involved three steps; 3D scan-
ning in the CSI-lab with 10 scans in total, import the scans for
building the point cloud, i.e., the 3D representation generated
from the scan, and lastly, building a CAD representation
based on the point cloud environment. The two first steps
support the generation of a 3D representation in a rapid way
with limited interference in the production environment. The
real-world representation can be used in an offline mode
for understanding what the environment looks like with the
placement of equipment and the physical limitations of the
location. However, since the simulation requires a model with
objects with flat surfaces this limitation had to be overcome
by building a CAD representation based on the point cloud
data. This has the disadvantage that it requires manual effort
and therefore becomes time-consuming as the level of detail
increases, compared to being able to use the point cloud data
for the simulation. This is a limitation of the technology as
of today, but building the CAD version would be required
anyhow for the realization of a virtual representation of the
environment. In that perspective, the point cloud data, with
its high accuracy and photorealistic representation, is a sup-
porting way to be used as a reference when building the CAD
model.

B. COMPARISON OF MEASURE AND SIMULATED
PERFORMANCE OF THE NETWORK
As can be seen from Table 4, the means µPrec of the sim-
ulated data only negligibly (less than 0.6 dB) differs from
the measurement data both for the empirical model and the
PO computations. In terms of the standard deviations σPrec,
the results for the empirical simulations differ even less, i.e.,
0.1 dB at most, from the measurements. On the other hand,
for the PO computations, the maximum observed difference
in σPrec is 1 dB, which is relatively larger, but still suffi-
ciently small in absolute terms. Here we need to keep in
mind that the empirical model parameters are obtained from
the measurement data, while for the PO computations no
measurement data has been used to predict the receive signal
levels. Furthermore, if we compare the RMSPrec, we certainly
see that the error resulting from the prediction by the PO
method is lower or equal to actual measurement data. Also,

23104 VOLUME 9, 2021



M. Bärring et al.: Factory Radio Design of a 5G Network in Offline Mode

TABLE 4. Comparison of PO simulations and empirical simulations with
measurement data where L is lower, U is upper, and B is both Radio Dots.

the correlation is rather high between the PO simulations and
themeasurement data, which is in turn slightly higher than the
corresponding value for the empirical modeling approach. On
the other hand, if we compare the power corresponding to the
same CDF level, we see that the error is larger for the PO
computations as compared to the empirical simulations. This
can be explained by the slightly lower variance of the power
levels predicted by the PO method as compared to the mea-
surement data. The PO computational model results for the
prediction of RSRP levels in an indoor factory environment
(CSI-lab) were compared to measurements performed in that
same environment. The rms error of the received signal power
differs only slightly, i.e., up to 1 dB or less for the estimated
mean and variance of the predicted receive power as com-
pared to measurements. This value shall be juxtaposed with
the reporting accuracy of RSRP measurements which is also
1 dB and the general estimation accuracy of the actual receive
signal power provided by RSRP measurements, which is
± 8 dB.

The proposed PO computational approach offers an error
performance that is comparable to predictions obtained from
empirical path loss plus shadowing models in terms of both
predicted spatial variation as well as statistical distributions.
At the same time, the need to perform measurements can be
largely reduced, and eventually, as computational methods
develop and the computing power increases, almost fully
displaced by numerical models.

Despite the excellent agreement between the predicted
signal strength and themeasurements, a few cautionarywords
need to be mentioned. Firstly, as well-known, walls and
other building structures are not made of PEC materials
and are typically modeled as low-loss dielectric materials
having dielectric constants in the range of 3-10 depending
on frequency [46]. Therefore, further research is needed to
find ways to improve signal strength prediction incorporat-
ing electric properties of building materials and environment
details. Secondly, other modeling approaches can be used
instead of the presently adopted POmethod, such asGO/UTD
methods, that allow for fast computations with complex prop-
agation environment models. A general strategy, regardless

of the selected modeling method, i.e., to find an optimal
tradeoff between the accuracy and simulation time that will
depend on the problem definition and performance metrics
of interest. Another practical aspect is the access to suitable
simulation software tools and computational platforms for the
considered problem and performance metrics – this can vary
for different R&D environments. The RSRP measurement
results show that the LTE coverage in the investigated sce-
nario, at the CSI-lab, is good, the best signal level is observed
in the open hall where the Radio Dots are deployed. This
shows that the initial radio to planning prior to deploying the
Radio Dots performed by Ericsson is adequate for this kind
of deployment scenario.

C. 5G ENABLED MANUFACTURING – INCREASING
FLEXIBILITY, EFFICIENCY, AND TRACEABILITY
5G has promising features to support the future factory
where equipment and humans will be connected. As has been
stressed in this paper, the success of the 5G implementation
is dependent on how the values of having the network can
exceed the cost involved. The project focuses on how 5G
can support increased flexibility, efficiency, and traceability
in the manufacturing domain. For the flexibility aspect, this
approach enables the network provider to do the planning
offline and offsite. An offline network plan can also more eas-
ily be updated if changes are requested or if the requirements
change. Efficiency is also gained by limiting the interference
with ongoing production since the planning can be done in a
virtual representation and the downtime for production can
be reduced. Another efficiency aspect is the possibility to
automate the process and eliminate the need for measuring
the network afterward and replacing the more ad hoc way the
installation is performed today. As the steps for creating the
virtual environment advances and the point cloud data can
be used directly in the simulation, it will make the planning
process even more efficient and provide high accuracy for
performing the planning. For traceability, it will be improved
since the planned installation is well documented in the vir-
tual environment and if changes need to be done in a later
stage, the digital version is representing reality.

VII. CONCLUSION
The development of an offline approach for radio planning
of an indoor environment has been introduced and described
in this paper. Furthermore, the simulation results have been
verified towards RSRP measurements and show promising
results for the applicability of the approach. The RSRP is an
essential parameter in the design of LTE wireless networks
and the obtained agreement between the numerical compu-
tations and measurements is in this study good. Hence, the
use of an approach for radio network planning in offline
mode is deemed not only feasible but also necessary to cope
with the demands and challenges posed by the Fourth Indus-
trial Revolution. Providing an accurate deployment plan will
be possible when producing fully automated, cost-efficient,
and time-efficient predictions of the network-related physical
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parameters like signal strength, interference and noise levels,
signal delays, latency, and jitter. As technology advances,
a hybrid computational method combining ray-based and
PO-based computational methods can be devised. These shall
take into account both geometrical and electrical models
of large surfaces of the physical environment as well as
point cloud data discretization of some objects in a combi-
nation of the specification of their electrical characteristics
for fine-tuning the prediction of the network-related physical
parameters.

The question posed in this paper was ‘‘can a planning
approach in offline mode provide the simulation results
required for ensuring a reliable and available network in
the physical environment?’’ The results gained in this paper
verify that this is possible. The approach presented here is
based on the two existing technology field 3D laser scanning
and ray tracing, which separately has high technical maturity,
that is combined to address challenges involved in planning a
network for an indoor factory environment.

Since this is one of the first attempts to apply this kind
of approach for a manufacturing setting, simplifications,
and assumptions, such as the geometrical representation and
physical entities of the factory environment included, have
been made. This in order to serve the purpose to show
the applicability of the approach. This means that there are
reasons to further investigate this approach and to succes-
sively include more aspects that contribute to the complex-
ity. Besides including more complexity in the simulation,
would also more use cases in the manufacturing field be
needed, both in the case of planning for an existing production
system and when designing a new. This approach has real
industrial implications and can support ICT providers with
more effective network planning processes as the demand
for connectivity solutions in manufacturing increases. This
has not been studied to a large degree prior to this study
but needs further attention by both industry and the research
community.
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