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ABSTRACT Breast cancer is one the most critical disease and suffered many people around the world.
The efficient and correct detection of breast cancer is still needed to ensure this medical issue although the
researchers around the world are proposed different diagnostic methods for detection of this disease, however
these existing methods still needed further improvement to correct and efficient detection of this disease.
In this study, we proposed a new breast cancer identification method by using machine learning algorithms
and clinical data. In the proposed method supervised (Relief algorithm) and unsupervised (Autoencoder,
PCA algorithms) techniques have been used for related features selection from data set and then these
selected features have been used for training and testing of classifier support vector machine for accurate
and on time detection of breast cancer. Additionally, in the proposed approach k fold cross validation method
has been used for model validation and best hyperparameters selection. The model performance evaluation
metrics have been used for model performance evaluation. The BC data sets have been used for testing of
the proposed method. The analysis of experimental results has been demonstrated that the features selected
by Relief algorithm are more related for accurate detection of Breast cancer instead of features selected by
Auotencoder and PCA algorithms. The proposed method has been attained high results in terms of accuracy
on selected feature selected by Relief algorithm and achieved 99.91% accuracy. We have been employed
McNemar’s statistical test for performance comparison of our different models. Further, the proposed
method performance has been compared with baseline methods in the literature and the proposed method
performance is high as compared to base line methods. Due to the high performance of the proposed method
(Relief-Support vector machine) we highly recommended it for the diagnosis of breast cancer. In addition,
the proposed method can be easily incorporated into the healthcare system for reliable diagnosis of Breast
cancer.

INDEX TERMS Machine learning algorithms, breast cancer detection, accuracy, feature selection, clinical
data.

I. INTRODUCTION

Breast Cancer (BC) is a dangerous disease and suffered many
women across the world [1]. In 2018 there were 2 million
fresh cases reported. The 57 big reason of females death is
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BC comparatively to cancers in terms of all types. The malig-
nant tumor of BC which produced inside breast cells. A group
of splitting cells that form a lump or mass of extra tissue
which is called Tumors and these tumors can be whichever
cancerous (malignant) or non-cancerous (benign). In [2] dif-
ferent countries with the advanced developed medical tech-
nology accumulate the 5-year survival rate of first stages BC
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is ( 80-90%), and decreasing up to 24% for identification of
BC at the first stages. In order to recognize, the BC different
invoice approaches have been used. Biopsy approach [3],
tissues of breast are use for detection of cancer, and highly
accurate results achieved. However, the process of biopsy is
painful for the patient. Similarly, BC detection technique is
[4] mammogram. In this method of diagnosis 2-Dimensional
projection image is design from breast. However, this method
is not reliable for detection of breast cancer. Magnetic Rea-
soning imaging (MRI) is used for BC detection [5]. These
invoice methods are not effective for BC detection [6].

In order to handle these difficulties in invasive based meth-
ods for detection of BC, a non-invasive based methods, such
as machine learning (ML) methods are highly suitable for
detection of breast cancer. Thus, the early stage recognition of
breast cancer is necessary for proper treatment and recovery.
To diagnosis the BC, different methods have been proposed
however, all these methods have some major limitation’s to
detect the BC in its early stages. Thus, the intelligent analysis
of clinical data including machine learning methods which
are effective approaches for the detection of BC. However,
there are various factors to analyze for diagnosis of BC and
this complicates the job of the clinical doctors. The medical
data and expert decision system to detect the BC are the
most important factors in the diagnosis of BC. The review
of the literature of the proposed breast cancer techniques are
important for understanding the significance of our method.
All these prior proposed methods used different methods
to diagnosis the BC. Though, all these approaches have a
low prediction accuracy and more execution time. The pre-
diction accuracy of the BC identification technique needs
more enhancements for efficient and accurate detection at
early stages for better treatment and recovery. Thus, the key
problems in these current methods are low accuracy and
high computation time and these might be due to the use of
non-suitable features in the data set. To tackle these issues
new approaches are required to detect BC properly. The
improvement in prediction accuracy of the ML model is a big
challenge and research gap.

From the literature, we reached on the conclusion that BC
diagnosis methods need further improvement that detect the
BC effectively at initial stage for proper treatment and recov-
ery of patient possible. In order to tackle the early stage detec-
tion of BC, in this research study, we have been proposed
ML based identification method for breast cancer. In the pro-
posed method three feature selection methods such as Relief,
Autocoder and principal components analysis(PCA) have
been used for appropriate features selection. The machine
learning algorithms required suitable data for training and
testing. The performance of machine learning model can be
improved if balanced dataset is use for training and testing
of the model. Additionally, the model performance can be
increased by employing appropriate and related features from
the data. Hence, data balancing and feature selection is signif-
icantly important for model better performance. To increase
the predictive capability of ML models data pre-processing
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is necessary for data standardization and normalization. Var-
ious Preprocessing techniques, such as removal of missing
feature value instances from the dataset, Standard Scalar,
Min-Max Scalar are necessary for data preprocessing. The
feature extraction and selection techniques are also improve
model performance. In [7] described various methods for
various kinds of feature selection, such as feature selection
for High dimensional small instances size data, Large scale
data, and secure feature selection. They also discussed some
important topics for feature selection have emerged, such
as stable feature selection, multi-view feature selection, dis-
tributed feature selection, multi-label feature selection, online
feature selection, and adversarial feature selection. Due to
these reasons we used pre-processing and feature selection
techniques in the proposed method. The classifier SVM has
been used for classification of BC and healthy people. The
classification performance of SVM is more high and for
problems of classification are mostly used [6], [8], [9]. Due
to high performance and very efficient SVM, This paper is
utilizing SVM approach over clinical data sets we consider it
in this work. Two breast cancer data sets have been used for
testing of the proposed system. Further K-fold cross valida-
tion method has been applied for validation of the proposed
method and performance evaluation metrics have been used
for model performance evaluation. McNemar’s statistical test
has been employed for proposed models performance com-
parison. In addition, the proposed work performance has been
compared with existing state of the art methods.

This work has the following major contributions.
o Important features have been selected by using

supervised learning (Relief algorithm) and unsuper-
vised learning (Autoencoder and PCA algorithms) for
effective identification of BC.

« Identified weak features in the data sets that have low

impact in detection of BC.

o Relief integration with SVM is suitable method for

identification of breast cancer.

« The proposed method has been checked on two breast

cancer data sets.

The rest of the paper is organized as follow: The literature
review has been presented in section2. Materials and meth-
ods have been discussed in detail in Section 3. The carried
experiments and results analysis are reported with briefly
comparison in the section 4. In section 5 conclusion and
future work have been reported.

Il. LITERATURE REVIEW

To identify breast cancer different machine learning meth-
ods have been proposed by various researchers. In this
work we have been discussed some of the state of the art
breast cancer diagnosis methods. The main purpose of lit-
erature review to identify the problems in existing meth-
ods and provide a reliable solution. Azar et al. [4] for
identification of BC proposed a method. ML algorithms,
Radial-Basis-Function (RBF), Probabilistic-Neural-Network
(PNN) and Multi-Layer-Perception (MLP) have been used
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TABLE 1. Summary of the baseline methods in the literature.

Ref Model Feature Data set Evaluation metrics Accuracy%
selection
[4] RBF, PNN, MLP - - Sensitivity, specificity, accuracy | 97.80
and ROC
[16] SVM k-means WDBC AUC, accuracy 97.38
[18] PSO-KDE PSO WBCD Sensitivity, specificity, accuracy | 98.45
[20] DBN - - accuracy 99.70
[21] SVM mRMR and | WBC, C, AUC 99.70
chi square WDBC
[22] HBSVM-C - WBC Accuarcy 99.1
[25] SVM RFS WDBC Sensitivity, specificity, accuracy | 99.00
[24] RBL-RBFNN - WBC, BCD, | Accuracy 97.4,984,
BCP, and 97.7,97.0
WBCD
[23] ML and BOADICEA | - - AU-ROC -
[12] SRMGP - WBC Accuracy 99.00
[13] ML - WBC Accuracy 98.8
[14] Fuzzy GA system - WBCD Accuracy 97.36
[15] SVM Fl-measure | WBCD Sensitivity, specificity, | 99.51
accuracy, Positive predictive
value, Negative predictive
value, ROC

for identification of BC. Theses classifiers obtained high
accuracy. In [10], the authors proposed a BC prediction sys-
tem by using Genetic Algorithm for FS, and Rotation-Forest
for identification of BC. The 99% accuracy obtained by
Rotation-Forest on selected features. In [11] recommended
a BC diagnosis method (GAMOO-NN). The performance
of the proposed method is good in term of accuracy. In
[12] the authors, designed a system for the analysis of
BC utilizing Symbolic-Regression of Multigene-Genetic-
Programming (SRMGP). The ten-folds validation has been
used and achieved 99% accuracy. In [13] proposed a tech-
nique to diagnosis breast cancer and achieved 98.8% accu-
racy. Another study [14] authors suggested a method based
on Fuzzy GA and attained accuracy 97.36%. Similarly,
in [15] designed a BC method using the Fl-measure pro-
cedure for feature selection and SVM for classification of
BC. Zheng et al. [16] designed diagnosis method of BC
using K-means and SVM. The K-mean has been used for
feature extraction and SVM for classification. In [17] author,
suggested an smart method for BC diagnosis. Fuzzy rough
set was used for an instance selection, and FS by consistency.
Fuzzy-Rough-Nearest-Neighbor Algorithm (FRNNA) was to
detect BC. In [18] considered a system used Particle-Swarm-
Optimization (PSO) combined with non-parametric kernel
density for BC diagnosis. In [19] considered a BC identifica-
tion method using Mixture Ensemble (ME) of Conventional
Neural Networks (CNN). In [20] authors, recommended a
system of BC by applying Deep-Belief-Networks (DBN)
and attained 99.70% accuracy. In another study [21] authors
proposed an integrated intelligent BC identification and in the
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proposed method they have been used FS selection algorithm
for suitable features selection. Classifier SVM has been used
for classification of malignant and benign subjects. Hold
out method has been used for model validation and also
used performance evaluation metrics for model performance
evaluation. The proposed method achieved high performance
in terms of accuracy. Osman et al. [22] proposed a breast
tumour diagnosis method by employing hybrid SVM and
two step clustering approach(HBSVM-C). To increase the
accuracy of the predictive system of breast cancer diagnosis
they employed hybrid approach. The proposed system has
been tested on WBC data set and the predictive accuracy
of the proposed method reached to 99.1%. Ming et al. [23]
proposed a breast cancer diagnosis method by incorporat-
ing machine learning and BOADICEA model. The proposed
method has been achieved performance in terms of AU-ROC
88.9%. Osman et al. [24] developed an effective of ensemble
boosting learning approach for diagnosis of breast cancer
virtual screening employing radial based function neural net-
work models (RBFNN). They adapted 10 fold cross valida-
tion technique for best model selection and hyperparameters
tuning. The proposed has been evaluated on breast cancer data
sets. The proposed RBFNN method obtained 97.4%, 98.4%,
97.7% and 97.0% for the accuracy’s on datsets WBC, BCD,
BCP, and WBCD respectively.

The proposed methods in literature have been summarized
in Table 1. In Table 1, we reported the proposed models, fea-
ture selection techniques, data sets, performance evaluation
metrics and accuracy of these proposed methods for better
understanding the existing literature of Breast cancer.
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TABLE 2. Data sets description.

Repository | Name Instances

Attributes

Class Dis-
tribution

Developer

UcCI! Wisconsin Diagnostic Breast | 699

Cancer (WBC) original

Wolberg et al.( University of Wis- | 444
consin) benign
and 239
malignant
subjects

UCI? Wisconsin Diagnostic Breast | 569

Cancer (WDBC)

Wolberg et al.( University of Wis- | 355
consin) benign
and 214
malignant
subjects

TABLE 3. Data set WBC feature information.

Label | Feature Name Code
F1 Simple code subject S.No
F2 Clump Thickness CT
F3 Uniformity of cell size ucCs
F4 Uniformity of cell shape | UCSH
F5 Marginal Adhesion MA
F6 Single Epithelial Cell | SECS
Size
F7 Bare Nuclei BN
F8 Bland Chromatin BC
F9 Normal Nucleoli NN
F10 Mitoses M

According to Table 1 the prediction accuracy of BC detec-
tion techniques need further improvement for efficient and
accurate detection at early stages for better treatment and
recovery. Thus, the major issues in these previous methods
are low accuracy and high computation time and these might
be due the use of irrelevant features in dataset. In order to
tackle these problems new methods are needed to detect BC
correctly. The improvement in prediction accuracy is a big
challenge and research gap.

1Il. MATERIALS AND METHOD
The materials and method used in this research work are as
follows.

A. DATA SET AND PRE-PROCESSING

In this study two breast cancer data sets have been
used for our experimental work. Breast Cancer Wisconsin
(Original) WBC dataset and Breast Cancer Wisconsin (Diag-
nostic)(WDBC) Data Set were designed by Wolberg et al. at
University of Wisconsin and available on UCI data repository
[26]. In Table 2 the data sets used in this work have been
described. Further, the details features of both datasets have
been given in Table 3 and 4 respectively.

The WBC dataset has samples sized of 699 and
11 attributes in which one is the code of instance, real values
attributes are 9. Target output has two classes to demonstrated
the malignant and benign subjects. The class distribution is
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458 benign and 241 malignant subjects. 16 missing values
instance have been removed, and thus remaining instances
for two classes, are 444 benign and 239 malignant. Similarly
WDBC data have 569 instance and 32 attributes with one
output class label. There is no missing values instances in
this data set. The two classes distribution of WDBC data are
355 benign and 214 malignant. The classes distribution of
both data sets have been shown Figure 1.

B. PROPOSED FEATURE SELECTION ALGORITHMS

Feature selection (FS) is necessary step in machine learning
process and due to appropriate feature selection the machine
learning (ML) model performance increases and computa-
tional time of model decrease [27]. Feature selection process
has great implication on classification results of the model
[28]. The selection of suitable feature selection algorithms
is a complicated process for selection of more appropriate
feature from data set. In the literature different feature selec-
tion algorithms have been proposed for appropriate feature
selection such as Genetic Algorithm [10], PCA [29], PSO
[18], FRNNA [17], k-mean [16], Chi square [21], Mrmr [21].
In order to tackle the problem of feature selection in this
study, we proposed two algorithms Supervised (Relief) algo-
rithm and Unsupervised (Auto-Encoder and PCA) algorithms
for appropriate feature selection because to date, researchers
have studied the two types of feature selection algorithms sep-
arately. Supervised feature selection determines feature rele-
vance by evaluating features correlation with the class, and
without labels, unsupervised feature selection exploits data
variance and separability to evaluate feature relevance [30].
The theoretical and mathematical background knowledge of
these algorithms have been presented in below subsections.

1) SUPERVISED FEATURE SELECTION ALGORITHM

We have been used supervised learning based FS algorithm
Relief for feature selection.

o Relief

Relief (RF) is supervised learning feature selection algo-
rithm which uses filter mechanism for feature selection from
data set. The theoretical and mathematical knowledge of
RF algorithm has been presented for better understanding
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TABLE 4. Data set WDBC feature information'’s.

Label | Feature Name Code
F1 Id number Integer
F2 Radius mean Mean of distances from the center to points on the
perimeter cell
F3 Texture mean The standard deviation of gray-scale values
F4 perimeter mean Perimeter of cell
F5 Area mean Area of cell
F6 Smoothness mean local variation in radius lengths
F7 Compactness mean
Perimeter?
area — 1.0
F8 Concavity mean The severity of concave portions of the contour
F9 Concave points mean Number of concave portions of the contour
F10 Symmetry mean Symmetry
F11 Fractal dimension mean Coastline approximation, - 1
F12 Radius severity -
F13 Texture severity -
F14 Perimeter severity -
F15 Area severity -
F16 Smoothness severity -
F17 Compactness severity -
F18 Concavity severity -
F19 Concave points severity -
F20 Symmetry severity -
F21 Fractal dimension severity -
F22 Radius worst -
F23 Texture worst -
F24 Perimeter worst -
F25 Area worst -
F26 Smoothness worst -
F27 Compactness worst -
F28 Concavity worst -
F29 Concave points worst -
F30 Symmetry worst -
F31 Fractal dimension worst -

Class distribution of data sets

- 214
100 - 1 .
o ) | B |
2

= WBC = WDBC

Count

Data set

FIGURE 1. Class distribution of data sets WBC and WDBC.

of the algorithm. Relief is functionally distance based filter
FS algorithm which ranks features that differentiate classes
based on how to create organize feature that can separate
classes. Relief algorithm was designed by Kira and Ren-
dell [31], which is two class filter feature normalization
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to [0, 1] algorithm. Initially each feature is assigned a zero
weight. A Dimensional training examples R is selected ran-
domly. The Euclidean distance is computed for remaining
samples. Represent the nearest hit in the same class H, while
the nearest miss in a distinguish class M. The suitable feature
R[A] would be able to isolate class values, it have a short
distance to H and a high distance to M. Therefore, W[A] is
adjusted to reward high variables and penalize non appropri-
ate ones. The last selection of variables is made by choosing
those large W [A]. Different diff function would be utilized for
discrete such as diff (x, y) = 0 if x and y have the equal class,
1 otherwise and feature values continue. E.g. diff (x,y) =
(x —y)?. The relief algorithm have two major advantages one
that its computationally less expensive and second it more
suitable big data set. The pseudo code of the supervised filter
based Relief algorithm is given in Algorithm 1 and illustrated
in Figure 2.
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Algorithm 1 Feature Selection Relief Algorithm Pseudo

Code

Input: S: Training data with labels Feature, Parameters
required m: Training instance out all instances applied to
updated wight W

Qutput: W: Feature weight

1: n < Total instances used for training

2: d < Features used

3: W[A] < 0.0;

4: for k < 1 Tomdo

5: Select randomly ‘Target’ instance Ry

6 Compute hit of nearest H and miss of nearest M

7 for A < 1 Toado

8: W[A] <« WIA] — Diff(A,Ry,H)/m +

diff (A, R, M)/m

9: end for
10: end for
11: Return W; > Features weight vector that compute

features quality

Features  Endpoint

¥

Xxyzzxzzyyxzz -0

Target Instance(Ri)—p

Nearest Hit (H)'—.' XxyzzYzzyyxzz -0

4

W[A]-=1l/m
Xxyzzxzzyyxzz -0

Target Instance(Ri) —»

Nearest Miss(M) —| XXYZZYZZYYXXZ - 1

F 1

W[A[+=1/m W[A]*=1/m

FIGURE 2. Feature selection process by supervised filter relief algorithm.
[32].

2) UNSUPERVISED FEATURE SELECTION ALGORITHMS
We have been used two unsupervised FS algorithms
i.e., Autoencoder and PCA for feature selection.

o Autoencoder based Feature Selection

The auto encoder is unsupervised learning model for extrac-
tion of useful feature from the original data set. The Generic
diagram of Autoencoder has been shown in Figure 3. Let us
consider that X = {x1,xp,... ,xn}T € R™_ is unlabeled
sample matrix, where n is unlabeled samples with dimension
(Features) d. In unsupervised selection of feature process
to select subset H(h < d) from X with unlabeled data
that have more informative and discriminative features. The
Auto encoder [33] is specific type of feedforward neural net-
work(FFNN) which accept a features set as a input and gener-
ate output after applying different transforms. We consider a
two fully connected layers autoencoder network as proposed
in [33]. The simple autoencoder network with a h-dimension
hidden layer consist of two parts such as an encoder function
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fX) = a1 (XWD), and a decoder that perform the function
of reconstruction X = g(f(x)) = or(f(X)W?), Where o1,
oy are activation functions of the hidden layer and output
layer. The activation functions such as sigmoid, ReLU, tanh
and it can linear or non-linear ones are use with hidden and
output layer. While weight parameters are © = {W, w®)}
and Wlé- represents the connection parameter between i-th
neuron in the 1-th layer and j-th neuron in the (141)-th
layer.

The autoencoder overall function can be written as
g(f(X)). The autoencoder learning process the loss function
is represented in equation 1.

~ - 2
7(0) = —-IIX — gFCOI 7 (M

In this equation 1 n is samples, and ||.||r is Frobenius norm
for matrices. After the optimization of equation 1 the autoen-
coder compresses matrix X as reduced dimensional data f (X).
The output of decoded matrix given as X =g(f(X)).

« Sigmoid activation function:

In our proposed autoencoder based feature selection
algorithm, we use sigmoid activation function. Sigmoid
is one of the activation function that mostly used for
non-linear activation function. It output values exist in
range of between 0 and 1. Thus, anything exists between
0 and 1 it is easy for probability detection. Since sig-
moid is the good selection for binary classification prob-
lems. Mathematically sigmoid function can be written in
equation 2 and graphically shown in Figure 4.

y=f(x)=

I4+e~ @
o Optimizer Stochastic gradient descent (SGD):

SGD is the mostly popular optimizer for machine learn-
ing and deep learning models. In the proposed autoen-
coder feature selection algorithm SGD has been used
for optimization purpose. The architecture of the autoen-
coder for WBC and WDBC data sets have been shown
in Figure 12 and 12 appendix section.

The following is the pseudo code of the Unsupervised
autoencoder based feature selection Algorithm 2.
« Principal components analysis (PCA) based Feature
Selection

The PCA [34] is a feature extraction and dimensions reduc-
tion algorithm. PCA constructs appropriate features by lin-
early transforming correlated features into a small number
of uncorrelated features also called as principal components
[35]. The constructed principal components are necessarily
linear combinations of the actual data capturing most of
the variance in the data. PCA have two major advantages
to dimensionality reduction in clinical data machine learn-
ing studies. First, PCA is easily implemented and compu-
tationally fast. Secondly, un-supervised techniques does not
require corresponding categorical labels to extract relevant
features.
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FIGURE 3. Feature selection process by Unsupervised Autoencoder.
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FIGURE 4. Sigmoid activation function.

Algorithm 2 Unsupervised Autoencoder Based Feature
Selection
1: Begin
2: Input original unlabeled data as input to autoen-
coder which is unlabeled sample matrix, i.e X =
{x1,x2, ..., x,}0 € R4,
3: Encoder function performed the encoding of features i.e
f&X) =1 XWh);
4: Produced reduced features set after serious of transforms;
5: Decoder that perform the function of reconstruction of
feature i.e X = 2(f(x) = o (F (X)W P);
6: The output of decoder is equal to original features set;
7: End

C. CLASSIFICATION USING SUPPORT VECTOR MACHINE
(SVM)

SVM is a supervised classification algorithm [36], [37].
Because of the good results of SVM in classification, it is
mostly used for various classification applications [6], [8],
[9]. In the case of binary classification, the instances are
divided by a hyperplane w/x + b = 0, where w and
d-Dimensional coefficient vector, that is common for the
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surface hyperplane and b, are offset from the origin, x is data
set values. The SVM receives w and b results. The w can solve
in the linear case by adding Lagrangian multipliers. The w
solution can be expressed as w = Z?:l o;yixi, where n is
the number of vectors supported, y; is the target output labels
to x. The value of w and b is computed, as in Equation 3 the
linear discriminating function can be written in Equation 3.

n
g(x) = sgn(>_ ajyix] x + b) 3)
i=1
The nonlinear scenario can be written as in Equation 4 for
kernel trick and decision function.

8(x) = sgn(y_ aiyiK (xi, x) + b) “)
i=1

D. CROSS VALIDATION METHOD

K-fold validation method has been used for the training and
testing of the proposed method. In k folds validation we use
k=5, in which k-1 using for training of the model and k-4
for validation of the model. The average values of 5 folds
validation computed. The 5-folds CV method performance
for our model is good because the numbers of instances in
both data sets are small. So instead of 10 folds CV method
we incorporated 5 folds method.

E. PERFORMANCE EVALUATION METRICS

The performance evaluation metrics [25], [38], [39] are
use for performance evaluation of the model such as accu-
racy, specificity, sensitivity, F1-score, MCC, ROC and AUC.
These metrics are described mathematically in equation 5-10
respectively. Where TP (true positive), TN (true negative),
FP (false positive), FN (false negative).

(TP + TN)

x 100 (5)
(TP + TN + FP + FN)

Accuracy =

VOLUME 9, 2021
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P

Sensitivity = ——— x 100 (6)
(TP 4+ FN)

Specifici N 100 @)

= —— X

pecificity TN 1 FP)

Precision = ——  x 100 (8)
(TP 4+ FP)

Precision x Recall
X
(Precision + Recall)

- n x 100 (10)

T x Ty x Ty x Ts
Here MCC is Matthews correlation coefficient, T} = (TP x
TN — FP x FN), T, = (TP + FP), T3 = (TP + FN), Ty =
(TN + FP),and Ts = (TN + FN)

ROC-AUC: AUC illustrates the ROC of the classifier and
high value of AUC represent high performance results of the
classifier.

F1 — score =2

100 ©)

mMcc

F. MC-NEMAR'S STATISTICAL TEST
The statistical tests are important for performance compari-
son of machine learning models. Thus, we employed McNe-
mar’s test [21] to compare the proposed method performance
and other methods of breast cancer. To employ McNemar’s
test, the instances of dataset S have been divided into a
training set R and testing set T. We train models with training
data and test on test dataset. For each sample x € T of the test
set we compute how it get classified by two models. The test
isused to a 2 x 2 contingency Table, that tabulate the output
of two tests on a sample of n subjects. The total number of
samples in the test set are n expressed mathematically as n
=ngo + ng1 + njo + nj;. Hypothesis of two tails under the
null hypothesis, the two models should have equal accuracy
which expressed as mathematically Hy: ng; = njo. While he
alternate hypothesis, the two models have accuracy different
which can be expressed mathematically as Hi: ng; # njo.
In equation 11 McNemar’s test computed.
2
P — value = (o1 = m10)" (11)
no1 + nio

The significance selection level, the test statistic or p-value
illustrated as, the test statistic is chi-square distribution with
freedom of degree 1. In addition the confidence level and «
are complement of each other. The significant level is alpha,
if alpha value is small then high confidence level and the
significance of the model will high. While if the alpha value
is large then confidence level will be small and the model is
less significant. Mathematically we write it as bellow: If p >
a: then Hy is failed to reject, the models are not difference,
If p < «a: then Hy is rejected and alternate H; is accepted
the models have performance different when trained on the
specific training datsset R.

G. PROPOSED CLASSIFICATION METHOD

The proposed method has been designed to identify the Breast
cancer. In this method, the classifier SVM has been used for
prediction of BC. The Relief, PCA and autoencoder algo-
rithms have been used for features selection that classifier
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Algorithm 3 Proposed BC Identification Method

1: Begin

2: Pre-processing of clinical BC data sets using min-max
scalar;

3: Supervised based Relief algorithm and unsupervised
based autoencoder and PCA algorithms have been used
for appropriate feature selection;

4: Training the classifier with k-1 instances of the data set;
Validate with k-5 instances of the data set;

5: Train model with k-lsub-groups with initial hyper
parameters values (C, y);

6: Validate the model on test set of 5 folds and obtained the
best hyper parameters; Repeat steps 4 and 5

7: Calculated model average classification results of 5 folds
(OA'A

8: Performance of best model on testing set;

9: End

effectively classifies breast cancer and healthy people. Addi-
tionally, the k-fold cross-validation method has been used
for best hyper-parameters and for predictive model selec-
tion. Performance measuring metrics have been used for
model performance evaluation. The Breast cancer clinical
data sets have been used for testing of the proposed method.
McNemar'’s statistical test has been incorporated for proposed
models comparison. The following is the pseudo code of the
proposed method which is given in Algorithm 3. The flow
chart of the proposed method has been shown in Figure 5.

IV. EXPERIMENTAL RESULTS AND DISCUSSION
Experiments have been conducted in this section to check
the classification performance of the proposed method. The
“Wisconsin Diagnostic Breast Cancer (WBC) original” and
Wisconsin Breast Cancer Diagnostic (WDBC) data sets have
been used for testing of the proposed method. The k-fold
were k = 5 has been used for validation of the proposed
method. The classifier SVM performance have been evalu-
ated on full features set. Supervised learning based FS algo-
rithm Relief and unsupervised learning autoencoder and PCA
algorithms have been used for feature selection and on these
selected features the classifier SVM performance has been
evaluated. In addition, the classifier has been trained with
essential hyper parameters values. Furthermore, Performance
evaluation metrics have been used to check the performance
of classifier such as accuracy, specificity, sensitivity, MCC,
ROC-AUC. Before applying to classifier, all the features
were standardized and normalized. Additionally, McNemar’s
statistical test has been incorporated for the proposed models
comparison. All the experimental results have been reported
in different tables and graphically have been demonstrated
with various graphics.

For experimental setup computer configure with Intel(R)
Core™ i3-2400 CPU @3.10 GHz PC with window XP
10 has been used. Different machine leaning libraries
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Y

Split the reduced subspace of features into training and testing set
using k-fold CV, where k=5

BC data set

\]

Data preprocessing

Test set Training set

Training set Test set

Relhiet, PCA , Autoencoder
based feature selection

Initial hyper
parameters
(O8]

along with hyper parameters(C, v)

SWVM train on k-1 of the 5 folds

y

Predictive model

Validate with test set

Prediction

v

v

Healthy people

BC people

FIGURE 5. Flow chart of the proposed BC method.

have been configured on python programming language for
simulation.

Furthermore, all required hyper-parameters of the concern
models have been reported with related values in different
experimental subsections of this section.

A. RESULT OF SUPERVISED RELIEF FEATURE SELECTION
ALGORITHM

For important feature selection from WBC dataset Relief
algorithm has been used. Relief algorithm assign weight of all
the features and selected those features whose weight value
is high, it means high weighted features selected by relief and
low weight features are removed from the data set. The fea-
tures selected by relief algorithm have been given in Table 5.
According to relief Algorithm 1, these are important features
from the data set and these features have great contribution in
detection of breast cancer. Similarly from Wisconsin Diag-
nostic Breast Cancer (WDBC) data set features selected by
Relief have been reported in Table 6.

B. RESULT OF UNSUPERVISED AUTOENCODER AND PCA
FEATURE SELECTION ALGORITHMS

The unsupervised based autoencoder feature selection algo-
rithm has been selected important features from WBC dataset
which have been reported in the Table 5. According to
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Autoencoder FS algorithm these features have significant
contribution in the detection of breast cancer. On other hand
feature selected by Autoencode from WDBC data set have
been reported in the Table 6. Similarly feature selected
by PCA from WBC data set also reported in the Table 5
and from Wisconsin Diagnostic Breast Cancer (WDBC)
data set features selected by PCA have been reported in
the Table 6.

C. CLASSIFICATION PERFORMANCE OF CLASSIFIER SVM
ON FULL AND ON SELECTED FEATURE SELECTED FROM
WBC DATA SET BY RELIEF ALGORITHM

The classification performance of SVM has been checked
on full and on selected features set by relief for prediction
of breast cancer. The SVM different kernels, such as RBF
and Linear with hyper parameters values of C =1 and y =
0.002 have been used in these experiments for prediction of
breast cancer. The classification of SVM on full features set
and on selected features set have been tabulated in Table 7.
Thus, according to Table 7, SVM linear performance on full
features have been achieved 97.22% accuracy, 95% speci-
ficity, 89% sensitivity, 97% Fl-measure, 98% AUC and
0.037 seconds processing time. On other hand SVM linear
with hyper-parameter C = 1 and y = 0.002 trained and tested
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TABLE 5. Features selected from Wisconsin Diagnostic Breast
Cancer (WBC) original data set by Relief, PCA and Autoencoder
algorithms.

FS algorithm | Feature Name Feature
Code

Clump Thickness | CT
Uniformity  of | UCS
Cell Size
Uniformity of | UCSH
Cell Shape

Relief Marginal MA
Adhesion
Single Epithelial | SECS
Cell Size
Bare Nuclei BN
Bland Chromatin | BC
Normal Nucleoli | NN
Mitoses M
Clump Thickness | CT
Uniformity  of | UCS
Cell Size

PCA Uniformity  of | UCSH
Cell Shape
Single Epithelial | SECS
Cell Size
Bland Chromatin | BC
Normal Nucleoli | NN
Uniformity  of | UCS
Cell Size
Uniformity  of | UCSH
Cell Shape

Autoencoder | Marginal MA
Adhesion
Single Epithelial | SECS
Cell Size
Bland Chromatin | BC
Normal Nucleoli | NN
Mitoses M

with selected features set and obtained 99.91% accuracy, 99%
specificity, 100% sensitivity, 88% MCC, 99% F1-measure,
99% AUC and 0.002 second was model processing.

While the classification of SVM RBF with hyper param-
eters C = 1 and y = 0.002 on full feature set also
reported in Table 7. According to Table 7 the SVM (RBF)
obtained 97.22% accuracy, 88% specificity,99% sensitivity,
97% MCC, 98% F1-score and 0.048 seconds was processing
of the model. Similarly on selected feature set with same
hypermeters SVM(RBF) achieved 99.75% accuracy, 89%
specificity, 87% sensitivity, 98% MCC, 99% F1-measure and
0.023 seconds was processing time of the model. Table 7
demonstrated the performance of SVM(Linear) has high as
compared to SVM(RBF) on selected features set. The high
performance of SVM linear on selected features might be due
to the data set in linear. The SVM linear obtained 99.91%
accuracy on selected features set. The high performance due
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TABLE 6. Features selected from Wisconsin Diagnostic Breast
Cancer (WDBC) data set by Relief, PCA and Autoencoder algorithms.

FS Lebel Feature Name
algorithm
F3 Texture mean
F5 Area mean
F6 Smoothness mean
F7 Compactness mean
F8 Concavity mean
F9 Concave points mean
F11 Fractal dimension mean
F12 Radius severity
Relief F13 Texture severity
F15 Area severity
F17 Compactness severity
F19 Concave points severity
F20 Symmetry severity
F22 Radius worst
F23 Texture worst
F24 Perimeter worst
F25 Area worst
F26 Smoothness worst
F29 Concave points worst
F30 Symmetry worst
F3 Texture mean
F4 perimeter mean
F5 Area mean
F8 Concavity mean
PCA F9 Concave points mean
F11 Fractal dimension mean
F12 Radius severity
F14 Perimeter severity
F16 Smoothness severity
F17 Compactness severity
F19 Concave points severity
F21 Fractal dimension severity
F25 Area worst
F26 Smoothness worst
F27 Compactness worst
F28 Concavity worst
F29 Concave points worst
F31 Fractal dimension worst
F3 Texture mean
F4 perimeter mean
F5 Area mean
Autoencoder] F9 Concave points mean
F11 Fractal dimension mean
F12 Radius severity
F14 Perimeter severity
F16 Smoothness severity
F17 Compactness severity
F19 Concave points severity
F21 Fractal dimension severity
F26 Smoothness worst
F27 Compactness worst
F29 Concave points worst
F31 Fractal dimension worst
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TABLE 7. Classification results on full and on selected features set from WBC data set by Relief.

Classifier Parameters Feature set Performance evaluation metrics
<, v Acc Sp Sn  MCC Fl-score ROC-AUC Time(s)
SVM(Linear) 1, 0.002 Full 9722 95 89 87 97 98 0.037
1, 0.002 Selected 9991 99 100 88 99 99 0.002
SVM(RBF) 1, 0.002 Full 97.22 88 99 98 97 98 0.048
1, 0.002 Selected 99.75 96 89 87 98 99 0.023
TABLE 8. Classification results on full and on selected features set from WBC data set by Autoencoder.
Classifier Parameters Feature set Performance evaluation metrics
<, v Acc  Sp Sn MCC Fl-score ROC-AUC Time(s)
SVM(Linear) 1, 0.002 Full 9722 95 89 87 97 98 0.037
1, 0.002 Selected 99.01 98 87 88 89.00 99 0.001
SVM(RBF) 1, 0.002 Full 97.22 88 99 98 97 98 0.048
1, 0.002 Selected 98.75 98 79 81 96 99 0.001
110.5 995
10 [l.:'\ 99
& so; <085
g 705 B oos
- ,‘ﬂ’ 97
305 96.5
e Full Features Selected Features 26
Full Features Selected Features
Feature set
Features set

FIGURE 6. Classification accuracy of SVM on full and on selected features
from WBC data set by Relief.

to the most related features selection by relief FS algorithm.
The classification performance of SVM on full and selected
features set has been shown in Figure 6.

D. CLASSIFICATION PERFORMANCE OF CLASSIFIER SYM
ON FULL AND ON SELECTED FEATURE SELECTED FROM
WBC DATA SET BY AUTOENCODER ALGORITHM

The classification performance of SVM has been checked
on full and on selected features set by autoencoder for pre-
diction of breast cancer. The SVM different kernels, such
as RBF and Linear with hyper parameters values of C =
1 and y = 0.002 have been used in these experiments for
prediction of breast cancer. The classification of SVM on
full features set and on selected features set by autoencoder
FS algorithm have been tabulated in Table 8. Thus, accord-
ing to Table 8, SVM linear performance on full features
achieved 97.22% accuracy, 95% specificity, 89% sensitivity,
97% F1-measure, 98% AUC and 0.037 seconds processing
time. On other hand SVM linear with hyper-parameter C =
1 and y = 0.002 trained and tested with selected features set
selected by autoencoder FS algorithm and obtained 99.01%
accuracy, 98% specificity, 87% sensitivity, 89% MCC,

22100

FIGURE 7. Classification accuracy of SVM with Autoencoder on WBC data
set.

99% F1-measure, 98% AUC and 0.001 second was model
processing.

While the classification of SVM RBF with hyper
parameters C = 1 and y = 0.002 on full feature set also
reported in Table 7. According to Table 8 the SVM (RBF)
obtained 97.22% accuracy, 88% specificity, 99% sensitiv-
ity, 97% MCC, 98% F1-score and 0.048 seconds was pro-
cessing of the model. Similarly on selected feature set
selected by autoencoder FS algorithm with same hyper-
meters SVM(RBF) achieved 98.75% accuracy, 79% speci-
ficity, 81% sensitivity, 96% MCC, 99% F1-measure and
0.001 seconds was processing time of the model. Table 8
demonstrated the performance of SVM(Linear) has high as
compared to SVM(RBF) on selected features set. The high
performance of SVM linear on selected features might be
due to the data set in linear. The SVM linear obtained
99.01% accuracy on selected features set. The high per-
formance due to the most related features selection by
autoencoder FS algorithm. The classification performance
of SVM on full and selected features set have been shown
in Figure 7.
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TABLE 9. Classification results on full and on selected features set from WBC data set by PCA.

Classifier Parameters Feature set Performance evaluation metrics
<, v Acc  Sp Sn MCC Fl-score ROC-AUC Time(s)
SVM(Linear) 1, 0.002 Full 89.00 99 80 83 89 90 0.027
1,0.002 Selected 98.33 98 88 98 80 97 0.011
SVM(RBF) 1, 0.002 Full 98.00 98 97 98 97 98 0.038
1, 0.002 Selected 98.01 99 79 87 86 99 0.011
E. CLASSIFICATION PERFORMANCE OF CLASSIFIER SVM 100.5
ON FULL AND ON SELECTED FEATURE SELECTED FROM 100
WBC DATA SET BY PCA ALGORITHM £ oos 99.01
The classification performance of SVM has been checked on ‘i‘: g;
full and on selected features set by PCA for prediction of § 99.01
breast cancer. The SVM different kernels, such as RBF and 8 B S
Linear with hyper parameters values of C =1 and y = 0.002 s
have been used in these experiments for prediction of breast o7.5 e vy P
cancer. The classification of SVM on full features set and S al go'mhm :
on selected features set by PCA FS algorithm have been

tabulated in Table 9. Thus, according to Table 9, SVM linear
performance on full features achieved 89% accuracy, 99%
specificity, 80% sensitivity, 83% F1-measure, 90% AUC and
0.037 seconds processing time. On other hand SVM linear
with hyper-parameter C = 1 and y = 0.002 trained and tested
with selected features set selected by PCA FS algorithm and
obtained 98.44% accuracy, 98% specificity, 88% sensitivity,
98% MCC, 80% F1-measure, 97% AUC and 0.011 second
was model processing.

While the classification of SVM RBF with hyper param-
eters C = 1 and y = 0.002 on full feature set also reported
in Table 7. According to Table 9 the SVM (RBF) obtained
98% accuracy, 98% specificity, 97% sensitivity, 98% MCC,
97% F1-score,98% AUC and 0.038 seconds was process-
ing of the model. Similarly on selected feature set selected
by PCA FS algorithm with same hypermeters SVM(RBF)
achieved 98.01% accuracy, 99% specificity, 87% sensitivity,
86% MCC, 99% F1-measure and 0.011 seconds was process-
ing time of the model. Table 9 demonstrated the performance
of SVM(Linear) has high as compared to SVM(RBF) on
selected features set. The high performance of SVM linear
on selected features might be due to the data set in linear. The
SVM linear obtained 98.45% accuracy on selected features
set. The high performance due to the most related features
selection by PCA FS algorithm.

The classification performance of SVM on features
selected by Relief algorithm comparatively high to the fea-
tures selected by autoencoder and PCA FS algorithm. The
classification performance of SVM on Relief based selected
features from WBC data set are 99.91% accuracy, 89%
specificity, 87% sensitivity, 98% MCC, 99% F1-measure and
0.023 seconds is processing time of the model, while the
performance of SVM on features selected by autoencoder
from WBC data set are 99.01% accuracy, 98% specificity,
87% sensitivity, 89% MCC, 99% Fl-measure, 98% AUC
and 0.001 second is model processing. On other hand SVM
obtained 98.45% accuracy on selected features from WBC
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FIGURE 8. SVM performance on features selected from WBC data by
Relief, PCA and Autoencode algorithms.

data set by PCA FS algorithm. Thus, the breast cancer diag-
nosis system based of Relief and SVM is more suitable for
accurate and efficient of detection of BC when using WBC
data set. The classification performance of SVM on features
selected from WBC data set by Relief, PCA and Autoencoder
algorithms has been shown in Figure 8. Thus, we reached on
the conclusion that the performance of Relief-SVM model on
WBC data set is high as compared to WDBC data set and we
recommend it for detection of breast cancer.

F. CLASSIFICATION PERFORMANCE OF CLASSIFIER SVM
ON FULL AND ON SELECTED FEATURE SELECTED FROM
WDBC DATA SET BY RELIEF, AUTENCODER AND PCA FS
ALGORITHMS

In this section, we have been performed experiments for
checking the classification performance of SVM using
WDBC data set. The performance of model has been checked
on full and on selected features sets selected by Relief,
Autoencoder and PCA FS algorithms for prediction of breast
cancer. The SVM different kernels, such as RBF and Linear
with hyper parameters values of C = 1 and y = 0.003
have been used in these experiments for effectively trained
the classifier. The classification of SVM on full features set
and on selected features sets selected by Relief, Autoencoder
and PCA FS algorithms have been tabulated in Table 10.
Thus, according to Table 10, SVM performance in terms of
accuracy with Relief based features selection was 96.48%,
while the accuracy of SVM linear with Autoencoder based
features selection was 91.12%. Similarly PCA based selected
features the SVM linear achieved 97.45% accuracy which
is very high as compared to full features sets and other FS
algorithms such as Relief and Autoencoder. The Accuracy of
these three models have been shown in Figure 9 for better
understanding the performance of these models.
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TABLE 10. Classification results on full and on selected features set from WDBC data set by Relief, Autencoder, and PCA FS algorithms.

FS Algorithm Classifier Parameters Feature set Performance evaluation metrics
C,v Acc Sp Sm  MCC Fl-score AUC Time(s)
Relief Linear 1,0.003 Full 94.00 98 83 86 89 93 0.099
1,0.003 Selected  96.48 98 100 98 89 96 0.291
Relief RBF 1,0.003 Full 90.70 98 97 98 91 98 0.038
1,0.003 Selected  92.01 99 79 97 87 81 0.011
Auto Linear 1,0.003 Full 89.00 99 88 89 88 91 0.027
1,0.003 Selected  91.12 99 98 97 89 96 0.011
Auto RBF 1,0.003 Full 88.00 98 91 97 95 94 0.032
1,0.003 Selected  90.11 99 100 81 81 90 0.041
PCA Linear 1, 0.003 Full 92.10 99 87 82 91 92 0.027
1,0.003 Selected ~ 97.45 100 98 90 88 93 0.051
PCA RBF 1,0.003 Full 90.50 98 90 90 91 90 0.088
1, 0.003 Selected  95.12 99 100 88 86 94 0.061
o8 TABLE 11. Models comparison by using McNemar’s statistical test.
97
et Data set Method Accuracy(%) p-value
°
5o Relief-SVM 99.91 0.4
4o WBC Autoencoder-SVM  99.01 0.6
% zg PCA-SVM 98.33 0.7
38 Relief-SVM 96.48 1.8
 A——— ) = ——— WDBC  Autoencoder-SVM  91.12 1.11
Model PCA-SVM 97.45 1.0

FIGURE 9. SVM performance on features selected from WDBC data by
Relief, PCA and Autoencode algorithms.
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FIGURE 10. Performance comparison of our method with baseline
methods.

G. MCNEMAR'S STATISTICAL TEST FOR THE MODELS
PERFORMANCE COMPARISON

McNemar'’s test is employed, which is a well-known statis-
tical test to compare our resulted performance among the
machine learning models. We set the hypothesis for our
experiments as Ho: ngy = mnjg, if models performance
are same accuracy. otherwise Hi: ng; # njg, the alternate
hypothesis, the two model accuracy are different. To test
the null and alternate hypothesis p-value is computed for all
models employing McNemar’s test. For all experiments the
value of alpha is 0.5, and confidence level is 95%. Hence on
the basis of p-value and alpha, We consider accept or reject
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TABLE 12. Performance comparison of proposed method with existing
methods.

Reference Method Accuracy(%)
[40] PSOWNN 93.67
[41] ACO-SVM 98.83
[42] SAE-SVM 98.3
[22] HBSVM-C 99.1
[20] DBN-NN 99.7
[21] mRMR-SVM 99.71
Proposed method  Relief-SVM 99.91

the null hypothesis on criteria as If p — value > «: then Hy
fail to reject, the model’s are same performance. If p-value
<=« then Hy is rejected and alternate H; is accepted. These
models performance are different when trained on the partic-
ular training set R. The experimental results of p-value are
calculated for all employed models and reported in Table 11
with level significant is 0.5.

H. COMPARISON OF PROPOSED METHOD WITH
BASELINE METHODS

The performance of proposed (Relief-SVM) in terms of accu-
racy have been compared with state of the art method in
the Table 12 and graphically shown in the Figure 12 for
better understanding. According to Table 12 and Figure 12 the
proposed method has been achieved high accuracy 99.91%
as compared to existing state of the art methods. The high
performance of proposed method due to appropriate fea-
tures selection of Relief FS algorithm and SVM predictive
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enl - layers.Dense(7, activation='relu’)(orig_inputs)
en2 - layers.Dense(6, activat

en3 = layers.Dense(s, activation='relu’)(enz)
model_encoder=odel (orig_inputs,ens, name="encoder”)

encoder_input=Input(shape=(5,))

de1 = layers.Dense(s, activation='relu’)(encoder_input)

de2 = layers.Dense(7, activation='relu’)(de1)

de3 = layers.Dense(9, activation='sigmoid’)(de2)

model_decoder=todel (encoder_input,de3)

auto_encoder=rodel (orig_inputs,model_decoder(nodel_encoder(orig_inputs)),name="autoencoder")
auto_encoder. summary ()

auto_encoder. compile(loss=losses.MeansquaredError(), optimizer-optimizers.S6D(learning rate=e.1))
auto_encader. fit(X, X, epochs=208)

Xencoded=mode]_encoder.predict(X)

sv_pd=pd.DataFrame (Xencoded)

csv_pd. to_csv("D: \MyDrivers\\reduced_features.csv")

FIGURE 11. Autoencoder FS algorithm architecture for wbc data set.

=(30,))

el - layers.Dense(2e, activation='relu

orig_inputs=Input(shape
(orig_inputs)
(en1)
(

en3 = layers.Dense(12, activation='relu’)(en2)

)
)

en2 = layers.Dense(15, activation='relu’

model_encoder=todel(orig_inputs,en3,name="encoder"
encoder_input=Tnput(shape=(18,))

del = layers.Dense(20, activation='relu’)(encoder_input)

de2 = layers.Dense(15, activation='relu’)(del)

de3 = layers.Dense(38, activation='sigmoid’)(de2)

model_decoder=tiodel(encoder_input,de3)

suto_enceder=todel (orig_inputs,model_decoder(model_encoder(orig_inputs)),name="autoencoder")
aute_enceder. summary ()

suto_encoder. compile(loss=losses.MeansquaredError(), optimizer=optimizers.SGD(learning_rate=8.1))

auto_encoder.fit(X, X, epochs=208)

_predict(X)

Xenceded=model_enco
csv_pd=pd.DataFrame (Xencoded)
csv_pd.to_csv("D:\MyDrivers\\reduced features.csv")

FIGURE 12. Autoencoder FS algorithm architecture for wdbc data set.

model. The proposed method can be easily incorporated in
e-healthcare systems for effective identification of BC.

V. CONCLUSION
Breast cancer is one of the highly dangerous disease among

the females around the world. The efficient and correct
detection of BC is big medical issue and many researchers
proposed different diagnostic methods for detection of this
disease, however these existing methods still needed further
improvement to correct and efficient detection of this dis-
ease. In this study, we proposed a new BC identification
method by using machine learning algorithms and clinical
data. In the proposed method supervised (Relief) algorithm
and unsupervised (Autoencoder and PCA) algorithms have
been used for related features selection from data set and
then these selected features have been used for the training
and testing of the classifier SVM for accurate and on time
detection of BC. Additionally in the proposed method k folds
cross validation method has been used for model validation
and best hyper parameters selection. The model performance
evaluation metrics have been used for model performance
evaluation. The BC data sets have been used for testing of
the proposed method. The experimental results are demon-
strated that the features selection take a deep significant in
accurate and on time detection of BC. The proposed method
has achieved high results in term of accuracy and achieved
99.91% accuracy on the feature selection by Relief FS algo-
rithm. Further, the performance of SVM on features selected
by autoencoder and PCA have low performance as compared
to the performance of SVM on features selected by Relief
algorithm. Thus, the proposed method Relief-Support vector
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TABLE 13. Mathematical symbols and notations are used in this paper.

Description

w

st
=
=3
S
=S

Data set

Subset

Feature set

Number of instances in dataset
Input features in dataset
Predicted output classes label
Bais is offset value from the origin
d-dimensional coefficient vector
iis ith sample in data set

ith instance of dataset sample X
exponential function

Target labels to x

Training set

sgn sgn is significant margin of hyperplane
Test set

Finite set

Test probability value

Degree of freedom

Feature in dataset

ith feature in dataset

Empty sect

probability

Null hypothesis

1 Alternate hypothesis

—E S~k I man

SR
8

-4

P-value

T e =2

machine is highly recommended for diagnosis of BC. The
performance of the proposed method is high as compared to
existing state of the art method in terms of accuracy. Addition-
ally, we employed McNemar’s statistical test for performance
comparison of our models. The novelty of the proposed study,
is to designed a BC diagnosis method using machine learn-
ing classification and feature selection techniques. Firstly,
a suitable FS algorithm have been used for important features
selection and classifier SVM achieved high accuracy on these
selection features. Secondly, the weak features have been
successfully separated from the data sets that have low impact
on prediction of BC. Thirdly, the WBC data set is more
suitable and classifier SVM achieved high performance as
compared to WDBC data set. Lastly, the BC detection method
based on Relief SVM is more suitable for the detection of BC.
Further, the proposed method could be easily incorporated in
healthcare system for diagnosis of BC. In future, we will use
other features selection algorithms along with other data sets
of BC for further improvement in BC detection. Additionally,
deep learning models will also apply for detection BC.

APPENDIX
The mathematical Notations used in paper are given
in Table 13.
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