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ABSTRACT Multi-organ segmentation from whole-body computed tomography (CT) scans has gained
increasing research interest over recent years. While the learning-based segmentation algorithm has lately
achieved tremendous success, the need for detailed annotation of multiple organs further increases the manual
burden. With a limited number of annotated volumetric datasets, it would be beneficial to apply the trained
model from such a set to CT images acquired from other sites with different scanners. Nevertheless, the
discrepancy among training and testing images significantly deteriorates segmentation performance. While
there are many domain adaptation efforts, in this work we proposed a filtered back-projection based algorithm
for performing domain adaptation for CT imagery. An optimal CT reconstruction kernel was obtained by
minimizing the disparity between two images. Furthermore, since the Gaussian kernel is an eigen-function of
the Fourier transformation, the adaptation computation was proven to be simple linear filtering. The proposed
method was tested and compared with multiple methods to demonstrate improvement by employing such
a model/theory-based adaptation approach. The proposed method, used in conjunction with a common
convolutional neural network, such as the U-Net or V-Net, with or without the domain adaptation, achieves
high accuracy in a multiple-organ segmentation task. Approximately 30% of data was used for training, 70%

was used for testing, and an average dice of 0.88 was achieved in 8 organs.

INDEX TERMS Multi-organ segmentation, domain adaptation, filtered back-projection.

I. INTRODUCTION

When performing radiological diagnosis, image-guided
radiotherapy, treatment assessment, and extracting contours
of various organs/tissues are of critical importance amongst
other factors. Due to shape variability and lack of boundary
features in certain regions, contouring abdominal organs can
be time consuming. In addition, detailed abdominal organ
segmentation on CT is a challenging task in both human
performance and automatic algorithms. There are several
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reasons for this, including the low contrast of soft tissues,
morphological complexity of the structures, and large intra-
/inter-variations. To address the problem of CT image organ
segmentation, various approaches have been proposed, such
as the atlas based methods. An atlas-based segmentation
algorithm performs deformable registration of the image to
previously segmented ones. Besides, atlas-based segmenta-
tion is also used as a component in other algorithms pipelines
to extract the target region coarsely [1]-[4]. Its performance
is affected by factors which include representative atlas
selection, selection of deformation registration methods, and
fusion of different organ labels. Moreover, the variances in
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abdominal organs are often much greater compared to other
organs, rendering it a much more challenging situation for
the deformable registration. While increasing a training atlas
may increase the segmentation accuracy and robustness, there
is usually a limit above which the performance plateaus. Also,
the calculation time tends to increase with respect to the
number of atlas.

Recently, the machine learning approach has been
adopted by many researchers and has achieved much suc-
cess. Learning-based methods that rely on big data have
been applied to the segmentation problems with medi-
cal images [S]-[9]. Deep convolutional neural networks
(CNN) [10]-[13] and full convolutional networks (FCN) [14]
have shown to have high performances when applied
to semantic segmentation of natural images and medical
images [15], [16]. Currently, many segmentation tasks have
been adopting the deep learning-based strategy (e.g. segmen-
tation of the brain and other structures) [17]-[20]. Among
them, the U-Net type of structure was adopted by many
researchers [21]. The U-Net can use a relatively small amount
of data to learn a very robust model. In [22], researchers
proposed the 3D U-Net network architecture to process 3D
medical images.

Despite the tremendous progress that has been made with
automatic or semi-automatic segmentation methods, training
and segmenting across different datasets are still very chal-
lenging tasks. Although many CNNs have achieved good
results with various datasets and challenges [23], [24], the
results obtained in these studies are often limited to training
and prediction data acquired under the same condition. When
training on one data set and testing on another data set col-
lected by different methods/parameters, it is often difficult to
obtain satisfying results.

Indeed, studies [25], [26] have found that, in many applica-
tion scenarios, the test data is only related to the training data
while the distributions are significantly different. In order
to solve the problem of inconsistent distribution of training
data and testing data, commonly used methods are the ones
based on feature representations (Haar features, gradients,
colors, histograms, etc.). In [27], [28], the authors proposed
a new method based on histogram matching. At present,
feature-based methods have achieved good performance in
most cross-dataset segmentation and classification problems.

Regarding CT images, different CT manufacturers and
clinical sites may use different methods when reconstructing
images. Reconstruction methods may have different kernel
functions, resulting in large variations in the visual appear-
ance and texture of acquired CT images. For example, the
difference between two sets of CT images is very evident.
This work contained sets of CT images. Abdominal images
were smoother relative to [what was being compared] and
the whole-body CT images were sharper despite a certain
level of noise (see details in Section II-A). Therefore, for CT
images intended for cross-dataset testing, using a method that
is based only on feature representation for domain adaptation
does not significantly improve test results, we proposed a
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method of domain adaptation based on the principle of CT
reconstruction.

We believe the main contributions of this work are:

It is common in the image analysis tasks that the seg-
mentation model is trained on a set of images, while dur-
ing its application, the model is used on a different set of
images obtained from a different site/machine. In particular,
for CT images, two sets of images may not be reconstructed
with the same kernel. In this scenario, the segmentation per-
formance deteriorates significantly if the original model is
applied directly. To address this issue, we propose a filtered
back projection (FBP)-derived domain adaptation. The FBP-
derived domain adaptation method automatically adjusts the
discrepancy between different CT data sets, and improves
the robustness and generalization ability of the pretrained
segmentation model.

The 3D-patch based learning and segmentation framework
loses the spatial context information. This causes the problem
that certain non-related region with similar texture may be
extracted by the patch-based segmentation. To address such
an issue, an efficient whole-body registration-based atlas
approach is adopted. Specifically, the whole-body registra-
tion guides the region of targets to the desired location and
successfully removes the false negative regions caused by the
patch-based CNN segmentation.

Il. METHOD AND MATERIALS

It is possible to obtain good and consistent results by using
organ segmentation from CT images, especially when the
training and testing data are from the same cohort. However,
if the testing data are (1) of different pathological status
from the training data and/or (2) reconstructed with different
reconstruction parameters, the testing and training data will
be significantly different. This results in the degradation of
segmentation performance. In order to mitigate the problem
caused by the discrepancy between training and testing data,
various domain adaptation methods have been proposed.
These methods aimed to transform the distribution of the
testing data to that of the training data.

The general adaptation may omit certain domain knowl-
edge and thus cannot obtain better effect. When the CT
images were constructed with different reconstruction ker-
nels, an analytical method could be derived to map them.
Herein, we proposed a new method for cross-dataset multiple
organ segmentation from CT imagery using FBP-derived
domain adaptation. The overall workflow of our method is
shown in Figure 1.

A. DATASETS

Two representative sets of CT data used in this study are
shown in Figure 2. D1 is the VISCERAL dataset. It con-
tains 20 whole-body CT volumes and 20 abdominal CT
volumes [29]-[31]. The whole-body CT volumes have no
contrast enhancement and the resolution is 0.977%—1.405% x3
(mm). The abdominal CT volumes have contrast enhance-
ment and resolution is 0.6042—0.793% x 3 (mm). In this
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FIGURE 1. The overall workflow of the proposed method. The filtered
back-projection (FBP)-derived domain adaptation is performed on the
training and testing data. The adapted testing image is then fed to the
trained model for segmentation. In cases where the training images are
altered by the domain adaptation step, the neural network is re-trained,
and then the segmentation is performed. Furthermore, a whole-body
registration is used to fuse the contextual information to alleviate the
short-sighted issues brought by the patch-based segmentation. This is
fused with the CNN predicted segmentation for the final result.

FIGURE 2. Two images from the D1 dataset (A, B) and the D2 dataset (C,
D). All slices here used the same window/level setting: window=350 and
level = 40. (A) shows a D1 image with a zoom-in version (B), highlighting
the high-frequency texture in the liver region. (C) shows a D2 image with
a zoom-in version (D). Apparently, D1 images have more high-frequency
noise compared to D2, and learning from one to segment the other is the
main challenge.

dataset, the Left Lung, Right Lung, Left Kidney, Right Kid-
ney, Left Psoas Muscle, Right Psoas Muscle, Liver, Spleen
were manually contoured, and then all contours were used for
training. D2 consists of 92 whole-body CT volumes scanned
with United Imaging uCT510 scanner. This dataset was used
for testing in this work. The D1 dataset is from public domain
and has the ground truth annotated. For our own dataset,
the masks were drawn manually by masters students (using
the software 3D Slicer) and validated by a senior radiologist
(Dr. Y. Zhan in the author list) with more than 10 years of
experiences. Our aim was to train the multi-organ segmenta-
tion model using D1 and apply the segmentation on D2.

B. NEURAL NETWORK TRAINING AND PREDICTION

In order to demonstrate the main contribution of this work,
which is the domain adaptation derived from FBP, the back-
bone neural network used here is kept as simple as possible.
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FIGURE 3. The architecture of the convolutional neural network for organ
segmentation.

To that end, a patch based 3D U-Net, whose structure is
shown in Figure 3 is used. Indeed, the simple yet effective
U-Net provides satisfying results in a large range of seg-
mentation publications. On the other hand, such a backbone
network could be changed to others, as was done in the testing
and comparison sections.

To train the network, 40 volumes and manually annotated
organ labels were used. During the training phase, the patches
were obtained by sampling around the labeled area of the
organ; i.e., each training patch containing at least one pixel
in any of the target organ/tissue. Then, in order to segment
a test image T : R® — R, regions R; C R of the same
size as the training patches were randomly sampled from
the test image according to a uniform distribution. For each
test image, n image patches were extracted for prediction.
The image patches corresponding to the sampled area were
denoted as:

qi(x) = T(X)|R;

Each image patch was inputted to the trained network
model for prediction. Each pixel in the patch obtained a
probability value between [0, 1]. The closer the probability
value was to 1, the more likely it was that the pixel belonged to
the target structure. The probability map of each image patch
was expressed as:

i=1,....n 1

ri = Model(q;)), i=1,...,n 2)

Integrating the probability maps of n image patches, the
global probability map of pixels at various positions x in the
image T belonging to the target organ was computed as:

n
PO =) rilx) 3)
i=1

Finally, we denoted the image predicted by the network as
K = Model(T).

C. FBP-DERIVED DOMAIN ADAPTATION

The above method provided a good result within the same
dataset [21], [32]. However, because different CT datasets
may be collected using different reconstruction and acquisi-
tion methods, the distributions of different datasets were very
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different, as shown previously in Figure 2. Therefore, before
feeding training data into the network, we used a domain
adaptation method to adjust for image differences. As aresult,
the adjusted training data and testing data distribution were as
consistent as possible. Recently, several domain adaptation
methods have been developed to mitigate such discrepancies
between the training and testing datasets [33]-[35].

In this work, the CT FBP-reconstruction theory was used to
design a CT-specific domain adaptation. FBP is a commonly
used algorithm for CT reconstruction. In it, the design of
the filtering kernel was one of the key components, which
significantly affected the appearance of the result. One of the
key factors affecting various CT images was the choice of
different kernel functions.

To proceed, we denote the sinogram from which the CT
image was reconstructed as G(w, 8), and denote the recon-
structed image as f(x,y). The FBP reconstruction can be
written as:

T r+00 . .
[ y)= / / G(w, 0)/>" @S0yl dwd  (4)
0 J-oo0

According to Fourier’s slice theorem

G(w, 0) = [F(u, V)]|u:wcos€,v:wsin9 5)

where |w| represents the filter function that is to be mul-
tiplied by a window function to adjust the image quality.
The ideal filter |w| is a V-shaped filter function with an
infinite frequency band and the integral divergence in the
infinite integration interval. According to the Perry-Wiener
criterion, this ideal filter is not achievable [36]. The common
approach is to use a rectangular window function to limit the
ideal filter, cut off the high frequency part, and only keep
the low frequency band. This gives the well-known Ram-lak
filter [37]. In what follows we denoted the Ram-Lak filter as

R(@) {<|w| for o] < wc> ©

0 otherwise

where w, is the cut-off frequency.

A different choice of kernel gives a different image appear-
ance. Due to the frequency response feature of the Shepp-
Logan kernel, the reconstructed images have more high-
frequency textures, like those in Figure 2A and Figure 2B.
On the other hand, Hamming window reconstructed images
are smoother, as shown in Figure 2C and Figure 2D. There-
fore, the domain adaptation to match these two kinds of the
dataset should utilize the intrinsic link between them, instead
of generic histogram/style matching approaches.

To achieve that, in theory, one could simulate the sino-
gram from one CT image, and perform the reconstruction
using another kernel to match the texture characteristics of
the other. However, the reconstruction parameter, such as
the kernel size, is not always available (for example being
stored in the DICOM header). Additionally, as derived below,
one does not have to go through the tedious project-then-
back-projection steps. Instead, exploiting the eigen-function
property of the Fourier transformation, the above process
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can be achieved using an efficient convolution with optimal
kernel searching.

More explicitly, kernels with different smoothness could be
approximated by multiplication of the Ram-Lak filter with a
Gaussian kernel of different width. For example, the Shepp-
Logan function can be approximated as Sg:

wz
Rw) -2

Se(@) = R(w) x gs(w) =
2

N

where gs(w) is the zero-mean Gaussian kernel with s being
the optimal width defined by:

? 2
5 = arg;nin/. (%ezﬂ - S(w)) dw ®)

Similarly, we use such framework to approximate the Ham-
ming filter function as Hg:

w2
Hg(w) = R(w) x gs(w) = %e_z.@ )
with s defined by:
s = ar min/ (_R(a)) e_;iz — H(w)>2da) (10)
= g(r \/E

Moreover, the reason for adopting such approximation lies
in the fact that the Gaussian kernel is the eigen-function
of the Fourier transformation. This significantly simplifies
the computation. Indeed, an image reconstructed using the
Hamming filter function can be written as:

b4 400
f f G((l),9)@i2ﬂw(xCOSG+ySin9)H(C())d(1)d9
0 —00
g +o00o
%/\ / G(w’0)ef27Ta)(xCOSG-F)’SinQ)HG(w)dde
0 —00

AL el . . 5 5 o
:/ f G(w’G)E/ZJTLU(XCOSG+ysln9)X|a)|e—27‘[ oW dwdd
0 J—o0
(11)
Let:
U = wcosfv=wsinb, (12)

we have:

b4 +00 o . 2720202
/ / G(C(), 9)61 T w(x cosB+ysin @) x |a)|e_ T 0w dwdd
0 —00

+00  p+00 .
= U e, )P ddy

o0 —0Q
+00  p+00
X / / e
—0o0 —0oQ

_2”202(“2+v2)dxdy:|
= F U [Fu,v) x Z(u,v)]

=f(x,y)*z2(x,y) 13)

As detailed above, H(w) represents the Hamming fil-
ter used in the CT image reconstruction, Hg(w) is an
approximation of the Hamming filter, and z(x, y) is a two-
dimensional Gaussian function. Therefore, the reconstruction

VOLUME 9, 2021



J. Huang et al.: Cross-Dataset Multiple Organ Segmentation From CT Imagery Using FBP-Derived Domain Adaptation

IEEE Access

of CT images can use Gaussian functions convolution recon-
structed images to approximately adjust the filter function,
thus controlling image quality.

Indeed, the final formulation of the domain adaptation
turned out to be as simple as a Gaussian smoothing. Yet it
is more than linear smoothing. Instead, this is due to the
usage of the FBP-theory derived method as well as the eigen-
function property of the Gaussian kernel for the Fourier
transformation.

As shown in Equation (10) above, we find the optimal
kernel factor which mapped one image to the other. To that
end, it is necessary to find two corresponding regions in the
two CT volumes, after which the optimal filtering parameters
can be used to match the two regions. Nonetheless, iden-
tifying two corresponding regions before performing image
segmentation is a challenging task; i.e., it is necessary to first
segment the target (e.g., liver) from the new image, and then
match the liver texture in the new image to that of the testing
image, however, tissue heterogeneity may further complicate
the problem. Hence, identifying two corresponding regions
inside certain organs/tissue may be challenging.

Air region, on the other hand, is a good choice. Indeed, the
air region is homogeneous with pre-determined Hounsfield
unit(HU) and may be the easiest to capture across different
images. Consequently, we took two air regions in the two
CT volumes with a size of A3 voxels where A=50 was
empirically determined. These two air regions were denoted
as fu(x,y, z) and fs(x, y, 2).

Following Equation (13), a Gaussian kernel G, was used
to convolve with the original image to generate an image D
closer to the target image, where a is the optimal standard
deviation minimizing:

a=argmin/(fu(x,y, 2) % Gy — fs(x,y,2)* dxdydz  (14)
(e

In order to determine the optimal scalar a, a gradient free
optimization method such as bisection method could be used.
After that, the domain-adapted version D of the image U can
be computed as simple as:

D=G.*U (15)

D. BODY MASK REGISTRATION DRIVEN PRIOR
CONSTRUCTION

The patch-based method used above can effectively focus
on the target organ. Moreover, it puts much less burden on
the GPU memory. Compared to the 2D based approaches,
it utilizes the information in the third dimension, which is
critical for medical images. This method has limitations:
during training, the contextual information, and in potentially
losing the position information of the target structure due to
the size limitation of the patch. Therefore, we adopted an
atlas-based method to provide spatial information [38], [39].
Since the patch-based CNN above already gives good seg-
mentation in the target’s vicinity, the only problem lies in that
certain remote regions with similar texture information may
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FIGURE 4. The top row represents the original images of the three
patients from D1 data set; The bottom row shows the three
corresponding results after FBP-derived domain adaptation.

be included in the output. Therefore, we do not need state-of-
the-art atlas method to give very precise registration result.
Instead, we rely on the registration, providing the approxi-
mate location. A whole-image deformable registration may
be affected by variations in other structures ranging from
CT bed to image artifacts. In contrast, registration between
two body masks can resist to various interference factors and
is computationally effective. Consequently, it resulted in a
suitable option.

We first segmented the body (the interface between the
human body and the air) from both images to be registered.
We then assigned a value of 1 to all locations with a CT
value greater than -500 HU in the image, and assigned a value
of 0 to locations with a CT value less than -500 HU. The
obtained binary image includes the target area (body) and
irrelevant areas (scanning bed, etc.). To remove extraneous
areas, we kept the largest connected component. After that,
the O-regions inside the 1-region were filled to remove the
air-filling cavities. Finally, we obtained a binary map P; :
R} — {0,1};(i = 1,2,...,m) of the body region. The
label of the organ of each image was expressed as L;
R3 — {0,1,2,...,n},i=1,2,..., mwhere 0 indicated the
background and non-zero labels were used for various organs.
Without loss of generality, we randomly selected an image of
the organ label, say, L1, and the body mask P corresponding
to this image as the standard template. Then we used affine
registration to map the binary images P>, P3, ..., Py, to the
binary image P; of the standard template so as to obtain a
diffeomorphic mapping F; : R® — R3( = 2,3,...,m).
The labels of the target organs of these images could be
transformed by F l-_l to pull back to the common domain as
L~,- = Fl._l(Li), (i = 2,3,...,m). Next, we superimposed
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themas O = Y 7', L; to obtain a representative map O of
the target organ label.

As in Equation (15), after obtaining the domain-adapted
training image D, it was re-entered for training which updated
the network model. The atlas method above then formed a
representative map of the target organ O of the test image 7.
Finally, the segmentation result was computedas L = O x K.

E. TRAINING CONFIGURATIONS AND IMPLEMENT
DETAILS

The proposed algorithm was implemented in the Tensorflow
framework on the Ubuntu18.04 (64 Bit) platform with a Titan
XP graphic card with 12GB of memory. We used a learning
rate of 107 for 10000 training epochs (which has been
proven to be sufficient for the convergence of the modules in
the experiments) and saved the network parameters. In each
training batch, we fed 20 pieces of 64 x 64 x 64 voxels
image patch to the network. In addition, we used the Dice
Coefficient (Dice) [40], [41], Jaccard similarity coefficient
(Jaccard) [42], [43] and sensitivity [44], [45] to measure the
coverage of the segmentation result and ground truth:

2|V, NV,
Dice = 2Vp 1 Varl (16)
IVl + Vel
V,NV
Jaccard = M 17
[Vp U V|

where V), and V,; represented the volume of the predicted
region and the ground-truth region, respectively.

Ill. EXPERIMENT

Experiments were conducted to demonstrate the perfor-
mances of the proposed method. In Section III-A and III-B,
we detailed the choice for the size of the patch and air
region. Then, in Section III-C, we directly applied the learned
model to the testing images without any domain adaptation.
Hence, in Section I1I-D, the commonly used histogram-based
domain adaptation was used. The results of some organs were
improved over the vanilla version of the CNN segmentation.
In Section III-E the proposed FBP-derived domain adaptation
based segmentation was tested. Quantitative analysis and
comparison of the results are given in Section III-F and the
results based on V-Net framework are given in Section III-G
as comparison for back-bone network choice.

In each experiment, 20 whole-body CT images and 20
abdominal CT from D1 were used for training. In each of
them, eight organs, including left lung, right lung, liver,
spleen, left kidney, right kidney, the left psoas muscle (LPM),
the right psoas muscle (RPM), were manually contoured by
radiologist. The test dataset (D2) consisted of 92 whole-body
CT images from PET-CT examinations. In this work, in order
to maintain the consistency of data resolution, all volumes
were re-sampled to 1.5 x 1.5 x 1.5mm/voxel.

A. SELECTION OF PATCH SIZE
We have tested various choices for patch sizes, ranging in
{16,32,48,64,128}. Figure 5 shows the segmentation results
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FIGURE 5. Segmentation results of organs using different patch sizes.
Without using any domain adaptation, patch size is the only varying
factor. By trying different patch sizes, it was observed that patch size
of 64 gives the best segmentation result. Therefore, in the subsequent
experiments, it’s fixed at 64.

of various organs using different patch sizes with the vanilla
3D U-Net (evaluated by Dice coefficient). As can be seen
from the comparison, when the size is 64 x 64 x 64 voxels, the
segmentation results appear to be the best. Since this choice
is not the key concern of the present work, in the following
experiments, we fixed the patch size at 64 x 64 x 64 voxels
for consistent training and segmentation.

B. SELECTION OF AIR REGION SIZE

In addition, we compared the effect of the size of the air
region defined at the end of Section II-C on the liver. Before
training the network, we selected air regions of different
sizes {5, 10, 30, 50, 80, 100} in the training data and the test-
ing data to obtain the FBP-derived domain adapted training
image. Then we trained the corresponding network sepa-
rately. Figure 6 shows the prediction results of the pre-trained
network for air regions of different sizes. It can be seen
that the Dice changes gradually after the air region size is
approximately 50 x 50 x 50 voxels. Considering it may be
difficult to obtain continuous air regions with a size greater
than 50 in some volume data, we fixed the size of the air
region to 50 x 50 x 50 voxels in subsequent experiments.

C. MULTI-ORGAN SEGMENTATION WITHOUT DOMAIN
ADAPTATION

In this experiment, the training images were directly fed into
the U-Net(Section II-B) without domain adaptation. The best
performance in the segmentation of the eight target organs
was achieved in the right lung, with an average Dice of
0.976 and an average Jaccard of 0.953. In contrast, the worst
performance (LPM) reached an average Dice of 0.705, and
an average Jaccard of 0.546. As shown in Figure 7, while the
segmentation of the lungs seems acceptable, the spleen, the
left, and right kidneys were all poorly segmented.

D. MULTI-ORGAN SEGMENTATION WITH
HISTOGRAM-BASED DOMAIN ADAPTATION

Since there is a high discrepancy between the training and
testing datasets, adjusting the distributions of the two datasets
is a common approach for domain adaptation. Therefore,
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FIGURE 6. The effect of the air region size on liver segmentation.

We select air regions of different sizes on the D1 and D2 data sets to test
its effect. When the air region is too small, it does not contain enough
samples to compute a representative distribution from which one can
infer the optimal kernel. On the other hand, when the region is too large,
it is difficult to obtain a complete cubic air region. It was observed that
the performance was good and stable when the size is 50 x 50 x 50.
Therefore, in the following experiments, the size of the air region is fixed
to 50.
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FIGURE 7. Performances without domain adaptation on three randomly
picked cases. Results of different coronal slices in three cases. The solid
masks are the ground truth while the contours are the prediction results.
The algorithm under-segmented the spleen in the left and middle panels,
and it also under-segmented the left kidney in the right panel.

such adaptation was performed before the training, i.e. the
training image was adjusted so that its grayscale distribution
matches that of the testing data. The adapted training images
were then fed into CNN (Section II-B). The highest Dice
result was obtained for the right lung, with an average Dice
of 0.972. The highest Jaccard result was also obtained for the
right lung, with an average Jaccard of 0.946.

On the other hand, the average Dice of the right kidney
was the lowest, at only 0.567, and the average Jaccard of
the right kidney was the lowest, at only 0.457. As evident
by comparing Figure 8 with Figure 7, even though the better
segmentation was achieved for the liver, the results for the
lung (L/R) and the kidney (L/R) deteriorated. This suggests
that matching the global distribution without investigating the
specific image patterns may, in fact, worsen the performance.

E. MULTI-ORGAN SEGMENTATION WITH PROPOSED
METHOD

In this section, we used our FBP-derived domain adaptation
method to adjust the training image to the testing images.
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the same subjects as above. Results of different coronal planes in three
cases. The solid masks are the ground truth while the contours are the
prediction results. It can be seen that after the commonly used histogram
based adaptation, the segmentation was getting poorer, for example in
the lung, kidney, and other organs. This is due to the fact that the texture
discrepancy cannot be adjusted well.

R\ L - .
FIGURE 9. Performances with FBP-derived domain adaptation in same
subjects as above. Results of different coronal planes in three cases. The
solid masks are the ground truth while the contours are the prediction
results. The proposed method performs better in each organ on each
image.

1

P

Left Lung Right Lung Liver Spleen Left kidney Right kidney LPM Ri

Dice coefficient
o o =) o =)
in S e @

o
.

o

M Without domain adaptation M histogram based domaina daptation M FBP-derived domain adaptation

FIGURE 10. The average Dice of the three methods. The yellow vertical
line indicates the standard deviation. The proposed method achieves the
overall best performance on all targets, especially the liver and LPM.

The results are shown in Figure 9. Comparing this to Figure 7
and Figure 8, it can be seen that the results improved, espe-
cially for the small targets, such as the spleen and kidney.

F. QUANTITATIVE ANALYSIS OF THE RESULTS

While the segmentation results are visually presented in
the previous sub-sections, in this section we conducted the
quantitative analysis and comparisons. The Dice coefficients
of various tests are summarized in Table 1 and Figure 10.
Table 1 summarizes the Jaccard coefficients and sensitivities
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TABLE 1. Comparison of the Dice+standard deviation /Jaccard /sensitivity of various organs.

Histogram based domain daptation

FBP derived domain adaptation

Without domain adaptation

L Lung 0.97 £ 0.004/0.942/0.991
R Lung 0.976 4 0.004,/0.953,/0.992
Liver 0.833 +0.05/0.717/0.759
Spleen 0.877 £ 0.034/0.782/0.892
L kidney | 0.771+0.101/0.667/0.739
Rkidney | 0.889 £ 0.042/0.804/0.875
LPM 0.705 £+ 0.047/0.546,/0.943
RPM 0.821 4+ 0.018/0.697/0.932

0.969 = 0.006,/0.939/0.979
0.972 4 0.007/0.946/0.977
0.865 % 0.035,/0.764,/0.902
0.871 + 0.022/0.772/0.943
0.602 & 0.245/0.51,/0.584
0.567 & 0.186,/0.457/0.511
0.779 + 0.036,/0.639/0.916
0.731 £ 0.021/0.576/0.948

0.971 £ 0.005/0.945,/0.084
0.979 = 0.003/0.958,/0.992
0.881 + 0.057/0.792/0.905
0.882 = 0.017/0.776,/0.905
0.791 £ 0.094/0.679/0.74
0.898 + 0.033/0.82/0.93
0.811 = 0.02/0.683/0.941
0.823 + 0.033/0.68/0.942

TABLE 2. P-value with proposed method for various organs.

LLung | RLung Liver Spleen | Lkidney | Rkidney | LPM RPM
Without domain adaptation vs Proposed 0.324 0.042 1.83 x 10~% | 0.158 0.188 0.24 0.003 0.898
Histogram based domain adaptation vs Proposed 0.26 0.098 0.0129 0.002 0.047 0.009 0.007 | 8.7 x 107

TABLE 3. Comparison of the Dicexstandard deviation /Jaccard /sensitivity of eight organs under different methods based on V-Net framework.

Histogram based domain daptation

FBP derived domain adaptation

Without domain adaptation
LLung | 0.972 £ 0.007/0.945/0.982
R Lung 0.975 4+ 0.006,/0.953,/0.985
Liver 0.701 £+ 0.155/0.599/0.643
Spleen 0.873 +0.042/0.781/0.9
L kidney | 0.729 £0.191/0.625/0.748
Rkidney | 0.738 £0.091/0.574/0.917

LPM 0.76 4+ 0.04/0.613/0.895

RPM 0.796 £+ 0.045/0.666,/0.9

0.967 £ 0.006,/0.936/0.974
0.968 + 0.006,/0.938,/0.994
0.761 + 0.19/0.697/0.752
0.731 + 0.149/0.614/0.7
0.63 + 0.265/0.515/0.648
0.804 + 0.07/0.661/0.923
0.767 + 0.162/0.687/0.823
0.804 + 0.043/0.673/0.835

0.973 £ 0.007/0.949/0.975
0.978 £ 0.005/0.959,/0.992
0.82 4 0.097/0.733/0.852
0.834 4 0.05/0.709/0.906
0.784 4 0.105/0.679/0.746
0.884 =+ 0.042/0.798,/0.915
0.837 £ 0.036/0.733/0.951
0.844 +0.021/0.731/0.944

and shows that the proposed method achieved the highest
mean Dice, Jaccard coefficient, and sensitivity for all the
organs. The specificity values are all very close to 1 so they
are not listed.

Furthermore, the student t-tests were used to evaluate
whether the improvement brought by the proposed method
was statistically significant. The t-test results are shown in
Table 2. In it, we can observe that the p-values of the t-tests
indicated that the right lung, liver, and LPM were signifi-
cantly improved.

Most of the significantly improved organs were soft tis-
sues. Indeed, the image texture of the soft tissues, compared
to other sites such as the bone, was severely affected by the
CT reconstruction configurations. The proposed method suc-
cessfully addressed this issue and therefore achieved better
results.

G. COMPARISON OF SEGMENTATION EFFECTS BASED ON
V-NET FRAMEWORK

The V-Net [46] has achieved advanced performance in
many multi-organ segmentation tasks and proposed some
V-Net-based variants [47]-[49]. In this sub-section, we com-
pared the segmentation effects on different organs without
domain adaptation, histogram-based domain adaptation, and
the proposed domain adaptation method under the V-Net
segmentation framework. Figure 11 shows the coronal seg-
mentation results of three random testing data under three
conditions. Through the Dice coefficients and Jaccard coef-
ficients comparison in Table 3, it can be seen that under the
V-Net segmentation framework, the proposed domain adap-
tation method can achieve better segmentation performance
in organs except the spleen. In addition, by comparing the
sensitivity scores, it can be seen that the proposed domain
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FIGURE 11. Segmentation results based on V-Net framework in different
conditions. Segmentation in different coronal planes in three cases.

As can be visually inspected, the main discrepancies among the three
methods are located in the liver, left kidney, right kidney, spleen. The solid
masks are the ground truth while the contours show the prediction result.

adaptation method is more sensitive on most organs. Statis-
tically, as evident from the p values in Table 4, the effect
of segmentation was significantly improved for most of the
organs above.

H. SWAPPING TRAINING DATASET AND TESTING DATASET
In this section, we used the D2 dataset as the training
data and the D1 dataset as the testing data, and performed
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TABLE 4. P-value with proposed method for various organs based on V-Net framework.

L Lung R Lung Liver Spleen L kidney R kidney LPM RPM
Without domain adapta- | 0.173 0.006 8.2x 107 0.051 0.003 453 x 10~% [ 3.59 x 10=% | 0.002
tion vs Proposed
Histogram based domain | 0.009 | 2.71 x 10~% 0.008 3.88x 10~% | 557 x 107° | 9.93 x 10~% 0.264 0.0175
adaptation vs Proposed
TABLE 5. Comparison of the Dice+standard deviation /laccard /sensitivity when the training dataset is interchanged with the testing dataset.
Without domain adaptation Histogram based domain adaptation | FBP derived domain adaptation
L Lung 0.978 £+ 0.004/0.947/0.987 0.971 £+ 0.006,/0.94,/0.982 0.982 £ 0.003/0.953/0.992
R Lung 0.981 £ 0.005/0.956,/0.99 0.963 £+ 0.009/0.941/0.976 0.984 + 0.003/0.964/0.989
Liver 0.809 £+ 0.116/0.705/0.827 0.837 £+ 0.08/0.721/0.861 0.862 + 0.057/0.783/0.877
Spleen 0.83 £ 0.05/0.714/0.805 0.771 £ 0.104/0.695/0.786 0.851 + 0.048/0.762/0.894
L kidney | 0.748 £+ 0.182/0.658/0.726 0.79 £0.167/0.734/0.803 0.826 + 0.105/0.785/0.857
R kidney | 0.764 £ 0.074/0.744/0.778 0.805 £ 0.063/0.783/0.826 0.873 + 0.054/0.828/0.902
LPM 0.772 £0.08/0.716/0.781 0.746 £0.172/0.674/0.747 0.824 +0.079/0.798/0.831
RPM | 0.806 + 0.067/0.752/0.864 0.827 + 0.08/0.796/0.876 0.859 + 0.036,/0.827/0.894
segmentation experiments for multiple organs in three cases i Ram-Lak 0.7 Shepp-Logan 655 H
without domain adaptation, histogram-based domain adap- - 0.6 . 03 N
tation, and the proposed domain adaptation. Here, we still ' i 0.5 0.25
used the U-Net framework, and the comparison of Dice . 0.4 02
coefficients, Jaccard coefficients and sensitivity are shown in 04 0.3 015
Table 5. In the segmentation performance of each organ, it can 02 Zi 0(:
be seen that the segmentation results of the proposed method ) 5 -
-1 0 i -1 0 1 sl 0 1

also got significantly improved.

IV. CONCLUSION

Herein, we propose a filtered back-projection (FBP) theory
based algorithm for performing domain adaptation for CT
images. The proposed domain adaptation method effectively
mitigates the discrepancy among various datasets due to the
kernel used in CT reconstruction. This new approach used
in conjunction with a common convolutional neural network,
such as the U-Net, achieves higher accuracy in multiple-
organ segmentation tasks than the original setting. The pro-
posed method was compared with multiple other methods to
demonstrate the improvement by employing the adaptation
component. It is emphasized that we do not claim the overall
framework here to be superior. Instead, we believe combining
the proposed FBP-derived domain adaptation would signifi-
cantly improve the original segmentation accuracy. Further
research should extend such a model-based domain adapta-
tion approach to other imaging systems and cross-modality
adaptations.

APPENDIX

FILTER BACK PROJECTION

In the filtered back-projection reconstruction algorithm, the
design of the filter is the key. The ideal filter is a V-
shaped function with infinite frequency band, whose integral
diverges due to the infinite support, and cannot be realized.
Therefore, the existing reconstruction methods perform win-
dowing on the kernel functions by only retaining the low
frequency part. The commonly used reconstruction kernel
functions are Ram-Lak filter (Figure 12A), Shepp-Logan
filter (Figure 12B), Hamming filter (Figure 12C), Hanning
filter, etc.
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FIGURE 12. Three filtering functions commonly used in CT reconstruction.
(A) The ideal filter function is truncated with a rectangular window to
obtain the Ram-Lak filter function R(w). (B) The Ram-Lak filter function is
truncated with a sinc function to obtain the Shepp-Logan filter function
S(w). (C) The Ram-Lak filter function is truncated with the Hamming
window to obtain the Hamming filter function H(®).
Gauss p = 0,0 = 0.8

Gauss p = 0,0 = 1.2 Gauss p = 0,0 = 0.5

0.8 0.5 03
0.25
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FIGURE 13. Multiplication between Ram-Lak filter and Gaussian function
with different standard deviations, to approximate various kernels in
Figure 12. When o = 1.2, the generated kernel function A is similar to
Figure 12B, when o = 0.5, the generated kernel function C is similar to
Figure 12C.

In the proposed method, we construct the optimal Gaussian
kernel function to perform the domain adaptation on the
CT image. Thanks to the eigen property of the Gaussian
function, this is equivalent to using the new reconstruction
kernel function to reconstruct the CT image. This is shown in
Figure 13.
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