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ABSTRACT Stress is considered by many studies to affect traffic safety, and many researchers have
attempted to monitor the dynamics of driving stress. Previous research has relied excessively on the
positive effects of psychological indicators to improve the accuracy of stress monitoring models. However,
psychological data collection sensors have not been widely used in conventional vehicles, which makes it
impossible to apply the results of that research to actual driving tasks on a daily basis, even if the accuracy is
high. This study designs a real driving task to extract data and proposes a driver’s driving stress monitoring
model based on driving behaviour, driving environment, and route familiarity. The driving behaviour is
described by the speed and acceleration of the vehicle, and the driving environment is quantified by a
dilated residual networks (DRN) model thazt divides the video image from the full region into subregions
according to the distribution of the driver’s attention. Based on the psychological data and driver stress
inventory (DSI) results, the study used a K-means 3D cluster analysis to obtain the evaluation method of
driving stress and constructed an extreme gradient boosting (XGBoost) model to monitor driving stress.
Comparisons of performance with other models show that the XGBoost model significantly outperforms
the other three mainstream machine learning algorithms and exceeds most traditional models without
the use of psychological data. The model’s performance indicators, accuracy, sensitivity, and precision,
reached 91.18%-93.25%, 84.13%—-89.37%, and 90.25%-91.34%, respectively. The study also summarises
the ranking of effects of different scene elements on driving stress for each visual field. The results could
make it possible to apply stress monitoring on a large scale to real driving situations, providing urban
designers with advice on how to reduce driver stress and directing their attention to those visual areas and
visual scene elements that have a higher impact on driving stress and need improvement.

INDEX TERMS Driving stress, monitoring models, driving behaviour, driving environment, machine
learning, route familiarity.

I. INTRODUCTION

As the scale of construction and the number of cars in cities
increase, there is an urgent need to address the issue of
urban traffic safety. Driver stress is increasingly recognised
as a significant cause of accidents [1], with research from
the Virginia Tech Transportation Institute showing that stress
increases the risk of accident by a factor of 10 [2]. A growing
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number of researchers are attempting to dynamically mon-
itor driver stress on the road, and psychological, driving
behaviour, and environmental data are often used in their
research [3]-[5]. Changes in psychological indicators are
the most direct manifestation of changes in driving stress
conditions. Previous research in stress detection has relied
excessively on the positive effects of psychological indicators
on model performance, and physiological data are obtained
from sensors attached to the driver’s body. These sensors
are not widely used in conventional automotive assistance
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systems owing to their uncomfortable and expensive nature
[1]. This is why previous research on driving stress monitor-
ing models, even with high accuracy, is still not applicable to
everyday driving.

There are many sources of driver stress while driving, such
as telephone calls and conversations in the car. The most
important and controllable influences are driving behaviour
and changes in the driving environment. Many researchers
have identified driving behaviour as an important factor influ-
encing driving stress and have quantified it using steering
wheel rotation, car speed, and head movements [6]. Regard-
ing the driving environment, owing to the lack of meth-
ods to quantify this factor that directly affects the driver’s
visual perception, it is often qualitatively analysed or even
ignored [7]. Thanks to the application of deep learning in
computer vision, its powerful feature extraction capabilities
help us better understand the semantic information of each
pixel in an image, providing a means to quantify the driv-
ing environment [8]. In addition, route familiarity has also
been shown to affect driving stress, with unfamiliar routes
increasing psychological pressure and tension for drivers,
and familiar routes leading to more frequent risky driving
behaviour and thus increased driving stress [9], [54].

Using experimental data from a real driving task, this study
attempts to move away from the reliance of driving stress
monitoring models on psychological data and to develop
a real-time monitoring model of driving stress based only
on the driving behaviour, driving environment, and route
familiarity. The experimental data consisted of 1022 sets of
observations, including physiological data, vehicle operation
data, driving environment data, and Driver Stress Inventory
(DSI) data, obtained by 23 experiment participants who drove
seven consecutive trials on six widely varying and unfamiliar
routes. The physiological and DSI data were used to establish
the evaluation method of driving stress level using the K-
means 3D cluster analysis, and the vehicle operating speed
and acceleration were used to describe the driver’s driving
behaviour. Based on the dilated residual networks (DRN)
model, the driving videos were used to describe the changes
in the driving environment according to the distribution of
the driver’s attention between the full regional segmentation
and the subregional segmentation. The study used the extreme
gradient boosting (XGBoost) model to establish a driver’s
driving stress monitoring model and to explore the ranking
of the effects of different scene elements on driving stress
in each visual area. The contributions of this study are as
follows.

1) We propose a new model for monitoring the driving
stress based on the driving behaviour and driving envi-
ronment, which achieves ideal performance without the
use of psychological data. The results of this research
can be used to monitor the driver’s driving stress using
conventional vehicle equipment, which makes it possi-
ble to apply stress monitoring to daily driving on a large
scale.
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2) The study not only ranked the different regions within
the visual field in terms of their impact on driving
stress, but also summarised the ranking of the impacts
of different scene elements on driving stress for each
region. We believe that the results of the study can pro-
vide urban designers with recommendations for reduc-
ing driver stress and direct their attention to visual areas
and scene elements that have a higher impact on driving
stress and need improvement.

The main structure of this paper is as follows. In Section 2,
we review the research works related to this study. In
Section 3, we describe the experimental design and feature
extraction of this study. In Section 4, we describe the process
of developing the XGBoost-based driving stress monitoring
model. In Section 5, we include the results of this study,
present the performance of the model and compare it with
other related studies, and finally explore the importance of
different variables on the model. In Sections 6 and 7, we
discuss the conclusions and implications of this study and
identify the shortcomings.

Il. RELATED WORK

A. METHODS FOR MEASURING DRIVING STRESS

Stress is an important factor in driving because it affects a
driver’s performance, and stress is considered as one of the
most important causes of car accidents [10].Stress in psychol-
ogy represents a state of feeling in which humans are unable
to respond normally to external stimuli, and researchers dis-
tinguish between eustress and distress. Eustress refers to a
stress that allows a creature to produce a more beneficial state,
such as vigilance [11]. However, more researchers consider
stress as distress and explore the negative effects it brings to
people. In terms of traffic, driving requires constant dynamic
attention to the driving task and the ability to identify poten-
tial hazards and monitor changes in a complex environment,
and driving stress can affect traffic safety by influencing the
driving task as described above [12]. In fact, many stud-
ies have confirmed that driving stress affects traffic safety.
Excessive stress can disrupt driver performance and reduce
driving safety [13], and accident reports have shown that
stress significantly increases the probability of accidents.As
researchers have realised the impact of driving stress on traf-
fic safety, they have begun to explore how to measure driving
stress comprehensively.Stress is often caused by unpleasant
external interventions and is influenced by the participant
themselves and their environment, so researchs generally
measure driving stress in four ways [14].

1) PSYCHOLOGICAL EVALUATION

Psychological evaluation is measured mostly in the form
of questionnaires [15], [16], the Driving Behaviour Ques-
tionnaire(DBQ) and the Driver Stress Inventory(DSI) are
two of the most commonly used methods to measure psy-
chological states [17].The DBQ evaluates the psychological
state of the driver by measuring three types of abnormal
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driving behaviours: violations, errors, and mistakes [12], but
the DBQ does not measure the emotional response to the
combined measure of driving.The revised DSI, based on the
DBAQ, assesses the driver’s stress responses while driving on
five different dimensions and obtains good results, including
aggressiveness, dislike of driving, hazard monitoring, fatigue
tendency, and thrill seeking. As researchers have found simi-
lar influences on driver stress in different cultures [18], [19],
the DSI has been translated into multiple languages based
on language, traffic rules, and driving habits in different
countries [20].

2) INTERNAL PHYSIOLOGICAL RESPONSES

Stress is essentially regulated by the autonomic nervous sys-
tem through the sympathetic nervous system (SNS) and the
parasympathetic nervous system (PNS) in response to physi-
ological stress, thus adrenaline and cortisol levels can be used
as two main physiological indicators to detect stress [23], but
epinephrine is not commonly used because of its invasive
method of acquisition. Other psychological data are also
commonly used for stress measurement, such as Electrocar-
diogram(ECG), Electrodermal Activity(EDA), Respiration
Activity(RSP), Electromyography(EMG), Skin Temperature,
and Pupillary Dilation. Salivary cortisol levels have been
shown to measure driver stress-induced sympathetic nerve
activity as well as the stress produced [39].Two parameters
in the ECG, heart rate(HR) and heart rate variability(HRV),
can indicate fluctuations in the ANS and have been widely
used for the measurement of driver stress levels [21], [22]. At
the same time, EDA [23], [43], RSP [24], EMG [25], Skin
Temperature [26], and Pupillary Dilationhave [27] also all
been proven in research to be effective in measuring driver
stress levels.

3) EXTERNAL PHYSICAL RESPONSE

In addition to involuntary physiological responses to stress,
external and voluntary behavioural responses such as facial,
verbal, and driving behaviours can also measure a driver’s
stress status. Some studies have aimed to identify drivers’
stressful situations by identifying their facial reactions under
negative emotions [28] and analyzing the sound waveforms
of their verbal communication [29]. More researchers are
opting to use vehicle dynamics data to represent drivers’
driving behaviour and determine their psychological state, but
the sources of data are diverse. Vehicle speed, acceleration,
braking frequency and steering wheel angle are common
vehicle dynamics data [23], [30], and even Global Positioning
System(GPS) signals have been used by researchers to extract
vehicle trajectories and describe their changes in dynamics
[31]. Regardless of the data source, vehicle dynamics data
has been shown to better predict driver stress conditions when
added to research [32].

4) EXTERNAL ENVIRONMENT
Driver stress can also be affected by the external environment,
such as traffic jams, heavy rain, night driving, etc [6], [33].
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The parameters of the external environment can be divided
into three categories: (1) Weather conditions [34]; (2) Driver
visibility [35]; (3) Roadscape; (4) Driving routes [9]. How-
ever, due to the lack of accurate and efficient methods to
quantify the driving environment, the external environment
is an important factor that has not been extensively studied
due to the complexity of statistical and analytical methods,
for example, geographic databases have been used to pro-
vide information on road conditions, road types, intersection
types, number of lanes, traffic signs and road curvature to
describe the driving environment, the complexity of which
can be imagined [49].

B. RESEARCH ON THE DRIVING STRESS MONITORING
MODEL

With the refinement of driving stress measurement meth-
ods, researchers have attempted to monitor drivers’ driving
stress in real time to improve road safety. The research on
driver pressure monitoring models falls into two main cate-
gories. The first approach is the construction of traditional
statistical models to classify driver stress levels [36]-[38],
which requires prior exploration of the association between
numerous characteristics extracted from physiological sig-
nals and stress status, and is more difficult but less dependent
on the amount of data. The second approach is the use of
advanced techniques such as machine learning to construct
models, which has become common with the development
of data extraction and analysis techniques [6].The implemen-
tation of this method relies on a large amount of data, but
the accuracy of the model improves significantly over the
former.

The source of data for the study of stress monitoring mod-
els limits the accuracy and feasibility of the study to some
extent, with psychological evaluations generally using cluster
analysis to obtain taxonomies of stress levels [17], while
internal physiological responses, external physical responses
and the external environment are used to construct moni-
toring models. Since physiological responses are involun-
tary responses of the driver to stress, more studies have
used physiological indicators as the main source of data due
to their high accuracy and easy data extraction [40], and
monitoring models rely on easily extractable and continuous
physiological data such as skin conductance response(SCR),
HR, blood pressure and EMG. Urbano et al. used a lin-
ear discriminant classifier to detect two levels of stress in
drivers using EDA and SCR, and the model achieved accu-
racy of 81%-97% [41]. Another study proposed a three-
level driver stress (low, medium, and high) detection method
based on a cyclic neural network using photoplethysmogram
(PPG), EDA. and RSP signals as eigenvalues and achieved
an accuracy of 89.23% [40]. Rigas et al. used ECG, EDA,
RSP signals and vehicle operation data to detect the two
stress levels of the driver by using a plain Bayesian clas-
sifier, and the model achieved an accuracy of 96% [32].
Another study also used electrocardiograph (ECG), EDA,
and RSP signals and vehicle operation data (steering wheel,

21923



IEEE Access

Y. Lu et al.: XGBoost Algorithm-Based Monitoring Model for Urban Driving Stress

car speed, etc.), from which 42 features were selected to
create a model with an accuracy of over 90% [23]. Rigas
et al. also developed a driver stress monitoring model with
an accuracy of 86% through a support vector machine
(SVM) classifier using data from three sources: physiological
signals (ECG, EDA and RSP), head movements, and the
environment [6].

Although research on driver stress monitoring models have
achieved ideal performance, the over-reliance on the positive
effects that psychological indicators can have on improv-
ing accuracy and the fact that physiological sensors are not
standard in automotive assistance systems has led to stress
monitoring not being used on a large scale in the automotive
industry.Automakers are currently trying to add sensors that
capture physiological data into car assistance systems. Ford
is working on a technology that could restrict driver cell
phone use when the system detects congestion and stressful
driving conditions [42]. Automakers can add heart rate and
body temperature sensors to steering wheels, and respiratory
rate sensors to seatbelts. In addition, the BMW Group, in
cooperation with other research institutes, has developed a
sensor system that is integrated in the steering wheel to
monitor physiological data such as the driver’s heart rate,
skin conductivity, and blood oxygen saturation. The aim is
to initiate appropriate measures when the system detects a
stress condition or uncomfortable situation for the driver,
such as blocking telephone access or turning off radio sounds
[41]. This study attempts to rely on existing data acquisition
devices in automobiles to monitor the driver’s driving stress
in terms of both driving behaviour and driving environment,
which could make it possible to apply stress monitoring to
daily driving on a large scale.

Ill. DATA AND FEATURE EXTRACTION

A. REAL DRIVING TASKS

1) PARTICIPANTS

In total, 9 female and 14 male university students (mean
age = 22.6 years, SD = 1.7) from South China Univer-
sity of Technology (SCUT) were recruited through course
internships and campus recruitment (email, social media)
and paid to participate in the experiment. To ensure the
scientific validity of the experimental data, all participants
were required to have two or more years of driving expe-
rience, have recently maintained continuous driving status,
and complete a questionnaire and sign an informed consent
form prior to the experiment. The questionnaire included
several questions affecting the experimental data such as
history of heart disease, recent drug use, and recent intox-
ication, and the informed consent form was completed and
reported to the local ethics committee, which included the
purpose, methods, and risks of the experiment. The partici-
pants must also ensure that they hold a Chinese C1 driver’s
license, have normal or corrected visual acuity of 0.8 and
above, and have no experience driving on the experimental
roads.
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2) EQUIPMENT

The data obtained during the real driving task consisted of the
driver’s physiological signals, the vehicle’s operating status,
and the data of the driving environment. Three instruments
were used to ensure the comprehensiveness and accuracy of
the data.

1) BIOPACMP160, which includes five data acquisi-
tion channels (ECG, EDA, and tri-axial acceleration
(X/Y/Z)) to record the ECG, EDA, and vehicle accel-
eration data of the driver during driving. Among them,
the ECG sensor is fixed on the front chest and right and
left waist to collect the ECG signal, the EDA sensor is
fixed on the forefinger and middle finger of the non-
useful hand to collect the electrodermal signal, and the
three-axis acceleration sensor is fixed on the horizontal
position of the vehicle roof and calibrated in advance
to collect the acceleration data when the vehicle is run-
ning. The sampling frequency of the BIOPACMP160
was set to 2000 samples/second, the signal acquisi-
tion interval of the ECG was adjusted to +/— 10 mv,
and the maximum response of the EDA was set to
50 microsiemens.

2) YOUJIA i-box, which can be connected to the test
vehicle’s on-board diagnostics (OBD) to acquire more
than 200 real-time operating parameters, such as
vehicle speed, fuel consumption, and water temper-
ature, while driving (http://www.gooddriver.
cn/#/hobd). In this study, only the operating speed
is extracted to quantify the driver’s driving behaviour,
and the data sampling frequency is set to 2 Hz.

3) Driving recorder, which can record in real time the
changing situation of the outside driving environment
when a vehicle is running, and thus this study uses
the driving recorder during operation of the test vehi-
cle. The image acquisition resolution of the vehicle
recorder is set to 2560 x 1600 to ensure the accuracy
of image feature extraction.

3) PROCEDURE

This pilot of this study was conducted in Shenzhen, China,
from May to December 2019. To eliminate the specificity of
the experimental data, the experimental sites were selected
in six regions with different community landscapes and road
network conditions in Luohu District, Futian District, and
Nanshan District, Shenzhen. Regarding the urban develop-
ment features in Shenzhen, Luohu District, Futian District,
and Nanshan District correspond to old town, CBD, and
suburban areas, respectively. A closed experimental route is
defined in each region and the road sections and intersections
are numbered in advance to facilitate later data processing,
and it is forbidden to inform the participant of the defined
route before the experiment. The six selected experimental
routes contained a total of 458 sections and intersections,
with the intersections including 52 left turns, 59 right turns,
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and 121 straight segments, and each route involved a travel
time of approximately 1 h.

The right-hand driving rule was adopted in the experi-
ment. To ensure the successful extraction of image features
later, the experiment was carried out under good weather
conditions, and the participants were required to wear the
apparatus for test driving on a non-experimental route to
reduce the discomfort of wearing the apparatus before the
formal experiment. The experimental procedure consisted of
deploying the experimental equipment, pre-trip data calibra-
tion, driving, removing the experimental equipment, and a
final questionnaire survey. To ensure unfamiliarity with the
experimental route, the participants were informed of their
route while wearing the device. The participants were also
asked to sit still and relax in their seats for more than ten
minutes to measure the initial values of each physiological
indicator in the driver’s state of calm. During the experiment,
participants were required to obey traffic rules, to eliminate
the occurrence of non-study variables influencing driver per-
ception of driving, and to ensure that they had a good field of
vision while driving. In addition, the experiment time was set
to 8:30 a.m.—5:00 p.m. on weekdays to ensure a similar type
of traffic during the experiment. Participants were asked to
drive more than 7 trials on each experimental route, resulting
in a total of 45 trials each, for a total of 1035 sets of data. ECG
data were missing or missing in 13 of the total of trials, and
thus only 1022 sets of data were used in the final analysis.

It is important to note that as this study involves the col-
lection of physiological data, the local ethics committee was
informed of the study beforehand. However, considering that
no invasive equipment was used, and the safety of the partici-
pants was not compromised, the ethics committee only asked
for advance notice of the experiment details and informed
consent.

4) DRIVER STRESS INVENTORY

To investigate the driver’s driving stress, it is first necessary
to find a way to quantify it. Researchers have been exploring
ways to measure driving stress. Initially, a table called the
DBQ was developed to evaluate the dimensions of driver
stress [12], but it did not provide a comprehensive measure of
driving emotions. The DSI, which is based on the DBQ, has
been revised to evaluate driver stress vulnerability in five dif-
ferent dimensions, and has been very effective. As researchers
have found similar influences of driver stress in different
cultures [18], [19], the DSI has been translated into multiple
languages based on language, traffic rules, and driving habits
in different countries [20]. The Chinese researchers not only
revised the form’s provisions to fit China’s situation, but
also simplified the original 48 items to 27. Cronbach’s alpha
coefficient was used to perform reliability tests on different
options, and the Chinese version of the DSI also included
five factors: aggression (6 items;« = 0.7); dislike of driving
(6 items; o = 0.63); hazard monitoring (5 items; o = 0.67);
proneness to fatigue (5 items; o = 0.75); and thrill seeking
(§ items; o = 0.73) The stress inventory used an 11-point
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Likert scale to reflect participants’ agreement with each item,
with scores ranging from O (strongly disagree) to 10 (strongly
agree), and the Chinese version of the driver stress inventory
was found to be reliable and valid [44].

In this study, a Chinese version of the DSI was used to
quantify the participants’ stress status, and the participants
were asked to review their stress status on each trial after
the experiment to fill out the DSI for stress self-assessment.
Through post-test communication, the participants revealed
that they encountered almost all the emotional changes
involved in daily driving during the experiment, proving the
completeness and generalisability of the experimental data.

B. FEATURE EXTRACTION

1) PHYSIOLOGICAL DATA

a: ELECTROCARDIOGRAPH

ECG is the electrical signal generated by recording each
cardiac cycle of the heart, which has been shown to be the
most effective way to evaluate a driver’s stress level, and
an increasing number of studies of ECG signals in drivers
have shown that selecting an appropriate method for quan-
tifying the eigenvalue is critical. This study was conducted
by extracting eigenvalues of HR from ECG signals, one of
the most commonly used psychological indicators, which is
often used to quantify a person’s level of arousal and mental
effort [45]. As the range of HRs varies between individuals,
the study uses the relative HR, HR,¢iqtive, S an eigenvalue,
which is quantified by the following formula:

HR
HRbase
where HR. 1s the basal heart rate obtained when the partic-

ipant was asked to sit still for ten minutes at the beginning of
each experiment.

HRrelative = (l)

b: ELECTRODERMAL ACTIVITY

EDA is a characteristic of the human body used to describe
the changes in skin resistance or electrical conductivity due to
changes in the function of the skin sweat glands. Emotional
changes will lead to changes in sweat gland secretion, which
in turn will lead to changes in skin conductivity result-
ing in changes in the skin electrical index. Electrodermal
activity is strongly correlated with mood, attention, and
arousal, and researchers have widely used the electrodermal
index to describe driver stress levels [46], [47]. Studies have
shown that the skin conductance response should be chosen
as a parameter to study when the level of psychological
change is low, and the present study is a low-strain research
on the change of driver stress level under normal driving
conditions [48].

However, owing to the existence of a signal baseline,
the skin conductance response does not fully represent the
driver’s psychological condition, and the threshold of skin
level is not exactly the same for different drivers. Therefore,
the SCR was chosen as the eigenvalue of EDA. The SCR
removes the signal baseline on the basis of the original signal
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of EDA and only considers the relative amplitude of the
signal, which can better represent the change of stress status
caused by external stimuli.

2) DATA ON OPERATIONAL STATUS

Driving behaviour has been shown to affect the driver’s driv-
ing stress, including operating speed and acceleration [31].
The study attempts to characterise the driver’s driving
behaviour through the vehicle’s operating status data, which
are mainly running speed and three-axis acceleration, where
the three-axis acceleration is obtained from the TSD109C2
sensor of BIOPACMP160 and the running speed is obtained
from the vehicle’s OBD system through the YOUIJIA i-box.
The TSD109C2 sensor needs to be calibrated in the direction
(X/Y/Z) and fixed in the horizontal position inside the vehicle
before the experiment, and uncontrollable factors such as
engine vibration and uneven road surface may lead to interfer-
ence signals in the original signal. Due to the small amplitude
and low frequency of the interfering signals, a finite impulse
response (FIR) low-pass filter based on a Blackman —61 dB
window was used to filter out interfering signals with fre-
quencies greater than 5 Hz to obtain the actual acceleration
signal.

Owing to the small slope of urban roads, for the Z-axis
(vertical component) of the three-axis acceleration, the inter-
ference signal from vehicle bumps caused by an uneven road
surface is more obvious and difficult to filter compared to the
original signal, and thus only the X- and Y-axis accelerations
are considered in the study. In addition, the initial value
of acceleration after calibration of the TSD109C2 sensor
is not zero and the sensor needs to be recalibrated before
each experiment, so the study uses a,/, as the eigenvalue
of the operating status, which is quantified by the following
formula:

Acceleration,riginal(x/y)

(@)

Accelerationy jy) = -
Accelerationpgse(x /y)

where Accelerationpgse(xy) 18 the acceleration of the vehicle

at standstill after the sensor has been recalibrated.

3) DATA ON THE DRIVING ENVIRONMENT

The driving environment is the driver’s most intuitive visual
perception of the external environment, which can directly
affect the driver’s psychological burden, and there have been
research attempts to find a deep learning-based driving envi-
ronment quantification method. With the widespread applica-
tion of deep learning in computer vision, its powerful image
extraction capability has been used by a growing number
of researchers for image processing. Image semantic seg-
mentation is an important research direction in image pro-
cessing, the task of which is to make a dense prediction
of the pixel information in an image, and the process is
also called ‘pixel prediction’ [50]. With the improvements
in deep learning theory and numerical computing devices,
convolutional neural networks have been rapidly developed,
and they also provide a quantitative means for image semantic
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TABLE 1. Network configuration diagram for the dilated residual
networks model.

Name Filters Dilation Output Size
Conl_z TX7,64, stride2 1 112x112
Con2_z 3x3 mazpool, stride2 1 56x56
3x 3,64 9
3% 3,64
(3 x 3, 128]

Con3_z 3% 3, 128 X2 1 28x28
(3 x 3, 256]

Cond_x _3 %3, 256_ X2 2 28x28
(3% 3, 512]

Con5_z 3% 3,512 X2 4 28x28
(3 x 3, 512]

Con6_z 3% 3, 512] X2 2 14x14
(3 x 3, 512]

Con7_x 3x3.512 X2 1 TXT
Averagepool, softmax 1 x1

segmentation. However, traditional convolutional neural net-
works add downsampling and pooling layers to obtain more
abstract image features, and the spatial resolution of the
corresponding feature map is reduced. However, the accuracy
of the image segmentation task for pixel prediction purposes
depends on the size of the resolution of the output features.
The process of downsampling and pooling in traditional con-
volutional neural networks results in the loss of information
about the spatial structure of scene elements, which in turn
reduces the accuracy of image semantic segmentation and is
detrimental to the model’s ability to identify small targets and
relationships between targets.

In this study, the DRN model is used for semantic seg-
mentation, and the detailed model network configuration is
presented in Table 1. The model is based on Resnet and
removes the downsampling top layers to maintain the spa-
tial resolution of the feature map. In addition, the model
replaces the downsampling layer with an expansion con-
volution and applies it rationally to the subsequent layers
to ensure the resolution of the receiver field of the sub-
sequent layers and reduce significantly the loss of image
pixel details [51]. To ensure that image information is not
lost in transmission and to prevent the memory consumption
in the image segmentation task from exceeding hardware
capacity, the DRN model sets up expansion convolution only
at the fourth (Group4) and fifth (Group5) of the model’s
seven groups of convolution. Owing to the increase in model
expansion rate, the larger spacing of pixel samples causes
the model to lose local information and produce grid effects.
The model adds Group 6 and Group 7 convolution at the
end of the network to avoid over-expansion of the mesh. We
trained the model using the Cityscapes dataset (https:
//www.cityscapes—dataset.com/), and the model
was shown to have higher accuracy on the Cityscapes dataset
than the ResNet-101 model. The image semantic segmenta-
tion flow is shown in Figure 1.
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dilated convolution
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FIGURE 1. Image segmentation process based on dilated residual networks.

Two methods for extracting image information, full
regional segmentation and subregional segmentation, are
provided with the aim of finding the most appropriate rep-
resentation of the driver’s visual perception. Full regional
segmentation analyses the influence of the information of
different scene elements in the field of view on the driver’s
perception of the driving environment from the global per-
spective, which simplifies the computation but loses some
feature information of the scene elements. It is well known
that different categories of scene elements within different
fields of view affect driver physiological indicators to differ-
ent degrees. For example, the presence of pedestrian elements
on the road and on the pavement causes driver stress to a com-
pletely different degree. The study proposes an information
extraction method based on full regional segmentation for
subregional segmentation. Thanks to the researcher’s study of
the distribution of attentional viewpoints in different regions
of the visual range [35], and taking into account the size
conversion between the viewpoint of the driving video and
the driver’s viewpoint, the study divides the picture into five
regions, Up, Bottom, Left, Right, and Centre, according to
the distribution of attention, as shown in Figure 2. Although
this method can capture more information about the hid-
den details in the images, excessive segmentation can lead
to more zero values for some of the eigenvalues, which is
detrimental to the training and optimisation of the model. In
either method, the study acquires eigenvalues of the driving
environment from three sources.

a: PROPORTION OF VISUAL SCENE ELEMENTS

The whole driving environment is a combination of differ-
ent scene elements, and changes in the proportion of scene
elements are the most visible manifestation of changes in
the driving environment. The proportion of different scene
elements can intuitively affect the driving environment, and
thus the driver’s perception, while the position of different
elements in the scene can also greatly influence the psycho-
logical changes of the driver. Therefore, the study takes the
proportion of visual scene elements as a quantitative indicator
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FIGURE 2. Segmentation of driving video images.

of the driving environment, with the following formula:

n .
> iy pixelj

19 n .

j=1 Zy:] plxelijs

Proportion;; =

3

where pixel;j(i = All, Up, Bottom, Left, Right, Centre;
Jj = 1,2,...,19) denotes the proportion of the j-th scene
element in the i-th region and pixel;j;; denotes the s-th pixel
of the j-th scene element in the i-th region.

b: TIME SERIES CHANGE OF INFORMATION ABOUT THE
PROPORTION OF VISUAL SCENE ELEMENTS

The driving environment changes continuously when the
vehicle is moving, and the static data of visual scene elements
only shows the distribution of visual scene elements in the
driver’s field of view at the current moment, but does not
describe the temporal continuity well. As this study extracts
pictures from the driving video at a frequency of 6 frames/s,
we use the difference between the proportional information of
the current frame and the average proportional information
of the previous 6 frames to obtain the time series change
of information of the proportion of visual scene elements,
DiffProportion;;, as a quantitative indicator to describe the
continuity of the driving environment. The quantitative for-
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mula is as follows:

6 .
> a1 Proportion;j;

DiffProportion;j; = Proportion;j; —

6
)
where  DiffProportion;j (i = All, Up, Bottom, Left,
Right, Centre;j = 1,2,...,19) denotes the time series

change in the proportion of the j-th scene element in the i-th
region, and Proportion;; denotes the proportion of the j-th
scene element in the i-th region of the ¢-th frame picture.

¢: NUMBER OF TYPES OF MOVEABLE SCENE ELEMENTS
Thanks to previous research on interference factors in driving,
we understand that the level of information on different scene
elements is different for drivers, and that moveable scene
elements are more interfering compared to other elements
[52], [53]. Five common movable scene elements exist in
the 19 scene elements obtained by the image segmentation
method based on the DRN model, including Person, Car, Bus,
Motorcycle, and Bicycle, and the study adopts the number
of types of movable scene elements A as the quantifiable
indicator. To avoid a segmentation error rate, we quantified
the indicator by the following formula:

7
Movetype; = Zmovetypeir &)
j=r
0, if P tion; < 0.05
movetype,, = if Proportion;. < ©)

1, if Proportion; > 0.05

where Movetype;(i = All, Up, Bottom, Left, Right,
Centre) is the number of types of moveable scene elements in
the i-th region and movetype;,(i = 1,2 ...,5)is the judgment
value of the r-th moveable scene element.

4) ROUTE FAMILIARITY

It has been shown that a driver’s familiarity with the route
affects his or her psychological state when driving [9], [54],
Since participants had no driving experience on the test road
prior to the experiment, their familiarity with the test route
increased with the duration of the trial. Therefore, the study
used the number of trial laps as the route familiarity and
quantified the route familiarity using the following formula.

Routh_Fam; = Test_Laps; 7)

where Routh_Fam;(i = 1,2,...,6) denotes is the route
familiarity indicator for the i-th test route, and Test_Laps;
denotes the number of test laps of the i-th test route. The
experiment required participants to drive seven consecutive
laps to familiarise themselves with the test route, but in
reality drivers do not drive continuously in order to familiarise
themselves with the route, and discontinuous driving can lead
to route forgetting, so in reality drivers will be slower to
familiarise themselves with the route than in this test. This
study assumes that the number of trials also reflects, to some
extent, the degree of route familiarity, and therefore ignores
the subtle differences between the two.
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5) EVALUATION OF DRIVING STRESS LEVELS BASED ON
K-MEANS 3D CLUSTERING ANALYSIS

How to measure driver stress levels has long been a concern
for researchers, and as previous studies have demonstrated
a strong relationship between ECG, EDA, and driving stress
[5], they have attempted to find ways to quantify the driver
psychological status and stress levels, and hopefully evaluate
the driver stress status based on physiological indicators. To
determine the driver’s stress status during the experiment,
the driver was asked to complete the DSI after finishing the
test by reviewing the driving video. The average value of
the DSI, DSlgyerage, Was used to indicate the driver’s stress
level on each trial. The study used the data from each trial
as a sample dataset to explore how the stress status could
be evaluated through physiological data. First, we collected
ECG, EDA, and stress data in one trial and matched them
to each other, with ECG data as the mean relative HR per
trial, HR elasive, €lectrodermal data as the 85th percentile of
the SCR value per trial, SCRg59 (similar to Vgsg, for running
speed), and stress data as the mean of all items in the DSI,
DSlyverage- In total, 200 sets of sample data were used to
evaluate the method in the analysis, and the results of the sta-
tistical analysis of the three specific descriptions are listed in
Table 2.

Second, considering that the sample size and data span
for the psychological indicators were not large, and draw-
ing on relevant previous studies, we attempted to classify
the driving stress scale into high, medium and low by
means of HR and SCR, and unsupervised learning clus-
ter analysis was used for this study. However, the cluster-
ing analysis of DSIyyerqge only classifies the stress level
from the perspective of the numerical value, but does not
take into account the descriptive effect of HR and SCR on
the stress. Thus, the study attempts to evaluate the driving
stress and its level using the K-means 3D cluster analy-
sis method. Figure 3a) shows a three-dimensional diagram
of the cluster delineation results, with different colours
representing clusters of three driving stress levels: high,
medium, and low, respectively. Figures 3b) and 3c) present
the three views of the three-dimensional diagram, respec-
tively. The classification function for different stress levels on
the HR—SCR viewpoint diagram can be obtained by regress-
ing the boundary data, and the driving stress level of each
experimental sample, ClassifiLevel, can be quantified by the
equation 8, as shown at the bottom of the next page.

The statistical ranges for the description of different stress
levels HR ejative, SCR85%, and DSIgyerqge after 3D cluster-ing
are listed in the table.

IV. METHOD

This study proposes an XGBoost-based model of the driver’s
driving stress monitoring for classifying driving stress levels
based on driving behaviour, driving environment, and route
familiarity, and the model construction and training methods
are shown in Figure 4.
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FIGURE 3. Graph of driving stress assessment results based on K-Means 3D clustering analysis.

TABLE 2. Statistical analysis table of descriptions of HR¢/4tive: SCRg504, DSlaverage, and their composition.

DSIave'rage HRyrelative SCR85%
Aggression Dislike Hazard Fatigue Thrill Total
Items 6 5 5 5 6 27 - -

Mean 452 5.35 5.77 333 2.81 43 1.260 0.094

Standard Deviation(SD) 0.67 0.74 0.85 0.87 0.56 0.55 0.083 0.065
Classification  low 32-53 3.8-6.0 4-7.2 2-4.8 1.7-3.3  3.184.04 1.08-1.33 0.002-0.092
medium 4.0-5.7 4.6-6.8 4.8-7.6 2.0-5.0 2040 4.07-4.70 1.125-1.399 0.093-0.179
high 4.3-6.5 5.0-7.0 6-7.6 2.0-7.0 2743 4.74-589 1.241-1.474 0.169-0.320

A. EXTREME GRADIENT BOOSTING—XGBoost

In this study, we selected the XGBoost algorithm to monitor
the driver’s driving stress. XGBoost is an integrated algorithm
based on a linear classifier or tree, which produces a strong
classifier with better classification or regression results by
integrating several weak classifiers. The traditional and most
commonly used single classifiers, such as Decision Tree and
Support Vector Machines (SVM), tend to improve classifica-
tion performance by increasing the amount of training data.
After a certain amount of training data, the increase in the
amount of data is no longer significant to improve the accu-
racy of the model, and researchers have considered fusing
multiple models from both Bagging and Boosting to improve
the accuracy of the overall classifier. Among them, Gradient
Boosting Decision Tree (GBDT) is a recent popular strong
learner based on multiple decision trees and gradient boosting
iterations, where the model achieves satisfactory performance
by running a certain number of trees. However, when the
dataset is large and the model is complex, the algorithm may

require thousands of iterations to complete the training of the
model and there is a large computational complexity.

XGBoost has become the most popular enhancement tree
algorithm for the gradient boosting machine (GBM), which
optimizes the objective function based on GBDT to ensure
the accuracy of the model while controlling the complexity
of the model, and it is widely used in industry owing to its
high performance in classification and regression and its low
requirements for feature engineering. Similar to the gradi-
ent boosting algorithm, XGBoost is based on an integrated
learning approach consisting of classification and regres-
sion trees (CART) [55]. The model continuously adds and
trains new trees in each iteration to fit the residuals of the
predicted values of the previous decision tree and the sum
of the predicted values of all previous decision trees, and
finally sums the predicted values of all the decision trees
together as the final result. It is a hierarchical method based
on weighted extreme gradient boosting in the ECG heartbeat
classification [56], [57].

High, if  SCRgsq + 0.75 X (HRyelarive — 1)* > 0.19
ClassifiLevel = { Medium, if 0.19 > SCRgs5q + 0.75 X (HR ejative — 1)* > 0.12 (8)
Low, if  SCRgsq, +0.75 X (HRyelarive — 1)* < 0.12
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FIGURE 4. Method flow chart.

For an integrated learning model with K trees, if the input
sample is x;, the model is defined as follows:

yi = Fx(xi) = Fxk—1(x) + fx (xi)

K
> fei). fi € F and fe(xi) = wgy  (9)
k=1

where f; (x;) denotes the mapping of the k-th tree, F is the set
of K response functions fy, wg(x) denotes the predicted value
of the sample falling in this leaf node in this tree, and g(x)
denotes the number of leaf nodes in this tree. The objective
function of XGBoost consists of two parts: the first is the
loss function, which is used to evaluate the error between the
predicted and true values of the model; the second is the regu-
larisation function, which is used to control the complexity of
the model, and the objective function of XGBoost is defined
as follows:

Obj ="

1

[Gi.y) + D Qfe) (10)
k
where / is a loss function that quantifies the difference
between predicted values y; and label y;. 2 is a regularisation
function that measures complexity and tends to choose simple
models to prevent overfitting of the model. The regularisation
function is defined as follows:
Q(f)=VT+%/\ i) (1)
where T denotes the number of leaf nodes and y T controls
the complexity of the model by the number of leaf nodes and
their coefficients. Here, the larger the value is, the larger the
objective function. The second term is the regular term of
L2, which controls the weight scores of the leaf nodes, and
w; denotes the score of the i-th leaf. The objective function
cannot be optimised in European space, and considered from
an approximate perspective, the model prediction score for
the 7-th round sample x; can be expressed as

W =500+ fiw) (12)
Thus, the objective function can be expressed as
n
Obj 0 =310 HV H A+ QA (13)

i=1
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where g; is the first-order gradient statistic of the loss func-
tion and h; is the second-order gradient statistic of the loss
function, both expressed as

gi = doenlOi ) b = 92 )10 30T (14)

Because the constant term does not affect the optimisation
results, the residuals of the previous iteration are omitted, and
the objective function can be modified as follows:

08" = Y Il + Shf2 ()] + Q)
i=1

15)

Bringing the defined loss function into the objective func-
tion and given that the model is a combination of leaf nodes,
the objective function can be expressed as

0" = 3 I3 gy + 5 Qb+ Mefl £ 7T (16)

i=1 el icl;

where J; is the set of leaf nodes. One can simplify the objective
function and obtain the optimal solution for w by defining
Gj = iey; i and Hj = ;e hi as follows:

T
j=1

2
G
H+ 2

« Gj

(1)
- , 0p" =-
! Hi+ A /

+yT (17)

B. FEATURE SELECTION AND DATABASE CREATION

The idea of this study is to build the XGBoost model to solve
the multifactorial problem of monitoring driving stress levels
in inner-city driving. The model training dataset needs to be
built based on data from a real driving task, which includes
various potential variables associated with the predicted
stress levels, such as driving behaviour, driving environment,
and route familiarity. The two methods of quantifying the
driving environment, full region and subregion, produce dif-
ferent eigenvalues. After considering the opinions of all the
participants, the study determines the initial eigenvalues of
the model for each of the two cases, and finally rejects the
uncorrelated eigenvalues according to the Pearson correlation
coefficient results of the initial eigenvalues and stress levels.
Tables 3 and 4 include the lists of the finalised eigenvalues
under the segmentation method for the whole region and
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TABLE 3. Summary of model characteristics for full regional segmentation.

Class Category Features Description Number
Classification criteria Section type SecType Type of road section, where 1 is a straight line section and 2 is an 1
intersection section
Input attributes Running state Acceleration The resulting acceleration measured by the BIOPACMP160 accelerom- 2
eter, including X- and Y-axes
Speed Vehicle running speed values acquired by YOUJIA i-box 1
Driving environment Proportion Proportion of visual scene elements in images extracted from driving 11
videos, including Road, Sidewalk, Building, Wall, Fence, Vegetation,
Sky, Person, Car, Bus, and Bicycle
DiffProportion  The difference between the proportion of visual scene elements in the 11
current frame and the average proportion in the previous six frames, in-
cluding Road, Sidewalk, Building, Wall, Fence, Vegetation, Sky, Person,
Car, Bus, and Bicycle
Movetype Number of types of moveable scene elements 1
Route familiarity Familiarity Number of trials on the same route in the experiment 1
Output target Driving stress level ClassifiLevel Driving stress levels according to HR and SCR, where low stress is 1, 1
medium stress is 2, and high stress is 3
TABLE 4. Summary of model characteristics for subregional segmentation.
Class Category Features Description Number
Classification criteria Section type SecType Type of road section, where 1 is a straight line section and 2 is an 1
intersection section
Input attributes Running state Acceleration The resulting acceleration measured by the BIOPACMP160 accelerom- 2
eter, including X- and Y-axes
Speed Vehicle running speed values acquired by YOUJIA i-box 1
Driving environment Proportion The proportion of visual scene elements in images extracted from driving 27
videos, including Road (All), Sidewalk (Right), Building (All, Up), Wall
(All), Fence (Left, Right), Vegetation (All, Up), Sky (All, Up), Person
(Left, Centre, Right, Bottom), Car (Left, Centre, Right, Bottom), Bus
(Left, Centre, Right, Bottom), and Bicycle (Left, Centre, Right, Bottom)
DiffProportion  The difference between the proportion of visual scene elements in the 20
current frame and the average proportion in the previous six frames,
including Road (All), Building (All, Up), Wall (All), Vegetation (All,
Up), Sky (All, Up), Person (Centre, Right, Bottom), Car (Centre, Right,
Bottom), Bus (Centre, Right, Bottom), and Bicycle (Centre, Right,
Bottom)
Movetype Number of types of moveable scene elements (Centre, Right, Bottom) 3
Route familiarity Familiarity Number of trials on the same route in the experiment 1
Output target Driving stress level ClassifiLevel Driving stress levels according to HR and SCR, where low stress is 1, 1

medium stress is 2, and high stress is 3

subregion, respectively. The number of eigenvalues deter-
mined for the full regional segmentation is 27 and that for
the subregional segmentation is 55.

After determining the initial eigenvalues of the model, the
data from the real driving task were sorted and summarised
according to a sampling rate of 6 samples/s, and the resulting
database of both types consisted of 239,724 data samples.
The degree of change in operating conditions and driving
environment varies greatly between straight and intersec-
tion sections, and the driver’s psychological expectations of
changes in operating conditions and driving environment are
also very different between the two types of sections. There-
fore, separately building different XGBoost models based
on road segment type may improve the accuracy of model
classification and also investigate the degree of influence
of each factor on driving stress on straight and intersection
segments. Ultimately, the initial databases were divided into
six different categories, with 239,724 samples for All and
Sub, 203,376 samples for All_straight and Sub_straight, and
36,348 samples for All_turn and Sub_ turn.
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C. VALIDATION METHODS

This study ultimately classified driving stress into three
classes (high, medium, and low), and the classification task
generally used overall accuracy (Acc), sensitivity (Sen), and
precision (Pre) to evaluate the performance of the model’s
multi-classification task. The specific calculation of the three
indicators is as follows:

Sen = TP/(TP + FN) x 100% (18)
Pre = TP/(TP + FP) x 100% (19)
Acc = (TP + TN)/(TP + FN + TN + FP) x 100% (20)

where TP (true positive) indicates that samples belonging to
that stress level are assigned to that class, FP (false posi-
tive) indicates that samples not belonging to that stress level
are assigned to other classes, TN (true negative) indicates
that samples belonging to that stress level are assigned to
other classes, and FN (false negative) indicates that sam-
ples not belonging to that stress level are assigned to that
class. In this study, which is a multi-classification task, the
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classification task is split into three two-classification tasks
using the macro-average method, and the mean value of each
evaluation indicator is calculated as the evaluation indicator
of the model, i.e., MAC — Acc, Mac — Sen, and Mac — Pre.

D. MODEL TRAINING

The model is built using Scikit-learn, an open source tool
library for machine learning, and according to the theory of
XGBoost, the proper setting of hyper-parameters in the model
is crucial to the training performance of the XGBoost model,
including max_depth, learning_rate, n_estimators, objec-
tive, and gamma. Here, max_depth is the maximum depth of
the tree, which affects the overfit or underfit of the model to
some extent; learning_rate determines the learning rate of the
model. n_estimators is the total number of iterations, i.e., the
number of decision trees; objective defines the learning task
of the model, and as this study is a three-classification task,
this parameter is set to multi:softmax, while num_class is set
to 3; the subsample refers to the proportion of databases used
in training each tree, which can easily lead to overfitting or
underfitting of the model; and gamma is the coefficient of the
penalty term, which is the decreasing value of the minimum
loss function required to split a node, and the larger the value,
the more conservative the algorithm is. The study deter-
mined the initial values of the hyperparameters of XGBoost
based on the amount of data from the training task and the
eigenvalues. Table 5 lists the initial values for the different
models.

After setting the initial values of the hyperparameters of the
XGBoost algorithm, the aggregated data set is divided into a
training set and a test set in the ratio of 0.8 and 0.2, and a 10-
fold cross-validation is used on the training set to obtain the
optimal parameters of the model. In 10-fold cross-validation,
the training set is divided into ten equally sized parts, nine of
which are used for training the model and one for validation,
and the process is repeated ten times. The accuracy of the
final classification task is the performance of the model on the
test set. The hyper-parameters are then fine-tuned according
to the evaluation indicators of the reference model to iden-
tify the hyper-parameters that are critical to improving the
model performance. It is first studied to determine the fuzzy
range of each hyper-parameter based on an equal difference
coarse search for the hyper-parameters based on a large range
of initial values. This is followed by a detailed search and
calculation of all possible combinations of hyperparameters
to determine the best estimate of all hyper-parameters. Not all
eigenvalues have a positive effect on the performance of the
classification task, and after completing a single model opti-
misation, the XGBoost model will calculate the importance
of each eigenvalue to the model, and the eigenvalues with
the lowest impact on the model performance will be elimi-
nated in the next iteration. Through self-screening of model
eigenvalues, the study can find the implied best performance
of the model and filter out all the eigenvalues that affect
the model, which helps to study the mechanism of driving
stress.
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FIGURE 5. Best model accuracy for each iteration of the xgboost model.

V. RESULTS AND DISCUSSION

A. TRAINING RESULTS

The classification performance of the model is not directly
proportional to the number of eigenvalues. By iterating the
model and filtering the eigenvalues, the study found the
best performance for four cases, and the range of hyper-
parameters used for model training during the iterations is
presented in the table. Figure 5 shows the best performance
of the three models under different number of eigenvalues.
It can be observed that all three models use 26 eigenvalues
to achieve the best performance in the case of full regional
segmentation, and the precision of All, All_straight, and
All_turn reach 86.12%, 86.49%, and 87.39%, respectively.
In the subregional segmentation case, Sub, Sub_straight, and
Sub_turn used 44, 45, and 39 eigenvalues to achieve the best
performance of the model, respectively, with an accuracy of
91.18%, 91.95%, and 93.25% for all three.

B. MODEL PERFORMANCE

Comparing the two segmentation cases, it was found that
the model in the case of subregional segmentation based
on the distribution of driver attention showed better classi-
fication performance compared to the full region segmen-
tation. However, regardless of the segmentation method, if
the data can be classified according to the type of road
segment in advance, the classification accuracy of the seg-
mented model is higher than that of the original model. At
the same time, the classification accuracy of the intersection
segment model is higher than that of the linear segment,
which may be related to the greater degree of variation in
vehicle operation data, driving environment data, and physi-
ological data in the intersection segment. Table 6 presents the
Mac — Acc(M-A), Mac — Sen(M-S), and Mac — Pre(M-P)
values of the two original models under the full regional
segmentation and the subregional segmentation, along with
the four models after the segmentation by road segment type.
The highest-performing models have M-A, M-S, and M-P
values of 93.25%, 89.78%, and 91.43%, respectively, which
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TABLE 5. Range of initial and finalised optimal values of hyper-parameters per iteration for different models.

Name Initial value

Range of optimum values

All_straight All_turn Sub_straight Sub_ turn All_straight All_turn Sub_straight Sub_turn
max_ depth 10 5 10 5 10-20 5-15 10-30 10-20
learning _rate 0.01 0.01 0.01 0.01 0.01-0.03 0.01-0.02 0.01-0.05 0.01-0.02
n_ estimators 100 50 200 100 200-400 50-200 200-600 100-300
subsample 0.6 0.6 0.6 0.6 0.3-0.7 0.5-0.6 0.3-0.7 0.5-0.6
gamma 0.01 0.01 0.01 0.01 0.01-0.02 0.01 0.01-0.02 0.01
TABLE 6. Classification performance of XGBoost and other common machine learning methods.
Type of model Performance indicators XGBoost SVM RF GBDT
All Mac—-Acc 86.12 66.60 80.54 83.39
Mac-Sen 77.09 42.28 67.23 73.47
Mac-Pre 85.36 58.97 82.84 82.12
All_ straight Mac—-Acc 86.49 67.00 79.62 83.47
Mac—-Sen 76.29 42.58 65.32 73.12
Mac-Pre 85.17 60.70 82.98 82.96
All_turn Mac-Acc 87.39 67.73 85.55 85.88
Mac—Sen 82.44 52.49 78.42 78.71
Mac-Pre 85.49 62.46 83.54 83.13
Sub Mac—Acc 91.18 71.46 86.87 87.20
Mac-Sen 84.13 50.89 82.50 82.79
Mac-Pre 90.25 67.01 86.32 85.91
Sub_straight Mac—-Acc 91.95 71.44 82.32 84.96
Mac-Sen 85.58 50.90 69.14 72.01
Mac-Pre 90.54 67.14 86.26 86.76
Sub_ turn Mac—Acc 93.25 76.71 88.40 88.84
Mac-Sen 89.78 69.15 84.81 85.60
Mac-Pre 9143 73.23 87.73 87.26

is a satisfactory result. We also compare the performance of
the XGBoost method with three of the more commonly used
machine learning methods for stress predictive modelling,
namely, SVM, random forest (RF), and gradient boosting
decision tree (GBDT). Table 6 also lists the M—A, M-S, and
M-P values of the SVM, RF, and GBDT for different data
sets for both full regional segmentation and subregional seg-
mentation. The XGBoost model shows the best performance
for the classification task of driver’s driving stress level.

To further investigate the performance of this model for
driving stress monitoring, we compared the performance of
this method with that of previous studies. As presented in
Table 7, the XGBoost algorithm was used in this study to
detect the driver’s driving stress, and the performance indi-
cators of accuracy, sensitivity, and precision for the model
in the subregional segmentation case were 91.79%-93.73%,
84.42%-90.2%, and 91.01%-91.98%. Regarding the other
studies, Healey et al. and Singh et al. used only physiological
data to detect driving stress, classifying the driving stress into
4 and 3 classes, respectively, both with less accuracy than that
in our method [40], [58]. Lanata et al. and Rigas et al. used
physiological data as the primary data source while also con-
sidering data of operational conditions or environmental data,
and achieved a classification accuracy of 91.33% and 86%,
respectively, but both methods were also less accurate than
our method [6], [23]. The model performance of the remain-
ing two methods is slightly higher than that of the present
study, but the method proposed by Rigas et al., although it
can reach 96% accuracy, is only suitable for detecting two
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stress levels (stress, no stress) [32]. Rastgoo et al. used the
long short-term memory (LSTM) model to detect the driver’s
driving stress with high accuracy, taking into account the
physiological parameters, vehicle operating conditions, and
driving environment [34]. Changes in physiological data are
the most direct expression of changes in the driver’s stress.
Previous methods have mostly used only physiological data
or used physiological data as the main data source for models,
but because physiological sensors have not been widely used
in vehicles, the over-reliance on psychological data to play
an active role in the driving stress classification task has
prevented the research results from being applied to daily
driving tasks. In this study, an attempt was made to monitor
the driver’s driving stress level using only data from both the
vehicle operating conditions and the driving environment in
two directions, and the model achieved a better performance
without using physiological data.

C. IMPORTANCE OF VARIABLES

Based on the F-weight score of the eigenvalues in the model,
we can understand the ranking of importance of each eigen-
value for the model. The F-weight score for each eigenvalue
is the total number of times the XGBoost model selects that
eigenvalue to generate leaf nodes during training. Figure 6
shows the ranking of importance of the different eigenvalues
in the different XGBoost models. It can be observed that the
eigenvalues in terms of vehicle operating conditions are of
higher importance for all the models, indicating that driving
stress is more affected by the vehicle running conditions

21933



IEEE Access

Y. Lu et al.: XGBoost Algorithm-Based Monitoring Model for Urban Driving Stress

TABLE 7. Comparison between present and previous studies.

Authors Data sources Performance Number of classes
Physiological data  Running condition Environmental data
Healey et ECG, EDA and RSP - - Accuracy:88.6% 4 stress class(low, medium,
al.(2000) [58] signals high,very high)
Singh et PPG, EDA, - - Sensitivity: 88.83% 3 stress class(low, medium,
al.(2013) [40] HRV,RSP signals Precision: 89.23% high)
Lanata et ECG, EDA, RSP Vehicle dynamics - Accuracy: 91.33% 3 stress class (no stress, stress
al.(2015) [23] data Sensitivity: 92.33% level 1,stress level 2)
Rigas et ECG, EDA, RSP - Environmental data Accuracy: 86% 2 stress class(no stress-stress)
al.(2011) [6]
Rigas et ECG, EDA, RSP Vehicle dynamic data - Accuracy: 96% 2 stress class(no stress-stress)
al.(2012) [32]
Rastgoo et ECG Vehicle dynamic data  Environmental data Accuracy: 92.8% 3 stress class(low, medium,

al.(2019) [34]

Our work - Vehicle dynamics

data

Environmental data

Sensitivity: 94.13%
Precision: 95.00%
Accuracy: 91.18%-93.25%
Sensitivity: 84.13%-89.37%
Precision: 90.25%-91.34%

high)

3 stress class(low, medium,
high)

than by changes in the driving environment. In particular,
acceleration is more important to the model than running
speed, indicating that the degree of variation in running
speed is more likely to affect driving stress than the running
speed itself. In addition, changes in the transverse acceler-
ation, Accelerate_X, are more likely to affect the driver’s
stress values than the vehicle’s longitudinal acceleration,
Accelerate_Y. Route familiarity appeared to have less effect
on driving stress, contrary to post-experiment feedback in
which participants widely believed that route familiarity had
a greater effect on driving stress. We believe that the designed
experimental scheme using seven consecutive, continuous tri-
als to familiarise drivers with the route may have accelerated
the route familiarisation process and contributed to this result.

In the full regional segmentation case, the proportion of the
three immovable scene elements (‘sky’, “plant’, and ‘build-
ing’) that are important to the model occupy the top three
positions in terms of driving environment factors. However,
the proportion of vehicle class elements in the Centre and Left
regions of the visual scene is more important to the model
than in the corresponding model for the full regional segmen-
tation case, and the accuracy of the model is also significantly
improved. This indicates that the study of segmentation based
on attentional distribution helps the model to refine more
important variables.

The rankings of importance of the eigenvalues were not
identical for the straight line and intersection segments. The
regions within the visual field of the straight line segment
were ranked as Up, Right, Left, Centre, and Bottom. Contrary
to conventional wisdom, the Centre region, where the driver’s
attention is most active, is not the most influential region
in terms of driving stress. Whereas the intersection segment
increases the driver’s focus on the Right and Bottom regions
while it decreases the focus on the Left region compared to
the straight segment. Scene elements such as cars, buildings,
sky, and plants are both susceptible to changes in driver stress
values for both types of road segments. The difference is that
the driver stress status is more likely to be influenced by speed
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and wall elements on straight segments, whereas drivers on
intersection segments are more likely to focus on road and
pedestrian elements. We also found another interesting phe-
nomenon in that driver stress conditions seemed to be more
influenced by the size of the proportion of common elements,
Proportion, in the urban landscape in the field of view rather
than the difference in their proportions, DiffProportion, such
as buildings, plants, sky, and vehicles. In contrast, drivers’
stress for less common elements in the urban landscape, such
as buses and bicycles, seems to be less influenced by their
proportional size and is more related to when these elements
appear in their vision.

VI. DISCUSSION

Stress has proven to be an important factor in traffic safety,
and a growing number of researchers are attempting to
detect the driver’s stress status [3], [4]. Although previous
research results have been able to achieve a high predic-
tion accuracy, the models rely excessively on physiological
data and no physiological data acquisition device exists for
the vehicle assistance system, making it difficult to apply
the previous research to daily driving tasks [1]. Changes in
physiological data are the most direct expression of changes
in driver’s stress condition, but driver’s stress is generated
by the inability to respond normally to changes in external
conditions. In this study, a driver’ s driving stress mon-
itoring model is established using only vehicle operation
data and driving environment data, and the accuracy of
the model without using physiological data is even better
than previous studies using physiological data. The perfor-
mance indicators of this model, accuracy, sensitivity, and
precision, reached 91.18%-93.25%, 84.13%—-89.37%, and
90.25%-91.34%, respectively. The results of the research can
be applied to a new generation of automotive assistance sys-
tems to monitor and predict the driver’s driving stress using
sensors that are commonly found in automobiles, allowing
stress monitoring to be widely used in daily driving tasks and
improving urban traffic safety. In addition, the study provides

VOLUME 9, 2021



Y. Lu et al.: XGBoost Algorithm-Based Monitoring Model for Urban Driving Stress

IEEE Access

Acceleration_X
Acceleration_Y
Proportion_Sky_All

Acceleration_X
Acceleration_Y

Acceleration_X
Acceleration_Y
Proportion_Sky_All

Proportion_Sky_All

Proportion_Building_All

Proportion_Vegetable_All

Proportion_Building_All

Proportion_Vegetable_All

Proportion_Road_All

Proportion_Vegetable_All
Speed

Proportion_Building_All

Speed

Proportion_Sidewalk_All

Proportion_Road_All
Proportion_Car_All

Proportion_Road_All
Proportion_Car_All
Proportion_Sidewalk_All

Proportion_Car_All

Proportion_Sidewalk_All Speed
Proportion_Fence_All Proportion_Fence_All Proportion_Fence_All
portion_Sky_All P 1_Sky_All _Sky_All

N Proportion_Person_All ® Proportion_Person_All N Proportion_Person_All
S DiffProportion_Fence_All H Proportion_Wall_All 5 ion_Vegetable_All
N Proportion_Wall_All N portion_Fence_All 3 portion_Fence_All
X DiffProportion_Vegetable_All X DiffProportion_Vegetable_All X DiffProportion_Person_All
DiffProportion_Wall_All i ion_Building_All DiffProportion_Road_All
DiffProportion_Building_All portion_Wall_All portion_Sidewalk_All
portion_Bus_All portion_Bus_All portion_Car_All
DiffProportion_Person_All DiffProportion_Sidewalk_All DiffProportion_Building_All
DiffProportion_Sidewalk_All iffProportion_Person_All DiffProportion_Bus_All

DiffProportion_Car_All
DiffProportion_Road_All
DiffProportion_Bicycle_All
Proportion_Bus_All
Proportion_Bicycle_All
Familiarity

portion_Car_All
DiffProportion_Road_All
DiffProportion_Bicycle_All
Proportion_Bus_All
Proportion_Bicycle_All
Familiarity

Feature importance of All

Acceleration_X
Acceleration_Y

Acceleration_X
Acceleration_Y

_Wall_All
Proportion_Bus_All
DiffProportion_Bicycle_All
Proportion_Wall_All
Proportion_Bicycle_All |I—
Famiarity j— |

Feature importance of All_straight

Feature importance of All_turn

Acceleration_X
Acceleration_Y

Proportion_Car_Center
Proportion_Car_Left

Proportion_Car_Center

Proportion_Car_Center

Proportion_Car_Left

Speed

Proportion_Car_Left

Speed
Proportion_Building_Up
Proportion_Vegetable_All
Proportion_Car_Right
Proportion_Building_All
Proportion_Vegetable_Up
Proportion_Road_All
Proportion_Sky_Up

Proportion_Building_Up
ion_Ve

Proportion_Road
Proportion_Sky_Up
Proportion_Vegetable_Up

Proportion_Building_Up
Proportion_Road_All
Proportion_Car_Right
Proportion_Vegetable_All
DiffProportion_Car_Center
Speed
Proportion_Person_Left

DiffProportion_Car_Center Proportion_Sky_All

Proportion_Vegetable_Up

portion_Car_Center

Proportion_Sky_All
portion_Sky_/ Proportion_Car_Bottom

Proportion_Building_All

Proportion_Car_Bottom
Proportion_Sidewalk_Right

Proportion_Sidewalk_Right

Proportion_Car_Bottom

portion_Car_Right
Proportion_Fence_Left
Proportion_Wall_All

\_Car_Right
DiffProportion_Building_Up
Proportion_Fence_Left
DiffProportion_Wall_All
Proportion_Wall_All

DiffProportion_Wall_All
DiffProportion_Building_Up

. y DiffProportion_Person_Right
DiffProportion_Sky_Up DiffProportion_Car_bottom
Proportion_Person_Left
DiffProportion_Vegetable_Up
DiffProportion_Car_bottom
DiffProportion_Vegetable_All
Proportion_Person_Right
DiffProportion_Road_All
DiffProportion_Sky_All
DiffProportion_Building_All
DiffProportion_Person_Bottom
DiffProportion_Person_Center
DiffProportion_Bicycle_Right
DiffProportion_Bus_Right
Proportion_Person_Bottom
Proportion_Person_Center
DiffProportion_Bicycle_Center
Familiarity
Proportion_Fence_Right
Proportion_Bus_Right
Proportion_Bus_Left
DiffProportion_Bus_Center
Proportion_Bicycle_Left

DiffProportion_Sky_Up
DiffProportion_Vegetable_Up
Proportion_Person_Left
DiffProportion_Vegetable_All
DiffProportion_Road_All
DiffProportion_Building_All
DiffProportion_Person_Bottom
Proportion_Sky_All
DiffProportion_Person_Center
Proportion_Person_Right
DiffProportion_Bicycle_Right
DiffProportion_Bus_Right
Proportion_Person_Bottom
Proportion_Person_Center
Familiarity
Proportion_Fence_Right
Proportion_Bicycle_Center
Proportion_Bus_Right
Proportion_Bus_Left
DiffProportion_Bus_Center
Proportion_Bicycle_Left
Proportion_Bicycle_Right |

Feature

Feature

Proportion_Sky_Up
Proportion_Building_Up
DiffProportion_Car_Right
DiffProportion_Road_All
Proportion_Fence_Left
DiffProportion_Person_Right
DiffProportion_Wall_All
Proportion_Sidewalk_Right
Proportion_Sky_All
DiffProportion_Vegetable_Up
DiffProportion_Person_Center
DiffProportion_Car_bottom
DiffProportion_Sky_All
DiffProportion_Person_Bottom
Proportion_Person_Right
DiffProportion_Vegetable_All
DiffProportion_Sky_Up
DiffProportion_Bicycle_Right
DiffProportion_Building_All
Familiarity
Proportion_Wall_All
DiffProportion_Bus_Right
Proportion_Person_Bottom
Proportion_Bus_Right
Proportion_Bus_Left

Feature

Proportion_Bicycle_Right |

Feature importance of Sub

FIGURE 6. Ranking of importance of eigenvalues in different models.

anew perspective on driving stress, exploring the stress status
from the perspective of changes in driver perception.

Different urban landscapes can affect drivers’ emotions,
and a growing number of urban designers are trying to
improve people’s emotional states through the urban spatial
layout and landscape design. This study divides the driving
video image into five regions according to the distribution of
the driver’s attention and quantifies the information of differ-
ent scene elements as variables of the model for the different
regions. Finally, by ranking the importance of the variables,
the study not only summarises the ranking of the degree of
influence of different regions on driving stress within the field
of view, but also summarises the ranking of the influence of
different scene elements on driving stress within each region.
It is hoped that the results of the research will provide urban
designers with recommendations for reducing driving stress
and direct their attention to visual regions and visual scene
elements that have a higher impact on driving stress and need
improvement.

This study still has some shortcomings. On the one hand,
the study is based on the image segmentation technique of
the DRN model to extract the proportional information of
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Feature importance of Sub_straight

Feature importance of Sub_turn

the image scene elements by region to quantify the driving
environment, and thus, it is more strict on the requirements of
image segmentation accuracy. Lower segmentation accuracy
will affect the performance of the driving stress prediction
model and the later analysis of the visual scene elements that
affect the driver’s stress. At the present stage, the seman-
tic segmentation technique can achieve high performance
in standard scenarios (with good lighting conditions during
daytime), but the semantic segmentation can be affected by
unfavourable factors such as nighttime, which may greatly
reduce its accuracy. Therefore, this study only monitors day-
time driver’ s driving stress for the time being. Owing to the
driver’s limited perception during nighttime driving, external
factors that affect driving stress may differ from daytime
driving. If future breakthroughs in image semantic segmen-
tation accuracy are achieved at night, we hope to extend this
research to nighttime and explore how various scene elements
in the nighttime field of view affect the driver’s driving stress.

On the other hand, through pre-experiment communication
with the participants, we learned that route familiarity had a
large impact on driving stress, with the majority of partici-
pants reporting that they would experience more stress when
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driving on unfamiliar routes. To include route familiarity as
a variable in the model, participants were prohibited from
being informed of the experimental route prior to the real
driving experiment to ensure that they were unfamiliar with
the route. The participants were asked to drive seven consec-
utive trials on the unfamiliar experimental route to familiarise
themselves with the route, and the final study used the number
of experimental trials as an indicator of route familiarity.
Obviously, daily driving does not involve many consecutive
trials to familiarise with a route, and there will be some time
interval between trials. This means that the driver in this
experiment became familiar with the route too rapidly, which
resulted in the variable of route familiarity being too low in
importance for the model. In future research, we would like
to design more rational experiments to investigate the effect
of route familiarity on driving stress, taking into account that
drivers have a memory curve for the route and may forget
details of the route to some extent if the route is not repeated
for a certain period of time.

VIi. CONCLUSION

The study attempts to move away from the positive effect of
psychological data for the improvement in accuracy of pre-
vious stress monitoring model studies and proposes a driving
stress monitoring model based on driving behaviour, driving
environment, and route familiarity. The results show that the
performance of the subregional segmentation model based on
the distribution of driver attention is better than that of the
full region segmentation model. The performance indicators
of accuracy, sensitivity, and precision are 91.18%-93.25%,
84.13%—-89.37%, and 90.25%-91.34%, and the performance
of the classified model is better than that of the original
model if the database can be classified by type of road
sections beforehand. A comparison with three other main-
stream machine learning methods and previous traditional
monitoring models shows that the XGBoost model is suit-
able for driver’ s driving stress monitoring and its classi-
fication performance exceeds that of most traditional mod-
els without using physiological data. We believe that the
results of the study could make large-scale application of
stress detection in daily driving a possibility. The impor-
tance of the eigenvalues for optimal performance is pre-
sented at the end of the article, and the study summarises
the effects on driving stress of different vision regions and
different vision elements within the regions. We hope that
the results of our research will provide urban designers with
recommendations for reducing driving stress and will direct
their attention to those visual regions and visual scene ele-
ments that have a higher impact on driving stress and need
improvement.
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