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ABSTRACT The web graph can be used to get insight into the internal structure and connectivity of the Tor
dark web. This paper analyzes the internal structure of the Tor dark web graph and examines the presence of
bow-tie structure as found in theWorldWideWeb. The web graph is generated from the data collected by the
Python crawler customized to scrape data from the Tor dark web. Each of the nodes in the graph represents
an individual Tor hidden service, and an edge denotes the hyperlink from one hidden service to the other.
Various graph metrics are then computed and analyzed for both directed and undirected graphs using the
Python NetworkX package. It was found that most of the nodes of the graph have in-degree and out-degree
less than ten. The presence of power-law in degree distribution could neither be confirmed nor denied. The
Tor web graph is sparse with a few connected pairs of nodes. Like the surface web, the dark web can also be
decomposed into a bow-tie structure though with small component sizes. Several important and well-known
websites on the surface web have incoming links from the dark web. Moreover, the Tor network also shows
the characteristics of small-world and scale-free networks.

INDEX TERMS Bow tie, dark web, graph analysis, Tor, web graph.

I. INTRODUCTION
A web graph can be described as a collection of vertices
and edges where a single vertex depicts a web page, and an
edge between two vertices is a directed hyperlink from a web
page to the other. All the vertices and edges belong to the
WorldWideWeb or the Internet. The study of web graph may
help in identifying the underlying structure of the Internet
of how the different web pages are linked to each other.
They help in developing efficient data mining techniques
and better crawling strategies. The exponential growth in
the size of the World Wide Web has attracted the scientific
community to investigate its graph structural properties with
various aspects [1]–[4].

Dark Web is a portion of the Internet that can only
be accessed using sophisticated routing techniques. The
anonymity provided to the dark web users have been misused
to carry out illicit activities online [5]. The law enforce-
ment agencies have expressed concerns regarding the crim-
inal usage of the dark web [6]. Moreover, it also becomes
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challenging given the ever-changing structure and high churn
in the dark web ecosystem [7]. There is a need to study the
structure of the dark web to get insight into the criminal
activity on the dark web. To the best of our knowledge, only
limited work has been done on the graph structure of the dark
web as the majority of studies have focused on the nature of
content present in the dark web and its legal acceptability.

This paper has tried to fill this gap by exploring the directed
and undirected Tor web graph at the domain level. The data
has been collected from the dark web using the tailored made
web crawler. The Python NetworkX package has been used
to generate the graphs from the collected data. The web graph
consists of 48,174 vertices or nodes and 103526 edges. Vari-
ous graph metrics have been calculated and analyzed for the
graph to identify the importance of different hidden services.
The connectivity within the graph and its structural shape are
also investigated. Also, the connectivity to the surface web
from the dark web is studied.

The rest of the paper is organized as follows: Section II
briefly describes the dark web and the Tor. Section III
contains the related work on the surface web and the dark
web. Section IV describes the methodology employed for the
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collection and analysis of data. Section V reports the result
obtained for various metrics. A discussion about the results is
done in Section VI. Finally, Section VII concludes the study
with future prospects.

II. ABOUT DARK WEB AND TOR
The Internet web pages that regular user access from the web
browser is called the surface web. The part of the Internet that
exists below the surface web is commonly referred to as the
deep web. The portion that lies even below the deep web is
called the dark web. It is an encrypted network and uses the
Onion routing [8] scheme to connect to web services. The Tor
browser1 is used to access the dark web. The user of the Tor
browser remains anonymous while surfing the dark web. It is
also known as the Tor network. The websites in the Tor dark
web are often referred to as the hidden services. The Uniform
Resource Locator (URL) of a hidden service is a 16 character
length string of random alphabets and digits, which ends with
a top-level domain called .onion.

The dark web is being used for both good and corrupt activ-
ities. Users with good intentions can leverage this anonymous
platform to express their thoughts and views openly without
any censorship [9]. The law enforcement organizations and
government bodies may use the dark web to secretly carry
out their missions [10]. Moreover, such platforms are popu-
lar among the people of oppressive regimes where Internet
access is highly controlled [11].

The downside of the dark web platform is that it is being
misused by criminals and fraudsters. Many of the illicit trades
that were previously carried out on the streets have now
been shifted to the dark web [12]. The sale of illegal drugs
being one of the other grey activities carried out on the dark
web [13]. Other controversial activities include child abuse,
hate, violent and gory content, credit card frauds, pirated soft-
ware, unethical hacking guides, etc. [5], [14]. These services
and content may be available individually on single hidden
services or they may also be available under a single roof
commonly referred to as cryptomarkets. Silk Road, Dream-
market, Alphabay were the popular cryptomarkets on the Tor
dark web [15].

The two opposite usage of the dark web platform creates a
state of dilemma for law enforcement agencies to undertake
a strict action [6]. Hence there is a need to get insight
into the internal structure of the dark web, which may help
in the better monitoring of activities being carried out there.
The web graph of the dark web may help in identifying the
central nodes that hold the network structure. It may also
help uncover how the network structure supports the illicit
activities.

III. RELATED WORK
This section begins with the description of relatedwork on the
analysis of the Tor dark web graph followed by the discussion

1https://www.torproject.org/

of some significant contributions related to the analysis of the
web graph of the World Wide Web/Surface web.

The research work aims at exploring the topological struc-
ture of the dark web is limited. A critical study is by
Bernaschi et al., 2017 [16], where they collected data using
the BUbiNG crawler for the analysis of graphs at the page
level, host level, and service level. They have reported graph
metrics like degree distributions along with the identification
of connected components of the graph and their importance in
the integration of the entire graph structure. Both the directed
and undirected graphs were analyzed. They also performed
the semantic analysis of their data to relate it with their
findings of the topology of the web graph.

There are similar works that are carried for the surface
web in the last two decades. A few of the early studies to
determine the topological properties of the web graphwere by
Kumar et al., 1999 [17] and Barabási et al., 2000 [18] where
the former reports the inverse polynomial distribution being
followed by the in-degree and out-degree distributions while
the latter claimed the power law. Kleinberg et al., 1999 [1]
proposed in their paper two algorithms for web graph, which
they ran on their data set to obtain measures for better
search. Based on their observations, they also propose a fam-
ily of random graph models that suited their measurements.
Broder et al., 2000 [2] analyzed the web graph generated
from a large dataset of 200million pages with 1.5 billion links
provided by AltaVista crawl. They found an important result
that the web graph bears a structure similar to that of a bow tie
having six components. According to them, the in-degree and
out-degree distributions follow the power-law and affirm it as
the underlying property of the Web. They also claim that the
measurements of the graph properties do not have any effect
due to the change in crawled data.

A similar study by Donato et al., 2007 [19] conducted their
experiment on the data set provided by the WebBase project.
They reconfirm the presence of power-law exhibited by in-
degree distribution as observed in previous studies. They also
found that there exists a small correlation between the page
rank and in-degree distribution. The bipartite cliques were
also found in their analysis of the web graph. They made a
comparison between their WebBase crawl and the Altavista
crawl use by Broder et al., 2000 [2] concerning the size of
the components of bow-tie structure and found differences in
both datasets. This may be due to the time at which the two
crawls were performed (1999 and 2001).

Lehmberg et al., 2014 [3] analyzed the surface web graph
aggregated at the page level domain (PLD). Their coverage
of more than three billion pages and their hyperlinks was
collected in 2012. Once again, the in-degree distribution was
following a power law with exponent 2.4 in their findings.
They confirm the presence of a bow-tie structure in the PLD
graph as set forth by Broder et al., 2000 [2], for the page
graph. They also categorized the websites into different topics
and discovered the connectivity between the website belong-
ing to different categories. Based on the overall observations,
they suggest a hypothetical structure for a PLD graph called
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the Two-Layer Model which consists of a Low Degree Layer
that contains sparsely connected websites and a High Degree
Layer containing densely connected websites with high
in-degree.

Meusel et al., 2015 [4] performed graph analysis at differ-
ent aggregation levels on the data set collected by the Com-
mon Crawl Foundation in 2012. Comparing their results with
the previous studies, they reported a significant increase in
the average in-degree and the connectivity of the page graph.
As the existence of a large strongly connected component in
page and PLD graph was confirmed by the previous studies
discussed above, its existence in the remaining host graphwas
also confirmed by them in their work. The distance-based
metric for the graphs was also computed at three different
aggregations levels.

In a slightly different study, Serrano et al., 2007 [20] per-
formed a comparative study of different crawl mechanisms
and their effects on the various graph-theoretic properties.
They put forward the need for a framework for the analysis
of sampling biases that occurs in different crawl techniques.
According to them, it will help in determining the exact
structure of the Web, which varies due to the change in the
crawling mechanism.

The extraction of data from the web is usually referred to
as Web Information Extraction. The method of collection of
data from the websites is an important task for a good analysis
of the results. The process of extraction of data from the dark
web is similar to that on the surface web as they both are built
using a hypertext markup language (HTML). Several existing
works have surveyed the tools and techniques for extracting
data from the surface web and deep web [36]–[38]. The data
extraction from the web can be performed either manually
or using fully automatic methods. Automatic extraction can
be performed to scrape a chunk of content from websites
like news feeds or blogs. In other scenarios, the websites
can be automatically extracted to retrieve frequent patterns or
sequences to label the websites into specific categories [36].

A survey study has identified two distinct approaches for
extracting data from the web [37]. The first approach relies on
the structural properties of the web pages that are built upon
HTML. Such techniques consider the tree-like structure of
the HTML tags and extract required data embedded within
the tags. These methods give better performance on the web
pages having similar HTMLmarkup but may not be effective
on web pages with different HTML structures. The second
approach is based on machine learning techniques where
a model is trained to predict the label of a particular web
page. In practice, machine learning methods usually need a
large amount of training data to produce a good performance.
However, such a method may not be able to predict the new
instances that were not present in the training set.

To overcome the challenges associated with web data
extraction, an extractor is presented based on supervised and
unsupervised methods to extract the specific product descrip-
tion from thewebsites [39]. An unsupervised technique called
visual validation was combined with a supervised classifier

to produce a versatile extractor that works on a variety of
websites. The extractor was implemented on a publicly avail-
able corpus. The results on the corpus showed that the visual
validation technique can improve the extractor performance
when trained on the visual features.

IV. METHODOLOGY
This section defines the properties of the graph that shall be
explored in the Tor network and the procedure for collecting
the data used for the construction of the Tor web graph.

A. REVISIT TO THE GRAPH TERMINOLOGY
Some basic graph terminology used in this paper is briefly
described in this section. Readers familiar with the graph
terminology may skip this part.

1) GRAPH
A graph or an undirected graph G denoted as G = (V, E) is a
collection of two sets V and E where V is a finite nonempty
set of vertices, also called nodes, and E is a set of edges or
arcs or lines that connects the vertices. A directed graph or a
digraph is one in which there is a specified direction between
vertices as represented by edges. An edge (A, B) represents a
link starting from vertex A and ending at vertex B.

2) PATH
A path v1 → v2 → v3 → · · · · · · vn is a sequence of edges
between two vertices v1 and vn such that vi → vj represents
an edge from the vertex vi to vj.

3) DEGREE
A vertex degree is the total number of edges that are incident
on it. For a vertex in the directed graph, the in-degree is
the total number of incoming edges to the vertex, and the
out-degree is the total number of outgoing edges from the
vertex. The degree of a vertex in a directed graph is the sum
of its in-degree and out-degree.

4) CONNECTED COMPONENTS
A connected component S in an undirected graph is a set of
vertices such that each vertex in it is reachable from every
other vertex in S.

5) STRONGLY CONNECTED COMPONENTS
A strongly connected component (SCC) of a directed graph
is a set of vertices S such that there is a directed path between
any two vertices (x, y) of S. A weakly connected component
(WCC) of a directed graph is a set of vertices S such that
there is a path between any two vertices (x, y) of S ignoring
the direction.

6) CENTRALITY
A centrality of the vertex is a quantitative measure of the
importance of that vertex in the graph. A range of centrality
measures exists.
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Note that both nodes and vertices are used interchangeably
in this paper. For convenience and better readability, the Tor
Hidden Services web graph will be referred to as a web graph
or graph for simplicity. Also, the Tor Hidden Services are
synonymously used with websites.

B. DATA COLLECTION
This section reports the crawling process applied to gather the
data, followed by its pre-processing. Then the description of
the extraction process of links for graph generation is given.

The data for the study was collected by the custom made
web crawler. The crawler was coded in Python, which
makes connections to the Tor Hidden Services using SOCKS
proxy [21]. The crawler was supplied with the initial onion
domains or seeds from the publicly available directory of Tor
links [22] from the surface web. It scrapes each of the seeds
and stores the new links found in a separate file. The fresh
links were again crawled to discover further new links. The
process of scraping new links is successively repeated two
more times until no new links can be found. The crawler did
not scrape the hidden services that require user login or were
behind subscription pay-walls. At the end of the crawling
session, 48,174 online hidden services were left for further
processing.

As per the statistics of the Tor Project Inc., there are
more than 100,000 hidden services available online on any
given day. However, our crawler could only capture around
48,000 hidden services online. The gap in the numbers of
hidden services may be attributed to the chatting platforms on
Tor like TorChat [23], where each of the participating users
is assigned a unique 16 character .onion address.
This paper investigates the structure of the dark web at the

domain level, so all the sub-domains of a particular domain
are aggregated under it and are denoted as a single individual
node of a graph. To be specific, consider a hidden service
domain XYZ.onion having two sub-domains en.XYZ.onion
and ch.XYZ.onion, both of these sub-domains and their inter-
nal web pages are treated as a single node of graph identified
by their domain name. Hence any edge from nodeX to nodeY
in the graph represents that there is a hyperlink within the
web page of domain X pointing to a web page contained in
domain Y.

For the construction of the graph, the collected domain
web pages are searched for the links in HTML <a> tag to
other pages and saved in a separate file with the help of
Python code. The hyperlinks that point within the web pages
of the same domain are discarded. Once the links of all the
domains are obtained, an adjacency list for the graph has
been generated. This adjacency list is supplied to the Python
NetworkX library for the generation of the directed web
graph. The undirected version of the graph was also created
from the directed graph.

Upon completing the process described above, the graph
was obtained having 48,174 nodes and 103526 edges. Each
node in the graph represents a unique onion domain, and an
edge represents a hyperlink between two different domains.

V. RESULTS AND ANALYSIS
This section reports the results obtained from the col-
lected data for the different graph properties and their
analysis.

A. DEGREE DISTRIBUTIONS AND PAGERANK
The in-degree distribution of nodes (having an in-degree
value of less than 50) is presented in Fig. 1. In Fig. 1,
it can be seen that ∼7% of nodes are source i.e., they have
zero in-degree. Followed by this are ∼39% of nodes having
in-degree 1. On adding the nodes having in-degree up to
10, we get ∼97% of total nodes. This result is in line with
the previous study [16] about the hidden nature of Tor web
pages that are difficult to discover as they have few incoming
links. In our analyses, we found that only seven nodes have
in-degree higher than 100, of which the maximum in-degree
being 184. Fig. 2 shows the in-degree distribution on the
log-log scatter plot. There are some spikes present on the plot
as the in-degree increases.

The existing work on the surface web has reported the pres-
ence of the power law in the degree distribution [24].In Fig. 2,
the distribution seems to be following power law as the points
tend to fall on a straight line at the beginning. To statistically
confirm the presence of the power law, we have applied the
methodology suggested by Clauset et al. 2009 [25] which
utilizes the Kolmogorov-Smirnov goodness of fit test. The
p-value obtained was greater than 0.1 which indicates the
presence of the power law.

The out-degree distribution of nodes (having an out-degree
value of less than 50) is shown in Fig. 3. Around 75% of
nodes are sink having zero out-degree and 98% of nodes
have out-degree less than or equal to 10. We found that
31 nodes have out-degree greater than 100 and out of
them, nine nodes have out-degree greater than 1000. The
maximum is 2846 links, thus covering a large portion of
the web graph. All of the highest out-degree hubs are the
websites offering directory services and Wikis. Although
these nodes have a large number of outgoing links, they
themselves have less than ten incoming links making them
hard to find. The most noticeable feature that came across
was the presence of isolated nodes which renders the web
graph disconnected. A total of 3006 nodes were discon-
nected from the entire web graph having no incoming
or outgoing links. Fig. 4 shows the out-degree distribu-
tion on a log-log scale. The distribution does not seem
to be following the power law as the points are scattered
haphazardly.

More than 95% of nodes have their in-degree and out-
degree lies between 1 and 10, which makes the web graph
a sparse one. Most of the edges are clustered around a few
high out-degree hubs.

The largest in-degree and out-degree node were of com-
parable size in the surface web [4], but the same could not
be held in the dark web as evident in the above discussion.
The size of the largest out-degree node in the dark web is
nearly fifteen times more than the largest in-degree node.
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FIGURE 1. In-degree distribution.

FIGURE 2. In-degree distribution (log-log scale).

Consequently, the in-degree distribution decays slowly than
the out-degree distribution.

Fig. 5 depicts the PageRank distribution of the nodes.
PageRank is used to measure the significance of a page in
a graph [26]. It gives the probability value between 0 and
1 for each of the nodes in a directed graph. The damping
factor taken for calculating PageRank is 0.85. The node with
a higher PageRank value will have a higher chance of being
accessed from any random node in a graph. The correlation
coefficient between the PageRank and in-degree of a node
is 0.88 which indicates a strong positive linear relationship
between them. The top four ranked nodes are the same in
terms of both the PageRank and the in-degree value. This
finding is also comparable to the PLD graph of the surface
web, where the top-ranked PLD is common in both PageRank
and in-degree values [4].

As evident fromTable 1, node #1 has higher PageRank than
node #2 even though it has fewer numbers of incoming links.
Since node #1 offers Bitcoin-related service so it may have
incoming links from other relevant websites on the dark web
having good PageRank, which subsequently contributes to its
higher value. Besides, the high value of node #2 indicates
the popularity of the Dream Market Forum it hosts. It should
be noted that Dream Market is one of the most famous
marketplaces on the Dark Web [27]. The out-degree does not
contribute to the PageRank value.

B. EIGENVECTOR CENTRALITY
Centrality metrics are used in graph theory to identify the
prominent vertices in a graph. In this paper, eigenvector
centrality is used to locate important nodes in the graph.
It relatively assigns a score to each of the nodes present in
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FIGURE 3. Out-degree distribution.

FIGURE 4. Out-degree distribution (log-log scale).

TABLE 1. Top 4 PageRank nodes.

the graph based on its connection to the other nodes in the
same graph. A node is accredited with a high score having
connections to other high scoring nodes than the node having
an equal number of connections but to the low scoring nodes.
More specifically, a node will have importance if its neigh-
boring nodes are important. Fig. 6 shows the distribution

of eigenvector centrality of the nodes of the undirected
graph.

From Fig. 6, it can be seen that nearly 70% of nodes have
their eigenvector centrality value lies in the range 1E-02 to
2E-02. The percentage of nodes rapidly falls as the value
of eigenvector centrality increases. Table 2 shows the five
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FIGURE 5. PageRank distribution.

FIGURE 6. Eigenvector centrality distribution.

TABLE 2. Top 5 eigenvector centrality nodes.

nodes with the highest eigenvector centrality and their degree
metrics.

Unlike PageRank, which was not affected by the out-
degree, the eigenvector centrality entirely depends on the
out-degree and is unaffected by the in-degree. As dis-
cussed above, 98% percent of nodes have out-degree less

than 10 which consequently leads to smaller eigenvector
centrality for the majority of the nodes. Moreover, only
a handful of nodes with a large number of out-going
links have bigger eigenvector centrality values (as shown
in Table 2 ). The correlation coefficient between eigen-
vector centrality and out-degree is 0.92 which confirms
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FIGURE 7. Distance distribution of connected pairs.

that the two variables tend to have a perfect linear
relationship.

C. DISTANCES
Of all the possible pairs of nodes in the directed graph, only
2.3% of pairs were connected having a directed path between
them. Such a low number of connected pairs in the graph once
again affirm its sparse nature. The shortest path length ranges
between 1 and 12 with an average distance of 4.32, which
means one can travel across the connected pairs by passing
through at most three nodes. Despite low internal connectiv-
ity, the average distance is nearly equal to the average distance
of the surface web which is 4.27. However, unlike the dark
web graph, the number of connected pairs on the surface web
was above forty percent [4]. Fig. 7 shows the distribution of
the distance between connected pairs with the percentage of
connected pairs. The connected pairs can be seen clustered
around the average value.

D. CONNECTIVITY
The presence of isolated nodes makes the web graph discon-
nected. To examine the connectivity, all the isolated nodes
have been removed from the graph and rerun the algo-
rithm to identify the connected components in the directed
graph as well as in the undirected version obtained from the
directed graph. The undirected graph was found to be discon-
nected even after the removal of isolated nodes. It contains
eight connected components. The largest component consists
of 45089 nodes followed by 57 nodes in the second largest
component. The sizes of the remaining components were
below ten nodes. If we exclude the isolated nodes, the largest
component covers nearly 100% of nodes; thus, there is a
strong probability of traversing a complete graph if any of
the nodes of the component can be reached. Similarly, in the

surface web graph, the largest component covers more than
ninety percent of the websites [4].

However, upon removing the top five highest out-degree
nodes (these five nodes contain the bridges of the
graph whose removal increases the number of connected
components.) from the graph, the largest component size
get reduced to nearly half of the nodes covering only about
48% portion of the graph. This leads to an important result
that although removal of the top five nodes does reduce the
component to its half, the internal connectivity remains intact
irrespective of the fact that all the remaining nodes left in
the component were of out-degree less than 10. It shows
the robustness of the graph structure that does not entirely
disintegrate even after removing all the largest hubs. On the
other hand, there was no significant reduction in the size of
the largest component upon the removal of the vertex having
the largest in-degree (i.e., 184).

Coming to the directed graph, four strongly connected
components S1, S2, S3 and S4, were present of a considerable
size of 1796, 83 and 27, 16 respectively, and the remaining
SCC were less than 10 in size. In this case, it differs from the
surface web, where the largest strongly connected component
spans across more than fifty percent of the websites [4].
Unlike in the undirected graph, the removal of the highest
in-degree and out-degree nodes does not have any effect on
the size of S3 while S1, S2 and S4 get reduced to 59, 21 and
5 nodes respectively. In the case of S3, this may be attributed
to the fact that all the 27 nodes of it are the clone of the same
marketplace running under the different domain names. This
reveals the introvert nature of Tor Hidden Services, where
the related services are internally connected to each other,
with only a few outgoing links to other services. The reason
for the connectivity of S1 is the presence of many of the
Directory/List/Wiki services in it which will obviously have
links to the majority of other services.
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FIGURE 8. Bow tie decomposition of dark web.

E. BOW TIE DECOMPOSITION
The bow-tie structure of the World Wide Web as proposed by
Broder et al., 2000 [2] consists of six mutually disjoint sets
of nodes called components which are described as follows:
LSCC: The Largest Strongly Connected Component of the

graph and is also called CORE.
IN: The set of nodes excluding those in LSCC and are

reachable to CORE.
OUT: The set of nodes excluding those in LSCC and are

reachable from CORE.
TUBES: The set of nodes excluding those in LSCC, IN and

OUT such that they lie in between the directed path from IN
to OUT.
TENDRILS: The set of nodes excluding all the above-listed

nodes such that they are reachable from IN or can reach to
OUT.
DISCONNECTED: The set of all the remaining nodes.
To examine the presence of the bow-tie structure in the

graph, the size of its various components are computed.

As already discussed in the preceding sub-section, S1 is
the LSCC having 1796 nodes; all the other components are
calculated using LSCC. Fig. 8 shows the results obtained.
It can be seen that the OUT is much bigger as compared to
the IN. The big size of OUT is because there are many of the
largest out-degree nodes in CORE that connect to themajority
of non CORE nodes. All the nodes of DISCONNECTED
are the isolated nodes. The INTENDRILS is the subset of
TENDRILS having nodes that are reachable from IN and
OUTTENDRILS contains nodes from TENDRILS that can
reach to OUT. Of 22.73% of TENDRILS, 20.15% belongs to
INTENDRILS and the remaining 2.58% is OUTTENDRILS.

A comparison of the size of the bow tie components of the
Tor web graph with the size of the PLD graph of the surface
web by Meusel et al., 2015 [4] is shown in Table 3. The size
of LSCC in the dark web is comparatively small to that of the
surfaceweb. This is again attributed to the fragile connectivity
of the dark web. However, the size of OUT is nearly the
double of its surface counterpart. The DISCONNECTED
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FIGURE 9. Pictorial representation of connectivity of dark web to the surface web.

TABLE 3. comparison of size (in % of nodes) of bow tie components of
dark web and surface web.

are almost similar in size. One thing common between dark
and surface is the relative size of OUT, which contains a
significant number of vertices of the network than the other
components of the bow tie. Overall, the Tor network does
not have a typical bow-tie structure because the four of its
components (LSCC, IN, TUBES and TENDRILS) are either
very small or very large as compared to their surface web
counterparts.

F. CONNECTIVITY TO THE SURFACE WEB
A total of 19386 outgoing links were obtained from Tor
dark web towards surface web and of which, 5406 links
were representing URLs of unique websites. Besides
these, another 954 URLs were found ending with suffix
.i2p that represents dark web sites running through the
I2P network.2 Fig. 9 shows the pictorial representation of
the data collected. For the sake of simplicity, only the
domains having an in-degree greater than ten are shown.
Also, the domains which are commonly known in the surface
web are shown. All the remaining domains are not included.
Note that the weight on the edges denotes the in-degree of

2https://geti2p.net

the websites from the dark web and is a sum of all the links
to each of the sub-domains of that particular website.
indymedia.org is the top surface web site having

1153 incoming links from the dark web. As the dark web
platform is readily used to disseminate uncensored news
by journalists and whistleblowers [28], hence it can be
inferred that the popularity of indymedia.org in the dark
web is driven by the services it provides to journalists and
whistleblowers.

The number of links to content management and blogging
services like WordPress, Joomla, Blogspot indicates that the
Tor hidden services mainly used pre-defined templates to
post their content and share their thoughts and expression.
Furthermore, there are many links to most of the commonly
accessed social networks on the surface web. There were 124
incoming hyperlinks from the dark web pointing to the adult
content websites on the surface web.

LINKAGE TO TOP LEVEL DOMAIN (TLD) IN THE SURFACE
WEB
To identify the leading Top Level Domains (TLD) having
maximum links from the dark web, the following 11 suffixes
have been selected and the number of links from the dark web
to each of the suffixes is obtained. The remaining suffixes
were put under a group called Others. Table 4 shows the
information thus retrieved.

The selected top 11 suffix contributes to ∼63% of total
links with .com and .org together have close to half of the total
links. Coming to country-wise TLD, .de (Germany) occupies
the first position followed by .ru (Russia) and .fr (France).
This finding may be related to the study [5] that German,
Russian and French are the top non-English language with
Tor hidden services. Out of total .ru domains, 372 domains
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TABLE 4. TLD wise distribution of incoming links from dark web.

were of mail .ru an Internet giant of Russia which has a
reach to around 86% of Internet users in the country [29].
One interesting fact that can be observed is the significant
number of links to .edu domains because the dark web has a
bad image of hosting unethical content [14], [30]. These .edu
links are of the institutes like Harvard, Stanford, Princeton,
MIT, etc. On closer inspection, it was found that most of these
.edu links were coming from a single Tor hidden service that
provides academic and research papers for free that otherwise
need a subscription for access.

VI. DISCUSSION
The low in-degree value of the majority of the nodes sug-
gests that the hidden services did not advertise themselves
much. These hidden services may have dedicated and trusted
users who very well know their address thereby eliminating
the need to broadcast their URL address. Also, the lifecycle
of the hidden services is very short [7]; therefore, they may
not care about advertising themselves. By not revealing the
URLs, the hidden services may keep the law enforcement
agencies at bay to some extent. However, the question now
arises is how trusted users know about their favorite hidden
services? Maybe they have platforms or discussion forums
on the surface web where they are in constant touch with the
owner of the hidden services. In fact, many of the hidden
services do have connections to some of the most popular
social networks and micro-blogging platforms on the surface
web. For example, a hidden service promoting terror pro-
paganda on the dark web may have online social networks
on the surface web that secretly inform their users regarding
their location on the dark web. The same theory may also
be applied to the isolated nodes. However, further research
is required in this direction to confirm this assumption.

A significant chunk of the hidden services did not prefer
linking to the other services as evident from Fig. 3. They are
not interested in providing out-going links to other services.
The reason for this deviant behavior may again be caused
by their brief lifespan [7]. The high churn in the dark web
ecosystem does not guarantee that the out-going link will
always end at up and running service. Also, the dark web
environment is competitive for doing business [31] and is
always vulnerable to law enforcement actions. Any out-going

link from the service would increase the chance of a user to
navigate to all the other services.

The Tor network is resilient to the removal of the crucial
nodes from the graph structure. Nearly fifty percent of the
nodes remain intact in the largest connected component even
after the elimination of the highest out-degree hubs. Thus the
Tor network may not be much affected by law enforcement
and government actions to disrupt the network. Moreover,
the shutdown of even a single node by law enforcement
agencies is a costly and ineffective measure [32]. However,
the highest out-degree hubs may control the movement of
new users across several hidden services in the largest con-
nected components. When such hubs (likeWikis/Directories)
which act as an intermediate relay to the rest of the hidden
services in the connected component, are taken down by
law enforcement agencies, it may stop many first-time users
from accessing Tor. Old users may still be able to access the
connected component if they have access to any of the other
nodes.

The introvert nature of the hidden services helps them to
sustain a strongly connected component of a similar type.
The average distance between any connected pair is also
low. The law enforcement organization may take advantage
of this nature to shut down all the services simultaneously.
For example, all the clones and the related forums of a mar-
ketplace can be traced by following successive links in the
strongly connected component. This would disrupt the user
base associated with the marketplace. The top five out-degree
nodes provide links to around 93% of the nodes in the graph.
In terms of law enforcement agencies, these top out-degree
hub could act as a gateway to the entire dark web network for
monitoring and further investigation.

The presence of out-going links to the I2P network may
suggest the expansionist policy of the owner of hidden ser-
vices to the other dark web networks. This may be beneficial
in two ways; firstly, it may increase their chance of getting
more users. Secondly, in case of the shutdown on one net-
work, they can instantly shift their operations to the other
networks.

The out-degree distribution shows that only a few nodes
in the Tor network contain a vast number of out-going links
while all other nodes have minimal connections. In the above
discussion, we also noticed that the Tor network is tolerant
to the elimination of important hidden services. In light of
these findings, we can say that the Tor network exhibits
the characteristics of a scale-free network [33]. This finding
drives us to check whether the Tor network also exhibits the
small-world network properties. In a small-world network,
the two nodes are separated by the average distance of length
six or less [34]. The average distance in the Tor network was
4.32 indicating it of being a small-world type. Thus we can
say that the Tor network despite differing in various aspects
inherently share the small-world and scale-free properties
found in the surface web [18], [35].

Every study has some limitations which need to be dis-
cussed. The data analyzed in this paper was collected from the
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seeds and not from the random samples which may lead the
crawler to extract new links from the connected components
of the respective seeds. Thus the dataset and the associated
results may represent the seed hidden services. For example,
if the majority of seeds were related to Bitcoin then it may
be possible that the fresh links are also related to Bitcoin.
However, the network structure remains unaffected by the
content of the seeds.

As discussed, many hidden services would keen to remain
invisible by reducing their incoming hyperlinks, therefore
only an exhaustive brute force scraping of new hyperlinks
could possibly explore each of the Tor hidden services. How-
ever, our crawler terminates after three successive rounds
of scraping the freshly discovered hyperlinks. Consequently,
the collected dataset contains a relatively small number of
hidden services as compared to the number claimed by the
Tor Project Inc.

Finally, we have analyzed theweb graph only at the domain
level. The analysis at the sub-domain and individual page
level uncover several characteristics of the web graph that
may differ from the one analyzed in the current work.

VII. CONCLUSION
In this study, the authors have performed an analysis of the
Tor web graph at the domain level. The data has been obtained
by running the web crawler tailored in Python to specifically
cover the Tor dark web. The graph constructed from the
collected data consists of 48,174 nodes and 1,03,526 edges
where a node represents a Tor hidden service and the hyper-
link between two hidden services is represented by an edge.
The in-degree distribution of the web graph seems to follow
the power-law distribution as the log-log plot of in-degree dis-
tribution do resemble roughly a straight line. Out-degree dis-
tribution does not follow a power law. Also, the PageRank
distribution of the nodes was obtained and it was found that
the PageRank and in-degree of a node are highly correlated.
On the other hand, the out-degree of a node was found to be
highly correlated to its eigenvector centrality.

On comparing the connectivity of the dark web, it was
found that the average distance between connected pairs is
almost equal to that on the surface web. However, the graph
was disconnected as a whole. The bow-tie structure of the
dark web was dissimilar from that of the surface web in the
sense that the IN and LSCC were much smaller in size and
OUT was significantly bigger. Despite poor connectivity in
the graph, all the bow tie components were present though
smaller in size.

Finally, the study discovers the links to the regular Internet
from the dark web. A large number of such links were found,
which were connecting to many of the popular surface web-
sites like Facebook, Google, Amazon, etc. The majority of
the links were to social networks, web content management,
news and adult content. The TLD .com and .org were pre-
dominantly present while .de and .ru were among the top in
country wise TLD.

A deeper study of the problem with a relatively large
sample size is needed to obtain the properties of the Tor web
graph with greater details. Also, there is a need to expand this
study to cover other dark web networks which shall bring out
a more clear picture of these encrypted networks.
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