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ABSTRACT Recent years, unmanned aerial vehicles (UAVs) have attracted much attention for providing
intermediate relay to ground mobile user equipments (UEs) for their flexible mobility. UEs can offload
computing-intensive task to mobile cloud computing (MCC) or mobile edge computing (MEC) for fast
processing. However, with multi-UAV and ground mobile UEs in the system, heterogeneous performance
requirement as well as fast-changing communication condition make the system more complicated. Mean-
while, both UEs and UAVs are battery-driven. How to optimize the energy efficiency for UEs’ transmission
and UAVs’ position should be carefully considered. Since this is a non-convex and mixed-integer optimiza-
tion problem, a heuristic joint power and quality of experience (HJPQ) algorithm is proposed in this article,
where the UEs’ offloading delay,MIMO channel, transmission power, as well as UAVs’ placement are jointly
optimized. The numeral simulations not only reveal the effectiveness of HJPQ, but also guarantee the great
quality of experience (QoE) performance for UEs with different priorities. Furthermore, the comparison
experiments with random assignment and deep deterministic policy gradient (DDPG) show the superiority
of HJPQ in lower complexity, faster convergence, shorter offloading delay aswell as higher energy efficiency.

INDEX TERMS UAVs, offloading, quality of experience, HJPQ, DDPG.

I. INTRODUCTION
With the rapid development of ground mobile user
equipments (UEs), the data traffic has been witnessed an
exponential growth in recent years, which can provide a
powerful platform to various applications. However, UEs
are still limited by their physical size and suffered from
unsatisfied real-time to resist to the contradiction between the
computation-intensive requirement and the limit computation
capability [1], [2]. For the computing-intensive applications
such as simultaneous localization, mapping (SLAM) and
virtual reality (VR), offloading task to mobile cloud com-
puting (MCC) or mobile edge computing (MEC) server
in parallel is a promising solution to provide location
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awareness, maintain low latency, support heterogeneity, and
ameliorate quality of service (QoS) for real-time applica-
tions [3], which enables UEs to offload partial or complete
computation-intensive tasks to improve offloading perfor-
mance on limited battery power and reduce the energy
consumption for computing [4]–[6]. After the MEC/MCC
server performs computation, the computation results can be
transmitted back to the UEs.

Unmanned aerial vehicles (UAVs) are especially suit-
able for unexpected or temporary events for the features of
cost-effective and swiftly deployed [7]. As a result, UAVs
have attracted significant interest in assisted wireless network
for various application such as data collection, network topol-
ogy building, energy harvesting, etc [8]–[10]. In addition,
UAVs can act as intermediate relays for air-ground integrated
mobile edge networks [11] (AGMEN), due to their high
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maneuverability and flexibility for on-demand placement.
It has been shown that not only short-distance line-of-sight
(LoS) communication links between UAVs and ground UEs
can be efficiently exploited in multi-UAV assisted wireless
networks for performance enhancement by location assign-
ment, but also UAVs can fly close to the edge UEs who
are far away from ground base station (GBS) or none-
line-of sight caused by terrain to provide offloading relay
service.

However, such mechanism for multi-UAV assisted system
induces new issues. First, with multi-UAV and groundmobile
UEs in the system, heterogeneous performance requirement
as well as fast-changing communication condition make the
problemmore complicated. Moreover, the system is sensitive
to energy consumption for endurance, not only for mobile
UEs but also for UAVs themselves [11]. The main issues
for multi-UAV network in task offloading are summarized as
follows:
1) Different with cellular communication that only has

one GBS, there generally exist multi-UAV in the range
as aerial relays. UEs are differ in processing capac-
ity, and different types of on-board applications may
generate heterogeneous user-perceived QoS, which
is also known as quality of experience (QoE). For
example, SLAM and control signals should be supe-
rior to the general sensing data transmission. While
lower-changing data such as temperature and moisture
measurements is corresponding more delay-tolerant
than that of fast-changing data such as real-time video
and audio stream. So an effective optimization algo-
rithm related to UAVs’ placement has to be developed
to maximize the overall throughput and provide satis-
fying offloading rate to meet UEs’ QoE requirement.

2) Energy efficiency related to system endurance should
be considered for both UAVs and mobile UEs in
the offloading-and-relay scenario [12]. For the for-
mer, UAVs are generally battery-driven and tend to
move to a ‘‘better’’ position to improve the channel
condition and enhance the transmission rate. How-
ever, such movement may consume extra propulsion
energy and shorten the flying time. For the latter,
it is also expected that the mobile UEs in the ground
enjoy a higher transmission rate but with lower power
consumption.

In summary, how to allocate UAVs’ position with limited
energy consumption and intricate offloading QoE require-
ment is a great challenge. However, UAVs as the wireless
communication aerial platform can only provide relay to
finite UEs, and moving close to one UE will deteriorate
other UEs’ channel condition. Hence, multi-UE in the range
actually compete for limited service with each other. So the
position of UAVs in the system should be optimized to
meet all UEs offloading requirement. Meanwhile, the mobil-
ity as well as the uncertainty of offloading task, make the
problem impossible to reserve resource precisely ahead of
time.

In this article, we consider a multi-UAV assisted wire-
less communication system where multi-UE are enabled to
offload computing-intensive tasks to MCC/MEC for fast
processing. On the basis, a joint optimization algorithm of
communication delay and energy efficiency is proposed. As a
non-convex problem, a heuristic scheme is adopted to search
the optimal solution and proved to be effective by numeral
simulations. The major contributions of the paper are shown
as follows:

1) A multi-UAV assisted communication model related to
offloading delay and energy efficiency is established.
Furthermore, MIMO technology is introduced into the
channel model by which data can be transmitted inde-
pendently and in parallel. As the computation capacity
is limited, the offloading task is processed on cloud or
cloudlet.

2) To tackle such a mix integer non-linear program-
ming (MINLP) problem, the paper proposes a genetic
based heuristic joint power and QoE (HJPQ) algorithm
to search the optimal solution. Further, the complexity
and convergence of the proposed algorithm are ana-
lyzed.

3) As an important member of reinforcement learn-
ing (RL) algorithm, deep deterministic policy gradi-
ent (DDPG) is adopted for experimental comparison
in the features of algorithm convergence and system
performance. The numeral simulations demonstrate the
superiority of our proposed scheme.

The rest of paper is organized as follows. Sec II reviews
related works. In Sec III, the model of multi-UAV assisted
aerial offloading scheme is detailed. The mathematical
description of HJPQ algorithm is in Sec IV. In Sec V, a series
of experiments are carried. The results analysis is also pre-
sented in this section. Sec VI analyzes the complexity of both
HJPQ and DDPG. Finally, we conclude the paper in Sec VII.

II. RELATED WORK
Recent years, many studies have spotted on how to optimize
the UAVs placement to enhance the system performance. The
common idea is to model the issue as an optimization prob-
lem with different constrains, such as coverage [13]–[15],
throughput [16], [17], data rate [18], delay [19]–[21], energy
efficiency [22], [23] and etc. According to how to solve such
multi-constraints optimization, the work can briefly divided
into three categories, i.e., convex based approach, learning
based approach and heuristic based approach.

Papers in [17], [18], [22] all adopted successive convex
optimization technique. The paper [22] jointly optimize the
sensor-nodes(SNs)’ wake-up schedule and UAV’s trajectory
to minimize the energy consumption of all SNs. And authors
in [18] proposed a joint optimizing scheme related to UEs
scheduling, UAVs trajectory as well as power control to max-
imize the communication throughput. Different from [22]
and [18] that only considered downlink or uplink, the UAV
acted as a full-duplex base station in [17] tomaximize the sum
of uplink and downlink throughput by alternately optimizing
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the UAV trajectory, downlink/uplink user scheduling, and
uplink user transmit power. Paper [19] aimed to max-min
average throughput via jointly optimizing the UAV trajectory
and OFDMA resource allocation. Although convex can get
closed-form solution, it can hardly put into practice due to
convex requirement, which is not a general case in complex
environment.

Heuristic based approach can provide a feasible way to
tackle intricate issues such as paper [14], [15]. Paper [14]
proposed a novel genetic algorithm-based 2D placement
approach to maximum coverage with consideration of
data rate distribution, its drawback is only feasible to
2D movement. Paper [15] took usage of particle swarm
optimization (PSO) to adjust flight altitude and beam angle-
tomaximizing the coverage under the constraint of transmit-
ting power, however, the mobility of UAVs was not taken into
consideration.

Deep Reinforcement Learning (DRL) has recently
attracted much attention due to its model-free feature and
high learning ability for non-linear approximation feature.
Paper [24] aimed at maximizing migration throughput for
user by DRL-based scheme with limited UAV energy, how-
ever whichwas only feasible to the single UAV scenario. Sim-
ilarly, the authors in [25] extended Q-learning to multi-UAV
enabled system, in which UAVs can effectively reduce users’
total consumptions in terms of time and energy. It is worth
noting that UAVs were deployed at a particular height in
all the researches above, i.e., only horizontal movement.
Fair 3-D placement and energy replenishment policy for
multi-UAVwith a deep reinforcement learning approachwere
jointly studied in [23], where UAVs moved around to ensure
each UE can be covered.

Regrettably, DRL can solve such multi-constrains opti-
mization issue, however, it need extra on-line or off-line
training, and high-complexity induces longer convergence
time comparing with heuristic algorithm. Despite of the
extensive researches and applications in UAV assisted wire-
less communication networks, few literature refers to the
UAVs placement, channel allocation as well as UEs schedul-
ing with the comprehensively consideration of system QoE
requirement such as delay, throughput and energy efficiency.
Besides, in literatures like [14], [22], the height of UAVs
was fixed in the papers above. Actually, in 3D space, UAVs
always tend to fly close to UEs for a better communication
quality not only in the horizontal distance but also in the
height.

III. SYSTEM MODELS AND PROBLEM DEFINITION
Fig. 1 shows the multi-UAV assisted aerial offloading sys-
tem, where UAVs are dispatched to provide data offloading
relay for ground UEs. The offloading task of UEs can be
cooperatively relayed by UAVs and then executed at cloud
in parallel to achieve a better real-time performance. Thus
the system can enforce resource assignment by selecting
properly UAVs as access point. In this section, the model
of communication, data offloading as well as mobile energy

FIGURE 1. Multi-UAV assisted aerial offloading system.

consumption is described. Based on this, a multi-objective
minimum optimization problem is formulated related
to UAVs placement, transmission power and UEs
scheduling.

A. COMMUNICATION MODEL
In this model, the placement of UAVs and the transmis-
sion power of UEs should be properly controlled and well-
considered. As shown in Fig. 1, there areN = {1, 2, · · · ,N }
UAVs and M = {1, 2, · · · ,M} ground mobile UEs in the
cell. The position of UAVs and UEs are measured by Carte-
sian coordinate, which are denoted by Cn = (xn, yn, zn) ∈
R3×1 and C ′m = (xm, ym) ∈ R2×1 respectively, where
xn, yn, xm, ym ∈ [0, a]. And zmax and zmin are the maximum
and minimum allowed height of UAVs.

Assuming that the communication channel follows
quasi-static fading, i.e., channel’s characteristic remains
unchanged at each time slot in the offloading period. MIMO
technology is used in UAV assisted communication by
antenna configuration. In specific, the signal is transmitted
and received through multiple antennas at the transmitter
and receiver, i.e., UAVs and UEs in this article. The spatial
multiplexing and diversity gain are obtained to improve
the bit error rate (BER) or data transmission rate of each
UE. Meanwhile, MIMO can also multiply the capacity and
spectrum utilization of the communication system without
increasing the bandwidth. It is reasonable to assume that the
antenna spacing is large enough in such a communication
model. As a result, the subchannels can be independent and
obtain multiplexing gain.

Assuming that UAVs and UEs are equipped with I and J
MIMO antennas respectively, and there will be no channel
interference during transmission and the data can be trans-
mitted and received simultaneously. Since UAVs act as inter-
mediate relays, it is necessary for UEs to select a proper UAV
to offload tasks. Consequently, a decision variable should be
used for servicematching betweenUAVs andUEs, to indicate
whether to offload and where to offload. The paper takes the
flag matrix U = [um,n] as decision variable, where um,n is
a binary variable, and um,n = 1 means UAV n provides the
offloading relay to UE m. Otherwise, um,n = 0. Due to the
power and carriage limitation, the number of antennas at both
UAVs and UEs are rare. It is also assumed that each UE only
takes one antenna to communication with one UAV once a
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TABLE 1. Notation.

time. In summarize, there are the constraints as follows:∑M

m=1
um,n ≤ I , ∀n, (1)∑N

n=1
um,n ≤ J , ∀m, (2)

um,n ∈ {0, 1}, ∀m, n. (3)

B. DATA OFFLOADING DELAY MODEL
The wireless communication between UEs and UAVs con-
sists of front-haul and back-haul links. Due to the fact that the
computation result of an intensive task executed at cloud is
considered very small, which can be insignificant compared
with the size of task itself [26], the paper only considers
the offloading front-haul link delay, i.e., task offloading link
in Fig.1. Differ from terrestrial channel, air-to-ground chan-
nel has large chance of line-of-sight (LoS) connectivity as
the altitude of UAVs is much higher than that of ground
UEs [27] and the LoS channel of the UAV communication
links are much more predominant than other channel impair-
ments, such as small scale fading or shadowing [21]. More-
over, the Doppler frequency shift caused by UAV mobility is
assumed to be compensated at the receivers. The altitude of
UEs as well as the antenna height are neglected in this model.
Based on such a general fading channel model, the chan-
nel quality only depends on the UAV-UE distance. So the
large-scale channel fading model can be expressed by:

Lm,n(dB) = 20 log(
4π fcDn,m

c
)+ ξLoS , (4)

where Lm,n(dB) is the average path loss in dB from UE m
to UAV n,Dm,n =‖ Cn − C ′m ‖ is the Euclidean distance,
i.e., the distance of UAV-UE. c is the speed of light, fc is the
carrier frequency, and ξLoS is the average additional loss of
free space propagation, which is a constant depending on the
environment (suburban, urban, dense urban, highrise urban or

others) [23]. Let Pm,n be the transmission power from UE m
to UAV n, so the received power at UAV antennas Pm,n is:

Pm,n = Pm,n − Lm,n, (5)

Rm,n = Blog2(1+
Pm,n
σ 2 ), (6)

where Rm,n is the achievable rate between UE m and UAV
n, which can be designed based on the UAV’s location, σ 2 is
the power of additive white Gaussian noise (AWGN) at the
receiver, and B is the bandwidth of each MIMO channel.

Thus, for UE m, the overall transmission rate denoted by
Rm can be expressed as:

Rm =
N∑
n=1

um,n · Blog2(1+
Pm,n
δ2

). (7)

Generally, computing-intensive applications such as VR,
SLAM and video/audio transmission are divided into a series
of tasks denoted by Gm = {Bm, τmax

m }, where Bm is the task
size and τmax

m is the maximum tolerance delay for UE m.
So delay τm should satisfy the QoE constraint:

τm =
Bm
Rm
≤ τmaxm . (8)

Thus the service matching issue can be treated as a minimiza-
tion problem:

min
U,P,C

1
M

M∑
m=1

(τm). (9)

Eq.(9) is expected that the average delay among all UEs
should be minimum.

C. MOBILE ENERGY MODEL
UAVs are battery-driven, which makes the energy consump-
tion be a critical index for acceptable performance, high avail-
ability, and economically viable drone small cells (DSCs)
coverage [28]. UAVs can not only act as static aerial relays
for ground UEs, but also fly close to a specific UE to improve
offloading rate.

However, the improvement of one UE’s offloading rate
will deteriorate the others’ because of the propagation pass
loss. So UAVs tend to be ‘‘lazy’’ to move and the movement
decision should be well balanced according to the different
QoE requirement of multi-UE. Moreover, the movement of
UAVs in the air needs extra energy consumption, especially
the altitude climbing may cost ten times energy comparing
with hovering [29].

Considering the problems above, before providing offload-
ing relay to the assigned UEs, UAVs need to move to the most
suitable position for energy optimization. So the movement
Dn(t) of UAV n is defined by:

Dn =‖ Dn[0]− Dn[F] ‖, (10)

where ‖ denotes the Euclidean norm. The initial location of
UAV n is assumed to be pre-determined and denoted asDn[0],
and the final position of UAV n is Dn[F].
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Supposing that the energy consumption by unit movement
of UAV n is denoted by wn, which is given by:

wn = pmov/ϑ, (11)

Wn = wnDn, (12)

where pmov denotes the mobility power and ϑ represents the
velocity of UAVs. Further, with the movement distance, the
mobility energy consumption of UAV n can be known as
Wn. Since UAVs are driven by battery, in order to ensure the
quality of service and maintain the lifetime, the flight time
should not be too long. It is assumed that the maximum flight
time is T , thenWn for each UAV should satisfy the constraint
Wn ≤ pmovT .

For UE m, the overall energy consumption during the data
transmission can be expressed as:

Wm = τm

N∑
n=1

um,n · Pm,n. (13)

As the total energy of each UE consumed for data transmis-
sion is quite limited due to equipment specification, the trans-
mit power constraint and the total energy constraint for UEm
can be described as:

Pm =
N∑
n=1

um,nPm,n ≤ Pmax
m , (14)

Wm ≤ τ
max
m Pmax

m . (15)

So the overall energy consumption on the multi-UAV assisted
system can be attained as:

Eover = α
M∑
m=1

Wm + (1− α)
N∑
n=1

Wn, (16)

where α ∈ [0, 1] is the cost weight. Similarly, it is expected
that the average energy consumed by all UAVs and UEs can
be minimized, which can be written as:

min
U,P,C

α
1
M

M∑
m=1

Wm + (1− α)
1
N

N∑
n=1

Wn. (17)

D. PROBLEM FORMULATION
According to the system model mentioned above, an opti-
mization problem is formulated in this subsection. Since the
data size of computing results from cloud or cloudlet is much
smaller compared to the offloading task itself, the delay and
energy consumption caused by sending back results to ground
UEs can be neglected. Thus the task offloading problem can
be formulated into a joint optimization of energy consump-
tion and tolerant delay in the uplink, i.e., the multi-objective
minimization problem of Eq.(9) and Eq.(17). The variable
parameters to be optimized are the decision variable U,
the transmission power P of UEs and the placement C of

UAVs, which yield the following problem:

P1 : min
U,P,C


1
M

M∑
m=1

(τm)

α 1
M

M∑
m=1

Wm + (1− α) 1N
N∑
n=1

Wn

(18)

s.t. um,n ∈ {0, 1}, ∀n,m, (C1)
M∑
m=1

um,n ≤ I , ∀n, (C2)

N∑
n=1

um,n ≤ J , ∀m, (C3)

Pm =
N∑
n=1

um,nPm,n ≤ Pmax
m , ∀m, (C4)

τm ≤ τ
max
m , ∀m, (C5)

Wn ≤ pmovT , ∀n, (C6)

Wm ≤ τ
max
m Pmax

m ∀m, (C7)

where C1 is related to the binary decision of offloading
channel. C2 indicates that each UAV can only assist at most
I UEs for the limitation of antennas. Similarly, C3 addresses
that each UE can only offload task to at most J UAVs simulta-
neously. C4 means that the overall transmission power at UE
m is up-bounded byPmax

m . C5 guarantees the maximum delay
on UE m. C6 states that UAV n cannot exceed the maximum
available mobility energy, and C7 limits the up-bounded of
Wn and Wm respectively.

Generally, the multiple-objective optimal problem P1 can
be converted into a simple objective optimization by linear
weighted summation, which can be reformulated as follows:

P2 : min
U,P,C

C = γ
1
M

M∑
m=1

(τm)+ (1− γ ) · [α
1
M

M∑
m=1

Wm

+(1− α)
1
N

N∑
n=1

Wn]

s.t. (C1), (C2), (C3), (C4), (C5), (C6), (C7),

(19)

where 0 < γ < 1 is used to achieve the maxi-
mum throughput while minimizing the energy consump-
tion, it is clear that problem P2 is a mix integer non-linear
programming (MINLP) problem,, which is challenging since
it contains discrete binary variables um,n and high coupling
constraints.

IV. GA BASED JOINT OPTIMIZATION ALGORITHM
In this section, we focus on solving the problem P2. The
objective function is related to the decision variable U,
the transmission power P and the position of UAVs C.
However, the joint optimization is difficult to solve due to
P ∈ RM and C ∈ R3×N are continuous vectors, while
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U ∈ ZM×N is a binary matrix, which makes the problem
P2 be non-smooth and non-differential or continuous. There
will be 2M×N /IJ permutations for U, and for each permu-
tation, the transmission power P and UAVs’ location C also
need to be allocated and deployed.

For such a MINLP problem, i.e., NP-hard problem,
reinforcement learning algorithms such as Q-learning and
deep Q-network (DQN) [30], deterministic policy gradient
(DPG) [31], [32] are proposed for optimization. However,
they are lack of QoE consideration and have large complexity
in time and space, which is proved by the comparison experi-
ments in Section V and the algorithm complexity is analysed
in Section VI. Besides, there are many meta-heuristic algo-
rithms such as simulated annealing (SA), iterated local search
(ILS), particle swarm optimization (PSO) [33], [34] and other
intelligent swarm algorithm [35] with lower computational
complexity to mitigate such issue.

In particular, genetic algorithm (GA) has an ability to
enable the searching behaviour to jump out of local extreme
points and obtain the global optimization solution. Thus
in this article, a genetic based heuristic joint power and
QoE (HJPQ) algorithm is proposed, which can obtain the
global optimization solution by iteratively searching a better
artificial population.

GA is a randomly searching algorithm to tackle trouble-
some problems by mimicking biological evolution which
takes the survival fittest principle. At each step, the genetic
algorithm randomly selects several individuals from the cur-
rent population as parents, and then generates offspring pop-
ulation. After several successive generations, the population
is evolved towards an optimal solution.

There are three key elements in genetic algorithm,
i.e., ‘‘selection’’, ‘‘crossover’’, and ‘‘mutation’’. GA starts
with an initial set of solutions and products optimization itera-
tively through genetic operations until reaching themaximum
iteration numberG or convergence. Especially, the crossover
and mutation operations of GA can maintain the population
diversity and extend the searching region, so that it is not easy
to fall into local optimal points. For this reason, it is impactful
in searching the global domain. HJPQ proposed in this article
is summarized in Algorithm 1 and the details is described as
follows:
1) Chromosome: In HJPQ algorithm, each chromosome

corresponds to a solution, i.e., an encoded individ-
ual. Binary encoding is used in this article. The
continuous variable P =

{
Pm,n,m ∈M, n ∈ N

}
,

C = {Cn, n ∈ N } are rounded into integers and
the binary matrix U =

{
um,n,m ∈M, n ∈ N

}
is

interpreted into binary chromosome by 16bits Gray-
code. So that each individual can be represented by a
N (17M + 48) bits long binary vector as genes in a
chromosome.

Ibinary = [Ubinary
M×N×1,P

binary
16×M×N ,C

binary
16×3×N ]. (20)

Furthermore, define the coding and decoding function
used in Algorithm 1, i.e. Ibinary = Fcode(U,C,P)

and [U,C,P] = Fdecode(Ibinary). Then set the size of
population T, crossover probability pc and mutation
probability pm according to model parameters, where
the superscript g denotes the number of generation.
Function R is adopted to evaluate the fitness of each
individual, which can be given by:

Rg
t = e−C, (21)

where C is defined in Eq.(19).
2) Selection: In fact, roulette wheel is widely used for

selection operation [36]. In roulette wheel, each indi-
vidual is allocated to a simulated wheel size, which
is in proportion to the fitness value of individual to
determine the amount of each individual inherited into
the next generation population, which can be expressed
as:

P(Rg
t ) =

Rg
t∑T

t R
g
t

, (22)

so the cumulative probability of each individual qt can
be expressed as:

qgt =
t∑

t=1

P(Rg
t ). (23)

Then, generate a pseudo-random number r obeyed uni-
form distribution, which is belonged to [0,1]. And next
find the interval of r in the roulette, i.e., the selected
individual. Therefore, it is reasonable for an individual
with a higher fitness to be selected. At last, repeat
this step until the number of individuals in the new
population is equal to the size of parent population.

3) Crossover: Crossover is the key operation for gener-
ating new individuals in HJPQ algorithm, i.e., select-
ing genes from the parent chromosome and generating
new offspring to improve the fitness. For example,
as shown in Fig.2, there are i crossover points, and
ki ∈ {1, 2, · · · , l − 1}, where k is the crossover point
and l is the length of chromosome. These crossover
points are selected by random numbers, which are
not repetitive and arranged in ascending order. The
genes in parent chromosome are exchanged between
two crossover points, resulting in two new offspring.
There is no exchange between the individual’s first
gene and the first crossover point, i.e., odd regions
remain unchanged.

4) Mutation: After performing the crossover, mutation
is implemented to randomly change the offspring to
prevent all solutions in a population from falling into
a local optimum. This step is another operation to
generate new individuals. Simple mutation is taken in
this algorithm, which refers to performing mutation
operation on a certain point or a few genes randomly
designated by individual chromosome. An example of
mutation is shown in Fig.3. If the original gene value
is 0, the mutation operation will change the gene value
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FIGURE 2. Crossover of chromosome.

FIGURE 3. Mutation of chromosome.

to 1. Otherwise, if the original gene value is 1, themuta-
tion operation will change it to 0, i.e., binary-reverse.

V. SIMULATION RESULTS AND DISCUSSIONS
In this section, we display simulations to analyze the per-
formance of HJPQ, which includes UAVs location distri-
bution and differentiated QoE performance in the dynamic
environment. Comparison experiments with other benchmark
algorithms are also presented in this section. The Matlab and
Python programming tools are used for HJPQ and the DDPG
algorithm respectively.

A. UAVS LOCATION DISTRIBUTION
As shown in Fig.4, UEs and UAVs are randomly distributed
in a disc of 1km radium. Supposing that there are M = 150
UAVs providing offloading aerial-relay service for
N = 200 ground UEs in the range. Considering that both
UAVs and UEs are located in a 3D cube area with the size
of 2000m× 2000m× 2000m. The corresponding parameters
configuration in HJPQ is listed in Tab.2. The minimum and
maximum allowed flying height of UAVs are 500m and
2000m respectively, and the distribution centre for UAVs is
(1000, 1000, 2000). UEs are equally divided into two types:
the first is marked as high priority with a smaller delay
tolerance τmax

1 and the distribution centre is (500, 500, 0).
The other type belongs to low priority with a larger delay
tolerance τmax

2 , which distribution centre is (1500, 1500, 0).

FIGURE 4. The optimized UAVs’ distribution by HJPQ.

TABLE 2. Parameters of HJPQ.

So the delay tolerance proportion is fixed in this article,
i.e., τmax

1 /τmax
2 = 0.5.

First, it can be seen from Fig.6 that the total reward of
fitness function in HJPQ gradually increases and converges
by almost 320 steps of evolution, which confirms the effec-
tiveness of our algorithm.

More concretely, we show the 3D distributions of UAVs’
optimal position from two perspective views in Fig.4(a) and
Fig.4(b) respectively:

1) UAVs always tend to move towards UEs based on
Eq.(16). But at the same time, due to the movement of
UAVs is limited by energy consumption, the position
of UAVs is saddle-distribution.

2) The priority difference of UEs will infer the location
distribution ofUAVs, whichmeansUAVs are bias to the
side of UEs with high priority to reduce the offloading
delay.

3) It is worth pointing out that as parameter α changing
from 0.6 to 0.4, the movement weight caused by energy
consumption increases from 0.4 to 0.6, which means
that UAVs prefer to minimize the energy consumption
caused by movement to balance the overall cost.

B. DIFFERENTIATED QOE PERFORMANCE
Since UEs are divided into two priorities, a set of experi-
ments are producted to verify the system differentiated QoE
performance, i.e., offloading delay and energy efficiency on
UEs and movement distance on UAVs. The task size of UEs
is assigned changing from 1Mbits to 10Mbits. The delay
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Algorithm 1 HJPQ Algorithm
Input: Size of the population T, Maximum generation

G, Crossover probility pc, Mutation probility pm
Output: arg max

U,C,P
R

1 Initialization:
2 Randomly initialize T sets of optimization’s variables
[U,C,P]t , {t = 1, · · · ,T} as the initial population
with constrains C1-C5.

3 Coding the [U,C,P]t in to I
binary
t by function Fcode.

Ig=1 = {Ibinary1 , · · · IbinaryT }

4 while g ≤ G do
5 Calculate the fitness value of each individual Rg

t
according Fdecode and Eq.(21)

6 Calculate the selection probability for each
chromosome by Eq.(22)

7 Save the best fitness Rg? and the corresponding
individual Ibinary?

8 if ||Rg? -R
g−1
? || ≤ δ then

9 return Fdecode(I
binary
? )

10 end
11 Selection: Randomly choose T chromosomes as a

new population Îg by Roulette Wheel selection
according to Eq.(23).

12 Crossover: For every two pair of individuals in Îg,
take multi-point crossover at every gene position
with probability Pc.

13 Mutation: For every individual in Îg, take
binary-reverse at every gene position with the
probability Pm.

14 Ig← Îg ∩ Ibinary? ;
15 g = g+ 1
16 end
17 return Fdecode(I

binary
? )

tolerance proportion is still fixed to τmax
1 /τmax

2 = 0.5. The
results are shown in Fig.5.

1) Fig.5(a) shows that whether low or high priority,
the average delay of UEs increases with the data size
of offloading task. It is worth noting that although
UEs with high priority always enjoy a better offload-
ing delay, the delay ratio maintains constant which is
approximately equal to the fixed value 0.5. It implies
that HJPQ algorithm can not only guarantee the QoE
of high priority, but also avoid the ‘‘over-sacrifice’’ of
low priority.

2) Fig.5(b) shows the energy consumption of UEs with
different priorities along with the increasing of offload-
ing data size. Opposed to Fig.5(a), UEs with high prior-
ity present low energy efficiency. That is because they
have to consume more transmission power for a better
transmission rate, which leads to a lower energy effi-
ciency. Nevertheless, the trade-off is still meaningful

FIGURE 5. QoE performance along with offloading data size.

because delay constraint is the most important one
which determines whether the task will be success or
fail.

3) Fig.5(c) shows that the movement distance of UAVs
which serve UEs with high priority is longer than those
serving low priority. That is because UAVs have to
fly closer to high priority UEs for a better transmis-
sion rate. Meanwhile, we can further conclude that as
the data size climbs, all UAVs will move more dis-
tance to UEs for better transmission rate to meet delay
requirement.

C. PERFORMANCE COMPARISON WITH LEARNING
BASED OPTIMIZATION
DRL is a promising technology to tackle the non-convex
issue by training neuron network to interact with the envi-
ronment by itself and learning from its mistake. Both DRL
and heuristic algorithms can provide a feasible way to MINP,
so this manuscript take proposed HJPQ and deep determin-
istic policy gradient (DDPG) [23] for comparison. Different
from typical DRL algorithm like DQN that quantizes the time
sharing into a finite discrete action space with low dimension,
DDPG can solve the optimization issue in a high dimensional
and consecutive space.

Assume that T is divided into k equal time slot δt , i.e., T =
kδt , which can be denoted as T = {1, 2, · · · k} for simple.
During a time slot, each UAV serves its associated ground
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UEs to offload task. Particularly, the UAV’s location changing
within a time slot can be assumed negligible compared with
the link distances from UAV to all ground UEs, i.e., the
distribution of Lm,n(dB)[n] keeps unchanged within a time
slot but varies over different time slots.

DDPG which can directly use the raw observations to
learn, and use fewer steps of experience learning than DQN
in the Atari domain [37], contains an actor network for gen-
erating actions, and a critic network for judging the qual-
ity of actions. Each network consist of two sub-networks,
i.e., online network and target network. Actor online net-
work µ(s|θµ) is responsible for iterative updating the policy
network parameter θµ and selecting the current action a
according to the current state s. While actor target network
µ′(s|θµ

′

) updates the network parameter θµ
′

andQ′(s, a|θQ
′

).
Critic online network Q(s, a|θQ) is responsible for iterative
updating the critic network parameter θQ and calculating
the current Q value. While critic target network Q′(s, a|θQ

′

)
calculates Q′, which is used to calculate the target Q value
and soft update θQ

′

.
The algorithm also adopts experience pool, random sam-

pling and target network, so the real-Q value is actually cal-
culated by two target networks. In the framework of DDPG,
state sk , action ak and reward rk are modelled as following:

1) State: sk is defined as the observation space at time slot
k , which includes the flag matrix of offloading task,
the position of UAVs and overall power consumption.

sk = {um,n[k],Pm,n[k],Cn[k]}.

2) Action: ak is based on the movement of UAVs. Sup-
posing that 1n[k] = (ψn[k], φn[k], dn[k]) denotes the
polar angle, azimuthal angle andmove distance in polar
coordinates at time slot k , and 1Pm,n[k] is the incre-
ment of transmission power. So ak can be expressed
as:

ak = {1n[k],1Pm,n[k]}.

3) Reward: rk denotes the system reward at the time slot
k , which is calculated by the environment after taking
the action ak with state sk . Similar to HJPQ, the largest
reward is expected to be the learning goal according
to Eq.(21).

DDPG based optimization algorithm is summarized in
Algorithm 2, which adopts a deterministic behaviour strategy
ak in each time slot k , and adds noise Nk to explore better
strategies potentially to the action, which can be depicted
as ak = µ(sk |θµ) + Nk . The environment will execute ak ,
return rk and produce new state sk+1. The replay buffer (RB)
stores transition data (sk , ak , rk , sk+1) and randomly samples
L transition data from RB as a mini-batch training data to
optimize policy. In the critic network, the parameter θQ is
updated by using the temporal difference (TD) error method,
and the loss function is formulated as:

L =
1
N

∑
i

(yi − Q(si, ai|θQ))
2
, (24)

Algorithm 2 DDPG Offloading Optimization
Algorithm

Input: Training epoch length L, critic learning rate rc,
actor learning rate ra; discount factor γ , soft
update factor τ ; replay buffer RB, mini-batch
size L; Gaussian distributed behavior noiseNk

1 Initialization:
2 Random Initialize actor network µ(s|θµ) and critic
network Q(s, a|θQ) with θµ and θQ;

3 Initialize target network Q′ and µ′ with θQ
′

← θQ,
θµ
′

← θµ;
4 Empty replay buffer RB;
5 for episode = 1,L do
6 Initialize a Gaussian noise Nk with mean = 0 and

variance var ← 3.
7 Receive initial oberservision state s0.
8 for T = {0, 1, · · · , k} do
9 Select action ak = µ(sk |θµ)+Nk ;

10 Execute action ak and calculate reward rl and
get new state sk+1;

11 Store transition (sk , ak , rk , sk+1) in RB;
12 Sample a random minibatch of N samples

(si, ai, ri, si+1) from RB;
13 Set yi = ri + γQ′(si+1, µ′(si+1|θµ

′

)|θQ
′

);
14 Update critic network by minimizing the loss

by Equ.24;
15 Update the actor policy by the sampled policy

gradient by Equ. 27;
16 Update the target networks θµ

′

, θQ
′

by
Equ.28;

17 if all UEs’ data is offloaded then
18 break;
19 end
20 end
21 end

where yi is given as

yi = ri + γQ′(si+1, µ′(si+1|θµ
′

)|θQ
′

). (25)

For the actor network, the estimation of policy gradient
∇µJ can be written as:

∇θµJβ (µ) ≈ Es∼ρβ [∇aQ(s, a|θ
Q)|a=µ(s) · ∇θµµ(s|θµ)], (26)

Further, the minibatch (si, ai, ri, si+1) can be obtained by
random sampling from RB. As a result, ∇µJ can be rewritten
as Equ.27:

∇θµJβ (µ) ≈
1
L
(∇aQ(s, a|θQ)|s=si,a=µ(si) · ∇θµµ(s|θ

µ)|s=si ).

(27)

The running average method is used to soft update the tar-
get network parameters as Equ.28, which makes the learning
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TABLE 3. Network parameters of DDPG.

FIGURE 6. The system overall reward converge with DDPG.

process more stable and easier to converge.{
θQ
′

← τθQ + (1− τ )θQ
′

,

θµ
′

← τθµ + (1− τ )θµ
′

,
(28)

where τ is 0.001 generally.
In this article, both actor network and critic network are

feed-forward fully connected neural network and the corre-
sponding parameters configuration for DDPG are listed in
Tab.3. The training is executed with 1200 episodes by the
example of 150 UEs. The episode will terminate when all
UEs’ data is offloaded or the length of episode is longer
than k . Gaussian noise is used with mean 0 and variance var .
The value of var is 3 in the beginning and times 0.9995 after
each time slot. RB is set to 10000 and the size of minibanch
L is 64.

The reward changing with episode for HJPQ and DDPG
is shown in Fig.6. It can be observed that both them can
converge to an optimal solution. However, compared with
HJPQ (converges in almost 320 steps gently), DDPG takes
more time (about 400 episodes) to converge and exits jitter.

Taking random assignment as the benchmark, Fig.7 shows
the UAVs’ movement distance, UEs’ delay, and system
energy efficiency of HJPQ and DDPG, where τmax

1 and
τmax
2 are fixed to be 300ms and 500ms respectively and the
energy efficiency equals to data volume divided by energy
consumption.

1) Fig.7(a) shows the UAVs moving distance in three
different algorithms. It is obvious that UAVs in random
assignment have to fly the longest distance for there
is no trajectory optimization. HJPQ presents slightly

FIGURE 7. The comparison of mobile distance, delay and energy
efficiency over different algorithms and UEs’ number.

superior to DDPG because it can find the best position
in real time instead of iterated operation step by step.

2) Fig.7(b) implies that random flight does not care
about the delay constraint for different UEs priorities,
i.e., without the ability to provide QoE service. On the
contrast, even the number of UEs increasing from
100 to 200, both HJPQ and DDPG can guarantee the
delay ratio to the fixed value. However, as the number
of UEs increasing, the advantage of HJPQ comes into
sight because UAVs can find the best position for the
maximum transmission ratemore quickly, which is also
related to the converge time in Fig.6.

3) Fig.7(c) shows that no matter which algorithms,
the energy efficiency always enhances with the increas-
ing number of UEs, which is because the cover prob-
ability of UEs will enhance correspondingly. HJPQ
is able to minimize the UE’s transmission power,
the mobile energy consumption of UAVs and opti-
mize UAVs trajectory through effective constraints
on offloading delay, which leads to an outperformed
energy efficiency compared with other algorithms. It is
worth noticed that when the number of UEs up to 200,
the energy efficiency of HJPQ is lower than that of
DDPG. That is because in order to meet the delay
constraint of UEs (as shown in Fig.7(b)), HJPQ will
prompt UEs to enhance the transmission power to reach
a better transmission rate, which causes more energy
consumption and deteriorates the energy efficiency.

VI. COMPLEXITY ANALYSIS
According to the description above, the algorithm complexity
HJPQ and DDPG is analyzed as follows:

A. HJPQ COMPLEXITY ANALYSIS
1) In HJPQ, the maximum generation isG, and T individ-

uals in the population are updated iteratively with G.
First, HJPQ calculates the fitness value of each
individual, which loops T times. Then each chromo-
some updates itself through selection, crossover and
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mutation, and the cycle times are T, T/2 and T respec-
tively. Therefore, the overall time complexity is:

O(G(T+ T+ T+ T/2))) = O(GT). (29)

2) The size of population is T. Each chromosome is com-
posed of a binary code, which length isN (17M+ 48)
in the population. The space complexity of the
HJPQ algorithm is obviously the total length of the
population, i.e.:

O(Tlog(N (17M+ 48))) = O(Tlog(NM)). (30)

B. DDPG COMPLEXITY ANALYSIS
DDPG mainly includes a replay buffer and four neural net-
works. Assuming that the actor network contains I fully
connected layers and the critic network contains J fully
connected layers. Thus the time complexity and space com-
plexity of DDPG can be derived with regard to floating point
operations per second(FLOPS) [37].

1) The neural networks for every layer have a vector χa,i
and a matrix χa,i × χa,i+1 for a fully connected layer
to perform dot product. The FLOPS computation is
(2χa,i − 1) × χa,i+1, i.e., multiply χa,i times and add
χa,i − 1 times. Activation layers also should be taken
into consideration, which is calculated without dot
product. It is onlymeasured by FLOPS,where addition,
subtraction, multiplication, division, exponent, square
root, etc, are counted as a FLOPS. So the time com-
plexity can be defined as follows:

2
I−1∑
i=0

((2χa,i − 1)χa,i+1 + κχa,i+1)

+2
J−1∑
j=0

((2χc,j − 1)χc,j+1 + κχc,j+1)

= o(
I−1∑
i=0

χa,iχa,i+1 +

J−1∑
j=0

χc,jχc,j+1), (31)

where κ is the corresponding parameter of the activa-
tion layer [37].

2) The experience replay buffer RB in DDPG occupies
some space to store the transition, hence the space
complexity is the memory space of RB, which can be
defined as Q. For a fully connected layer in both the
actor network and critic network, there are a χa,i ×
χa,i+1 matrix and a χa,i+1 bias vector. Hence, the mem-
ory of one fully connected layer is (χa,i + 1)χa,i+1.
So the space complexity of the neural networks can be
written as follows:
I−1∑
i=0

(χa,i + 1)χa,i+1 +
J−1∑
j=0

(χc,j + 1)χc,j+1 +Q

= o(
I−1∑
i=0

χa,iχa,i+1 +

J−1∑
j=0

χc,jχc,j+1)+ o(Q).

(32)

Combined with Tab.2 and Tab.3, the above analysis shows
that HJPQ has much less complex than DDPG indeed.

VII. CONCLUSION
In multi-UAV assisted system, UAVs can help UEs to offload
traffic to cloudlet or cloud for fast execution. The paper
focuses on the UEs’ offloading and UAVs’ intermediate
relay scheme with dual constrains of QoE and battery lim-
itation. Which can be formulated into a non-convex and
mixed-integer optimized problem. For this issue, the paper
proposes a HJPQ algorithm related to UEs’ offloading delay,
MIMO channel, transition power assignment as well as
UAV’s placement. The numeral simulations demonstrate that
even in the dynamic environment (the number and offloading
task size of UEs are changing), HJPQ still can not only
minimize the overall system cost, but also meet different QoE
requirement.
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