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ABSTRACT Real-time Ethernet has been applied to train control and management system (TCMS)
of 250km/h Fuxing Electric Multiple Units (EMUs) and some urban rail vehicles. The openness of the
Ethernet communication protocol poses a risk of intrusion attacks on the train communication network. It is,
therefore, necessary that a safety protection technology is introduced to the train communication network
based on real-time Ethernet. In this paper, a train communication network intrusion detection system based
on anomaly detection and attack classification is proposed. Firstly, the paper built an anomaly detection
model based on support vector machines (SVM). The particle swarm optimization-support vector machines
(PSO-SVM), and genetic algorithm-support vector machines (GA-SVM) optimization algorithms are used
to optimize the kernel function parameters of SVM. Secondly, the paper built two attack classification
models based on random forest. They are iterative dichotomiser3 (ID3) and classification and regression tree
(CART). And then, the built intrusion detection and attack classification model is tested by using the public
data set knowledge discovery and data mining-99(KDD-99) and the data set of the simulation train real-time
Ethernet test bench. PSO-SVM improves the intrusion detection accuracy from 90.3% to 95.75%, GA-SVM
improves the detection accuracy from 90.3% to 95.85%. The training time of the PSO-SVM algorithm was
higher than that of the GA-SVM algorithm, and much higher than that of the SVM, without optimization.
Both ID3 and CART models are verified valid in the attack classification, while the ID3 algorithm obtained
100% accuracy on the training set, and only 32.89% accuracy on the test set, ID3 has a poor classification
accuracy of the data outside of the training set. Also, the classification time is very long for ID3 compared
with CART. So the comprehensive experimental results show that the intrusion detection system of train
real-time Ethernet can use the GA-SVM model for detection of abnormal data. After passing the normal
data, the CART model can be used to distinguish between the types of attacks to better complete subsequent
responses and operations. Compared with the anomaly detection model based on SVM, the proposed model
improves intrusion detection accuracy. And the proposed attack classification algorithm based on CART can
improve the computing speed while ensuring the precision of classification.

INDEX TERMS Train communication network, real-time Ethernet, intrusion detection system, attack
classification.

I. INTRODUCTION

With the advent of intelligent train control and management
system, more and more sensors and equipment are con-
nected to TCMS, the data transmission in TCMS is increasing
rapidly, so real-time Ethernet with a high transmission rate is
introduced into TCMS. The openness of the train real-time
Ethernet protocol makes TCMS vulnerable to adversary
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attacks. These attack methods such as port scanning, DoS
attacks, and IP address spoofing may also be used in TCMS.
Therefore, the introduction of Ethernet brings a threat to
TCMS.

Cyber-physical systems (CPSs) security has become a crit-
ical research topic to avoid key security threats faced by
these applications [1]. TCMS is one kind of CPSs which
are an integral system featuring strong interactions between
its cyber and physical components. TCMS security requires
a different strategy from traditional information technology
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(IT) security. TCMS security plays a crucial part in ensuring
the normal operation of the train. Once the train data and
system suffer attacks, it may cause disruption to the operation,
delay to the train, and even safety accidents, thus resulting
in property damage and casualties. In 2003, the train signal
system in Florida suffered attacks from the “SOBIG” virus,
with some trains forced into delay [2]. In 2008, a subway
track signal in Poland was subject to attack. The attacker
exploited remote control to change the track switch, thus
causing derailment to four cars [3]. In 2012, the information
release system and operation scheduling system of a subway
in Shanghai were targeted for attack. A large number of
events indicate that the security of TCMS is worthy of more
attention.

To guard against potential attacks, it is essential to
introduce security protection technology to defend TCMS.
Representing an efficient protection technology, intrusion
detection technology (IDS) is capable of identifying and
judging the abnormality in the network before making a
response in a targeted manner [4]. As a defense mecha-
nism for the TCMS, intrusion detection technology performs
the function of defense against attack and protection for
the TCMS, to ensure the normal functioning of the train
operation.

In this paper, the design of the intrusion detection model
in security protection technology and the parameter opti-
mization problem of the intrusion detection model is studied
in depth. In summary, our work in this paper makes the
following contributions:

1) Taking into account the characteristics of the train’s
real-time Ethernet, the paper divides the train intrusion
detection model into two modules: anomaly detection
and attack classification. Considering a large amount
of real-time data in TCMS, this paper models anomaly
detection as a two-class classification problem with
unbalanced samples. Three anomaly detection models
based on support vector machines are designed, and
their performance is analyzed and compared. Consid-
ering that identifying different attacks is helpful for
subsequent response and processing, these paper mod-
els the attack classification as a multiclass classifica-
tion problem. Unlike support vector machines, random
forests employ decision trees as individual learners
which can better solve multiclass classification prob-
lems. This paper designs attack classification models
based on the CART algorithm and ID3 algorithm under
the random forest category.

2) The paper not only used KDD-99 to test the intru-
sion detection model designed in this paper but also
built a simple train communication network simulation
platform and collected data. Use the data set of the
simulation platform to perform experimental analysis
and verification of the model.

The rest of this paper is organized as follows: In section II,

the paper reviewed the related work of IDS in other scenarios,
briefly introduced the key component of IDS, and abstracted
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the problem model. In Section III, the anomaly detection
model is designed, and particle swarm optimization and
genetic algorithm are used to optimize the model parameters.
Starting from the decision tree and the ensemble learning
framework, an attack classification model based on random
forest is designed in Section I'V. Experiments and results are
presented and discussed in Section V. Finally, the conclusion
and prospect are given in Section VL.

Il. RELATED WORK AND PROBLEM MODELING

This section begins with a brief review of intrusion detec-
tion systems and machine learning. Then the IDS for
train real-time network is introduced. Finally, the problem
modeling is carried out and the appropriate algorithm was
chosen.

A. ATHE APPLICATION OF IDS IN INDUSTRIAL SCENE AND
ITS COMBINATION WITH MACHINE LEARNING
Representing an efficient protection technology, intrusion
detection technology is capable of identifying and judging
the abnormality in the network before making a response
in a targeted manner [5]. IDS is referred to as a technology
that monitors network data in real-time and issues an alarm
when suspicious data is detected. Back in 1980, Anderson
first proposed the concept of Intrusion Attempt [6]. In 1986,
Dorothy pioneered in establishing an intrusion detection sys-
tem model [7]. At present, intrusion detection technology has
been commonly applied in different fields. More importantly,
it continues the integration of new information technology
to maintain development. Based on the characteristics that
DDoS attacks will cause the wavelet variance to change,
literature [8] applies time-frequency analysis methods to
detect network traffic attacks. In literature [9], an analysis is
carried out of the communication mode, network topology,
and functional information in industrial networks, intrusion
behavior features are extracted, detection rules are estab-
lished, and then Markov models are applied to classify them.
Literature [10] collects the historical data on industrial con-
trol networks and distinguishes intrusion behaviors through
signal difference analysis, based on which a new type of
detector is designed to identify the hidden attacks on the
power grid. In literature [11]-[14], both studies and analyses
are conducted of the relevant data of industrial systems such
as generators, water treatment systems, numerical control
processing systems, hot blast stoves, and so on. Besides,
anormal data model is constructed, with partial least squares,
KNN, and other algorithms applied for abnormal detec-
tion. The above-mentioned intrusion detection technologies
have achieved satisfactory results in their respective fields.
As the type of attack diversifies and the intensity of intrusion
increases, however, the existing intrusion detection technol-
ogy has encountered such problems as increased false alarm
rate and reduced detection speed.

Artificial intelligence technology has also promoted the
development of intrusion detection technology to some
extent, expanded its application field and detection depth, and
improved the detection efficiency of the system. At present,
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FIGURE 1. Intrusion detection process.

there are plenty of intrusion detection studies conducted to
introduce machine learning methods. Literature [15] pro-
poses a method called Isolation Forest (iForest), which
detects anomalies purely based on the concept of isolation
without employing any distance or density measure. Liter-
ature [16] puts forward an intrusion detection model inte-
grating chi-square feature selection and multi-class support
vector machine. Literature [17] proposes the model which
is an integrated intrusion detection system combining Chi-
square as the feature selection technique and a hybrid model
of base and ensemble classifiers. In literature [18], an inte-
grated model combined with multiple classifiers is adopted
to detect DDoS attacks, which leads to desirable results
on the NSL-KDD data set. Based on the introduction of
whale algorithms for optimization, literature [19] combines
network intrusion detection with Support Vector Machine,
thus improving the accuracy of intrusion detection. Liter-
ature [20] constructs a fingerprint recognition framework
that relies on lightweight signatures to filter out abnormal
data by routers. Literature [21] applies a three-layer neural
network to train the KDD-99 data set, with the anomaly detec-
tion result reaching a 95% accuracy. Despite these detec-
tion methods combined with machine learning has achieved
relatively satisfactory experimental results, their algorithms
remain subject to certain limitations. For example, the prema-
ture convergence of the genetic algorithm, the problem with
parameter selection in the SVM algorithm, and the problem
with neural network training data set. Moreover, for other
algorithms, the convergence speed is excessively slow, which
makes it easy to fall into local optimization. These problems
need to be addressed by improving the algorithm. Some
key indicators to measure the intrusion detection model are
presented in the literature [22].

B. INTRUSION DETECTION SYSTEM FOR TRAIN
REAL-TIME ETHERNET

As exhibited in Figure 1, the intrusion detection system (IDS)
for train real-time Ethernet is mainly divided into three parts.
The first part is information collection, which mainly col-
lects system log information or network traffic data from
the switch of train critical nodes. The second part is data
analysis, which processes the collected data, establishes a
detection model, and identifies intrusion behaviors. The third
part is the system response, suggesting that the system can
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take corresponding actions. In the above three parts, the data
analysis module is the core of the intrusion detection system,
and the intrusion detection technology is the core of the data
analysis module. In this paper, we mainly study the data
analysis module.

C. PROBLEM MODELING AND CORE ALGORITHM
SELECTION

Although there has been a lot of research on intrusion detec-
tion systems, there is still a gap in the research on intrusion
detection systems for train real-time Ethernet. The literature
research technical analysis mentioned above makes it clear
that the main object of this study is real-time Ethernet for
trains, and the main research core is intrusion detection algo-
rithms. This study aims to recognize normal data and abnor-
mal data. It has been revealed that the intrusion detection
system is essentially a pattern recognition problem, that is,
a classification problem. It requires the ability to accurately
analyze what category the input data belongs to. On this basis,
the problem model is established as follows:

max K = wjAccuracy + wpSpacificity 1)
st. T(n) <t 2)
Sensitivity > Aj 3

where, Accuracy— the proportion of correctly classified
samples in the total sample (%);

Spacificity— the identification of abnormal data (%);

Sensitivity— the proportion of all positive examples
sorted (%).

Constraint (2) denotes the algorithm running time
constraint; Constraint (3) suggests the normal data passing
constraint.

Considering various algorithm characteristics and train
real-time Ethernet intrusion detection requirements, the intru-
sion detection problem is divided into two parts in this
article. In the first part of the model, the binary classifi-
cation of normal data and abnormal data can be realized.
It is based on a support vector machine for anomaly detec-
tion and can intercept abnormal data because the support
vector machine has high accuracy and strong generaliza-
tion ability for binary classification problems and can deal
with the sample imbalance of normal data and abnormal
data. In the second part of the model, abnormal data can be
multi-classified to distinguish different attack types. It clas-
sifies abnormal data based on the random forest to identify
different attack types since support vector machines perform
poorly on multi-classification problems, the random forest
can handle multi-classification problems well, and the run-
ning time is short.

IIl. ANOMALY DETECTION MODEL BASED ON SUPPORT
VECTOR MACHINE

Support vector machine can better process high-dimensional
and nonlinear data sample classification problems and has a
high classification accuracy and strong generalization abil-
ity [23], so it can solve the problem of sample imbalance.
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FIGURE 2. Anomaly detection process based on SVM.

Therefore, in this section, the intrusion detection model is
designed based on SVM. Then particle swarm optimiza-
tion and genetic algorithms are used to search and optimize
parameters.

A. ADESIGN OF ANOMALY DETECTION MODEL BASE ON
SUPPORT VECTOR MACHINE

Given that the data X = {X,...,Xy|X; € R?} is linearly
inseparable, assuming that there is a nonlinear mapping ¢ :
X — H,X € R, H e R¥, it will be mapped from the
Euclidean space to the Hilbert space H, making its data set
linearly separable in space H.

N N N
1
max ) " o; — EE > " aioyye et @)
i=1

i=1 j=1

N
s.t. Zaiyi =0 5
i=1

O0<o;<C, i=1,.,N (6)

According to the above problem, the kernel function can
be defined as:

K(x,2) = ¢x) e ¢(2) @)

The kernel function defines the similarity of the two data
after the mapping transformation, and then the classification
is conducted by the SVM.

Radial Basis Function (RBF) kernel, also known as Gaus-
sian kernel or Squared Exponential (SE) kernel, is frequently
applied in various types of learning algorithms, such as Gaus-
sian Process Regression (GPR) [24]. It is usually defined as
the monotone function of the Euclidean distance between a
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given point in space to a center, that is:
K(x,2) =exp(—y |x —zl) y >0 ®)

In this chapter, the model design will use RBF kernel
functions to map the data.

The anomaly detection model based on SVM is shown
in Figure 2. The specific establishment steps are as follows:

Step 1: Collect real-time Ethernet data of the original train
and perform feature statistical processing to obtain various
data feature values. Then the normalization and encoding
processing is performed.

Step 2: Use a simple random non-replacement sampling
method to construct the training set and test set from the
original data set.

Step 3: Set the kernel function and the threshold of each
parameter in the training process, and take the parameter
vector g as the optimization parameter.

Step 4: Construct and solve the quadratic programming
problem and obtain the solution:

af = (ai‘,a’{,...,a:)T )

Step 5: Solve p* according to support vector x;* and o}
n
o = Za;K(xj,xi) (10)
j=1
Step 6: Construct a classification decision function:

n
f(x) = sign (Z o K(xi, x) — p*> (a1
i=1

Step 7: Predict the test set by using the obtained model,
input the classification results and other parameters into the
fitness function, and return the obtained fitness value to the
parameter optimization process.

Considering that accuracy and specificity are the main
indicators for evaluating the classification results, the results
are evaluated from these two aspects. The fitness functions
are:

K = w1 - Atest + w2 - Brest (12)

where, Argst — test set accuracy;

Brest — test set specificity;

The selection of kernel function parameters is very crucial
to solve the problem of nonlinear data and improve classi-
fication accuracy. Considering that the selection of param-
eters based on personal experience is random, it is difficult
to obtain a more ideal result. Therefore, the optimization
process will optimize the search for the kernel function
parameters.

B. BDESIGN OF OPTIMIZATION PROCESS BASED ON
PARTIAL SWARM OPTIMIZATION

The first model design proposed in this section is the intru-
sion detection model design which is based on SVM and
conducts parameter search by adding the PSO algorithm.
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FIGURE 3. Optimization process based on PSO.

Figure 3 shows the model design, and the specific steps are
as follows:

Step 1: Initialize parameters. Set the maximum iterations
dmax, accuracy &, and parameter thresholds.

Step 2: Generate a particle swarm. Randomly generate
a particle swarm containing N particles, and each of
them contains position X and speed V. Among them,
the position is the searched kernel function parameter
vector g.

Step 3: Individual evaluation. The position of each particle
is introduced into the SVM model as a parameter to obtain
the test result of the model, then calculate the fitness function
of each particle, and obtain the fitness vector ¥ = f(X).

Step 4: Update individual optimal position and global
optimal position. The specific steps are as follows:

If the adaptability of a particle’s current position is greater
than the individual optimal fitness, that is f(pis(t)) <
f(xi(t + 1)), then the current particle’s optimal position will
be updated, that is pjz(t + 1) = x;(t + 1). Otherwise,
the last individual optimal position will still be maintained,
pid(t + 1) = pia(t).

After the individual optimal position completes the update,
itis sorted in order from large to small according to its fitness,
and the optimal value is selected.

If the optimal value of the individual optimal fitness is
greater than the global fitness, thatisf (p};(t+1)) > f(pga(?)),
then the global fitness will be updated to that value, that is
Pea(t+1) = p;‘d(t +1). Otherwise, the last individual optimal
position will still be maintained, pgg(t + 1) = pgq(?).
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FIGURE 4. Optimization process based on GA.

Step 5: Terminate determination. Determine whether the
termination condition is met, and the judgment conditions are
as follows:

(1) Whether the maximum number of iterations is reached,
and if so, stop the iteration and output the result.

(2) Whether the difference between the global optimal
fitness for three consecutive times is within the accuracy, if it
is, then stop the iteration and output the result.

If the termination judgment requirement is not met,
continue to perform STEP 6.

Step 6: Update the particle speed and position according
to the flight formula. If the parameter exceeds the threshold,
the parameter will be set as the threshold value. After updat-
ing, go back to STEP 3 to conduct model training and fitness
evaluation.

C. DESIGN OF OPTIMIZATION PROCESS BASED ON
GENETIC ALGORITHM

The second model design proposed in this section is the
intrusion detection model design which is based on SVM and
conducts parameter searching by adding GA. Figure 4 shows
the model design, and the specific steps are as follows:

Step 1: Initialize parameters. Set the evolution alge-
bra counter, set the maximum evolution algebra Jmax,
crossing-over rate A, variability 7, and parameter thresholds.

Step 2: Generate a population. Randomly generate a pop-
ulation containing N individuals and take the kernel func-
tion parameter vector g as the performance characteristics,
and then the performance characteristics are chromosomally
encoded according to the binary coding method.

Step 3: Individual assessment. Decode the chromosomes of
each particle to get the performance characteristics. Introduce
the performance characteristics, that is, parameters, into the
SVM model to obtain the model detection results. The fitness
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function of each individual is calculated according to the
detection results, and then the fitness vector ¥ = f(X) is
obtained.

Step 4: Terminate determination. If the maximum evolu-
tionary algebra is reached, the iteration will be terminated.
If the termination judgment requirements are not met, go to
STEPS to conduct genetic manipulation.

Step 5: Genetic manipulation. Genetic manipulation
includes three processes: selection, crossover, and mutation.
The specific steps are as follows:

Selection: Use the roulette wheel selection method to select
individuals, that is, take individual fitness as the selection
probability for random selection and retain some candidate
solutions.

Crossover: Use a two-point crossover method to randomly
exchange genes between the parents of each parent according
to the crossover rate, that is, randomly set two crossover
points on the chromosome and exchange the genes at this site.

Mutation: Use the binary mutation method to randomly
select some individuals for 0-1 conversion at any gene
position according to the mutation rate.

After completing the genetic manipulation, turn to STEP
3 to evaluate individuals and make termination determination.

IV. ATTACK CLASSIFICATION MODEL BASED ON
RANDOM FOREST
Ethernet attacks come in many varieties. A train intrusion
detection model that simply detects whether the data is abnor-
mal is not enough to trigger a response to an attack. There-
fore, it is necessary to identify different types of intrusion
data. This multi-classification problem can be handled by
continuous two-class classification, although the effect is
far less than the multi-class classification method. Random
forest is an integrated learning method suitable for handling
multi-classification problems, and this method can handle
high-latitude data with high accuracy. At the same time,
the parallel training processing method also guarantees the
real-time requirements of intrusion detection.

For random forest models, the key lies in the design of
decision trees and integrated learning frameworks.

A. DESIGN OF ATTACK CLASSIFICATION MODEL BASED
ON DECISION TREE

The decision tree is a classic supervised machine learn-
ing approach. Commonly used algorithms are ID3 and
CART [25]. In Table 1, we compare ID3 and CART.

The design of the attack classification decision tree is
shown in Figure 5.

Step 1: Input data set D and initialize threshold parameters
(maximum depth, minimum sample number of nodes, Gini
coefficient threshold, pruning regularization threshold).

Step 2: Calculate each feature value pair data set in the
current node D Gini coefficient.

Step 3: Select the feature with the smallest Gini coefficient
A and corresponding eigenvalues a. According to the selected
features and feature values, the data set is divided into two
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TABLE 1. Comparison of decision tree algorithms.

Type D3 CART
Op tlmal‘ partition Information gain Gini coefficient
attribute

Decision tree type Multitree Binary tree
Discrete/continuous
variables can be

processed

Processing

variable types Only handle discrete

variables

Function

Only do classification =~ Regression / classification

Missing value Sensitive to missing

Can handle missing values

values
chpe (.)f Suitable for small .
application Suitable for large samples
samples
E
Data Input

‘ ‘

Decision Tree

Decision Node Decision Node

Branch

State

: Node

et ﬁ & g & &
Node

Nonempty

Regulation
Threshold is Empt

Optimization
Stop

FIGURE 5. Process of decision tree.

parts D1 and D,. Simultaneously, establish the left and right
child nodes of the current node.

Step 4: Determine whether the current sample number
of each child node is less than the minimum node sample
number or no optional feature. Set the node that meets the
condition as a leaf node and stop growth.

Step 5: Determine whether all end nodes are leaf nodes.
If all nodes are leaf nodes, stop growing, and skip STEP 6.

Step 6: Calculate the Gini coefficient of the root node
data set. If it is less than or equal to the threshold, stop the
recursion and continue with STEP 7; otherwise, set the node
data closest to the root node as the data set D and go back to
STEP 2.
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FIGURE 6. Process of random forest.

Step 7: Calculate the training error loss function C,(7;)
of each internal node from the leaf node to the bottom and
regularization threshold «.

Step 8: Select the largest oty of all nodes. Access all inter-
nal nodes from top to bottom. Determine whether pruning
should be done according to the set criteria.

Step 9: Determine whether the regularization threshold set
is empty, if it is empty, output the optimal decision tree;
otherwise, go back to STEP 7 and prune.

B. DESIGN OF ENSEMBLE ARCHITECTURE BASED ON
RANDOM FOREST

The process involves obtaining M training sets from the orig-
inal data set containing N sets of data through Bootstrap, for
each training set, training independent M weak learners, and
output the result through the specified combination strategy.
The autonomous sampling method is a sampling method with
replacement, each time extracting K sets of data from the
original data set, a total of Group M, thus gets M training
sets.

The attack classification framework based on random for-
est includes the steps of sample selection, individual learning
training and integration, and testing. The process is shown
in Figure 6.

Step 1: Initialize frame parameters, including the number
of training sets, features, and samples in a single data set.

Step 2: From the original data set Xiy,i, with capacity N, use
Boosting to extract M(M < N) samples with replacement as
a training subset O;. Repeat until the number of training sets
is satisfied.
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TABLE 2. Feature.

Feature
Duration Flag Src_bytes Dst_bytes Wrong_fra
gment
Urgent Hot Nur‘nifalledi Root_shell  Num_root
logins = -
Num_file cr  Num_shell Num_access
== — — Count Srv_count
eations N _files =

Step 3: For each training subset O;, from the original
data F, randomly select K = log, F' (Roundup) features to
generate a new training set s.

Step 4: For each training set D;, use the model of attack
classification model to generate a decision tree 7;, combining
random trees to generate a random forest.

Step 5: Input the test set Xieg into the generated random
forest and use the majority vote method to obtain the test
result.

Step 6: Perform test verification to determine whether the
generated random forest meets the requirements.

V. EXPERIMENT ON ANOMALY DETECTION MODEL

This chapter will use the processed KDD-99[26] data set to
conduct an experimental analysis on the proposed models,
to verify the algorithm’s ability to effectively identify normal
data and attack data, and analyze the key factors and perfor-
mance indicators. Moreover, the data set of the experimental
platform is used to verify the model.

A. ADATA SET DESCRIPTION IN THE EXPERIMENT

Many intrusion detection models use the KDD99 data
set to evaluate the performance of the model [27]-[31].
KDD-99 data set is divided into two parts: the training set
contains more than 5,000,000 pieces of network connection
records, and the test set contains more than 2,000,000 pieces
of network connection records. Each network connection is
marked as normal or attack. The attack is divided into 4 major
categories, a total of 39 types, of which 22 types appear in
the training set, and the other 17 types of unknown attacks
appear in the test set. Each network connection of KDD-99 is
described by 41 characteristics, and it can be divided into four
categories, including basic characteristics of TCP connection,
content characteristics of TCP connection, time-based net-
work traffic statistical characteristics, and host-based network
traffic statistical characteristics.

This experiment is based on this data set and selects
15 commonly used features for training. Also, some of the
attack types that did not participate in the training are selected
and put into the test sample to evaluate the algorithm’s gen-
eralization ability. Among them, 15 characteristics are shown
in Table 2, and the selected attack types are shown in Table 3.

* represents the attacks only appearing in the test set.

The experiment selects about 2000 data as the sample set,
and 500 data as the test set. Among them, 70% is normal data
and 30% is attack data, which is used to verify the algorithm’s
ability to settle the sample imbalanced problem.
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TABLE 3. Attack type.
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FIGURE 7. SVM on the train data set.
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FIGURE 8. SVM on the test data set.

B. EXPERIMENT ON ANOMALY DETECTION MODEL
The computer environment used in the experiment is the
following operating system: CPU: Intel (R) Core (TM)
15-6300 U, main frequency: 2.40GHz, memory: 8GB, and
Windows 10 64-bit. Then the simulation software MATLAB
2018a is used to experiment on the proposed algorithm.
First of all, verify the detection results based on SVM
without optimization. Set the parameters as follows: C = 1,
G = 1, the cross-check uses the K-fold method, K is set as 5.
The results are shown in Figures 7 and 8 shows:
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According to the test results, it can be concluded that
the accuracy of the training set is 92.9%, the sensitivity is
99.6%, the specificity is 72.8%, and the cross-check result is
92.7%; the accuracy of the test set is 82.4%, the sensitivity
is 99.67%, and the specificity is 56.2814%, the cross-check
result is 87.6%. Based on the results, it can be found that
the training set detection results of the unoptimized support
vector machine algorithm meet the requirements, and the
accuracy of the test set still needs to be improved. Besides,
it can also be directly seen from the figure that the model’s
identification ability for the negative class, that is, specificity,
is relatively poor and needs to be improved.

Later, traverse the parameters ¢ and g within the range of
1-100 to observe the performance index of SVM, and the
results are shown in Figure 9.

The running time of the experiment is 1393s. Through
experiments, it can be found that the accuracy and speci-
ficity also continuously change with the parameters, and the
variation trend of the accuracy and specificity is generally
the same, that is, there is an optimal parameter combination,
which makes the abnormality detection performance based
on SVM optimal. Considering that the manually selecting
parameter has certain randomness, and the running time for
traversing the parameters is too long, it is necessary to intro-
duce PSO and GA algorithms to optimize the parameters
based on SVM.

First of all, verify the results obtained by optimizing
the parameters with PSO. The basic settings are shown in
Table- 4.

The experimental results are shown in Table 5. Based on
the results, it can be found that the accuracy and speci-
ficity performance of the intrusion detection system opti-
mized by the PSO algorithm is significantly improved.
Besides, the experiment proves that PSO-SVM can meet the
requirements.

Secondly, verify the results of the results obtained by opti-
mizing the parameters with GA. The basic settings are shown
in Table 6.

The experimental results are shown in Table 7. Based on
the results, it can be found that the accuracy and specificity
performance of the intrusion detection system optimized by
the GA algorithm is significantly improved. Compared with
the PSO algorithm, the GA algorithm has higher accuracy,
sensitivity, and specificity in both the training set and the
test set after optimization. Only cross-validation is slightly
lower, and the GA algorithm has better overall performance
after.

The fitness curves of the two optimization algorithms are
shown in Figures 10 and 11. According to the changes in
fitness, it can be found that the optimization speed of the
PSO algorithm is slightly faster, but the stability of the aver-
age fitness is slightly worse. Although GA requires more
algebras, its average fitness is relatively stable.

Change the number of sample inputs and observe the
changes in the running time of the three algorithms. The
experimental results are shown in Figure 12.
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FIGURE 9. Traverse the parameter.

TABLE 4. PSO-SVM Parameter.

TABLE 7. GA-SVM vs SVM.

Parameter Value Explanation

Cl 0.5 Local search capability

Cc2 0.7 Global search capability
Maxgen 10 Maximum generation algebra
PopSize 10 Population size

Wv 0.5 Velocity elastic coefficient
Wp 0.5 Elasticity of position

C Range 0.01-1000 Parameter C range

G Range 0.01-1000 parameter G range

TABLE 5. PSO-SVM vs SVM.

Type SVM SVMitest LOO-SVM - PSO-SVM
training training test

Accuracy 92.90% 82.40% 95.75% 90.00%

Sensitivity 99.60% 99.67% 99.67% 99.67%

Specificity 72.80% 56.28% 84.00% 75.38%

Cross Validation ~ 92.70% 87.60% 92.80% 94.60%

TABLE 6. GA-SVM Parameter.

Parameter Value Explanation

Maxgen 10 Maximum generation algebra

PopSize 10 Number of individuals

Ggap 0.9 Population screening probability

C Range 0.01-1000 Parameter C range

C Range 0.01-1000 Parameter C range

G Range 0.01-1000 Parameter G range

It can be found that the running time of GA-SVM and PSO-
SVM models is linearly proportional to the sample size, and
the running time of the unoptimized SVM model does not
change with the sample size. Besides, it can also be found
that the PSO-SVM algorithm needs the longest running time,
followed by GA-SVM, and the unoptimized SVM algorithm
requires the shortest running time.
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Type SVM SVM test GA-.SVM GA-SVM

training training test
Accuracy  92.90% 82.40% 95.85% 90.60%
Sensitivity ~ 99.60% 99.67% 99.80% 99.67%
Specificity ~ 72.80% 56.28% 84.00% 76.88%
Cross 92.70% 87.60% 92.95% 93.40%
Validation

Fitness Curve Accuracy[PSOmethod]
(Parameter c1=1.5,¢2=1.7,Stop generation=10,Group size pop=10)
Best ¢=71.745 g=79.0041 CVAccuracy=95.05%
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FIGURE 10. PSO-SVM fitness curve.

C. EXPERIMENT ON ATTACK CLASSIFICATION MODEL

The experiments verified the model’s ability to recognize
different types of attacks. The experimental environment is
the same as the anomaly detection model experiment based
on SVM. Experiment from KDD-99 data sets randomly select
6 types of attacks. Each attack selects 500 data to form a data
set, making up a total of 3000 data. Among them, 60% is used
for training and 40% is for testing. Considering that our goal
is attack classification, the fitness function is adjusted to:

m
K = Za)i -Ai
i=1

where, A;— the recognition accuracy rate of various attacks;

13)
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FIGURE 12. Runtime variation with the number of input data.

w;— the attack weight factor. In this experiment, w; =
1 / m.

First, verify the ID3 model. ID3 models use information
entropy as a tree standard. The experimental results show
in Figures 13.

The accuracy of the ID3 model in the training and test
sets are 100% and 92.58%, respectively. We can observe that
the training set features are more evident, the reason is the
decision tree in the ID3 algorithm is fully grown and does
not perform pruning. The algorithm showed overfitting with
some samples. The CART model uses information entropy as
a tree standard. The results show in Figures 14.

The accuracy of the CART model in the training and test
sets was 99.88% and 99.16%, respectively. We found that
CART was faster while its accuracy on the test set compared
to the ID3 model was improved.

Adjust the maximum number of splits for decision-making
and observe the generation process of the tree. The results
show in Table 8.
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FIGURE 14. CART model on the test set.

The number of decision points increases along with the
depth of the decision tree. The accuracy of the training and
test sets increases along with the complexity of decision-
making. When the maximum number of divisions approaches
the final number of classifications, the accuracy rate changes
greatly. When the depth of the decision tree or the number of
decision points reaches a higher value, the accuracy increase
is small or null. Therefore, when setting the initial parameters
of the decision tree, it is not necessary to account for the final
depth of the decision tree. To ensure accuracy, the depth of the
decision tree can be appropriately reduced, thereby reducing
the complexity of the tree and the arithmetic operation time.
Finally, change the number of sample inputs and observe the
variations in the running times of the two algorithms. The
results shown in Figure 15, reveal that these two algorithms
possess a constant time complexity and that the running time
of the ID3 model is slightly longer than that of the CART
model.
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TABLE 8. Decision tree generation.
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FIGURE 15. Runtime variation with the number of input data.

D. TRAIN REAL-TIME ETHERNET INTRUSION DETECTION
VERIFICATION EXPERIMENT
In this section, a simple train network simulation platform is
built and data is collected to perform experimental analysis
and verification on the aforementioned design model. We use
a switch to connect the network management system (NMS)
and the end device (ED) to build a simple network. The
specific network structure is shown in Figure 16.

Considering the possible characteristics of the attack and
the key parts of the message, this experiment selects ten
features: Time, Source Address, Source Port, Destination
Address, Destination Port, Length, Cumulative Bytes, Pro-
tocol, Information, Time Since First Frame. Natural numbers
are used to encode non-numeric types, and the extreme value
method was used to normalize all data. First, we verified the
ability of the anomaly detection model to detect abnormal
data. The SVM, PSO-SVM, GA-SVM algorithm training
models were used on the new training set and verified on the
training set and test set respectively. The results are shown
in Table 9.

The training times used by the three algorithms, SVM,
PSO-SVM, and GA-SVM, were 5.006s, 88.045s, and
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FIGURE 16. The topology of train real-time Ethernet experiment platform.

TABLE 9. Train data set on anomaly detection model.

Type SVM test PSO-SVM test GA-SVM test
Accuracy 83.90% 98.80% 98.70%
Specificity 86.82% 99.04% 97.36%
Cross 85.58% 98.26% 98.96%
Validation

TABLE 10. Classification model’s accuracy.

Type CART ‘s Accuracy ID3 ‘s Accuracy
Test set 96.20% 32.89%
Train set 99.26% 100.00%

47.356s respectively. The training results obtained by
GA-SVM and PSO-SVM were better than the SVM, without
optimization on both the test set and the training set. From
that time, the GA-SVM algorithm time was reduced by half
compared to the PSO-SVM time. While the SVM algorithm
did not require an optimization process, its required time was
significantly shorter.

Next, we verified the classification ability, of the random
forest algorithm, of abnormal data. On the new training set,
using the CART, the ID3 algorithm generated a random forest
and verified them on the training set and the test set respec-
tively, as shown in Table 10. The total time used by the CART
algorithm was 2.161s. The ID3 algorithm spanning-tree time
and classification were 2.69s and 6.753s respectively. The
CART algorithm achieved 95% accuracy on the training and
test sets. The ID3 algorithm obtained 100% accuracy on
the training set and only 32.89% accuracy on the test set.
ID3 has a poor classification accuracy of the data outside of
the training set. Besides, the classification time is very long
for ID3 compared with CART.

Because the amount of data is constantly increasing during
the actual train operation, the number of training samples can
be continuously increased. Study the relationship between the
operation time of the above five models with the change in the
number of samples.
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The experimental results of the anomaly detection algo-
rithm are shown in Figure 17. Observe that as the number
of samples increases, PSO-SVM and GA-SVM training time
increases linearly. The SVM, without optimization, maintains
a constant time complexity. You can see that the training
time of the PSO-SVM algorithm was higher than that of the
GA-SVM algorithm, and much higher than that of the SVM,
without optimization.

The experimental results of the attack classification algo-
rithm are shown in Figure 18. Itis observed that as the number
of samples increased, although the training time fluctuates,
it was maintained at a relatively short and constant time.
Simultaneously, the training duration used by the CART algo-
rithm was less than that of the ID3 algorithm, and the time
fluctuation was also small.

E. ANALYSIS AND SUMMARY OF EXPERIMENTAL RESULTS
Through the comparison and verification experiments,

the conclusions are summarized as follows:
1) For the anomaly detection problem, the SVM with-
out optimization ran faster, but the recognition result
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was somewhat different from the SVM with optimiza-
tion processing. The non-optimized SVM model was
suitable for recognition scenarios that required large
amounts of data and required rapid training. In such
scenarios, time has priority over accuracy. The two
SVM models with optimization processes had strong
recognition ability and could accurately identify abnor-
mal data. These two types of models achieved good
results based on indicators such as accuracy, specificity,
and sensitivity. They were suitable for scenarios with
high requirements for communication data security.

2) For the anomaly classification problem, on the whole,
the performance of the CART model was better than
the ID3 model. The CART model performed well on
accuracy, achieving more than 90%. The ID3 model
had an overfit phenomenon. Although it achieved good
results on the training set, it did not perform well on the
dataset. In the real-time Ethernet scenario of the train,
the model needs to have a good ability to recognize
strange data, so the ID3 model does not apply to the
scenarios considered in this article. Besides, in the
CART model, too many or too few nodes can affect
the classification accuracy when generating a decision
tree.

3) From the perspective of time complexity, the training
time of the anomaly detection model with an opti-
mization process was linearly related to the number of
samples, and the running time of the attack classifica-
tion model was constant with regards to the number
of samples. Looking at the time, the PSO-SVM model
took the longest time, followed by the GA-SVM model.
The training time of SVM without optimization, ID3,
and CART models were shorter.

Comprehensive experimental results, the intrusion detec-
tion of train real-time Ethernet can use the GA-SVM model
for the detection of abnormal data. After passing the normal
data, the CART model can be used to distinguish between the
types of attacks to better complete subsequent responses and
operations.

VI. CONCLUSION

In this paper, a study was conducted on two key issues
of the intrusion detection problem: anomaly detection and
attack classification. Designing related models were then
conducted based on support vector machines and random
forests algorithm in machine learning. Moreover, the intro-
duction of particle swarm optimization and genetic algo-
rithms for parameter optimization was done, building a
train’s real-time Ethernet intrusion detection experimental
platform, carrying out related experiments, and verifying the
model.

The achievements of this paper are as follows: Through
experiments, it is proved that the PSO-SVM algorithm,
GA-SVM algorithm, and CART algorithm can effectively
carry out anomaly detection and attack classification in
the train real-time Ethernet. From the perspective of time
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complexity, it can be seen that PSO-SVM and GA-SVM
anomaly model have a linear relationship, while the SVM
anomaly detection model, ID3, and CART attack classi-
fication model have constant characteristics, and the time
required by PSO-SVM model is higher than that of GA-SVM
model, much higher than that of other models.

Train’s real-time Ethernet has open interconnection char-
acteristics, which include the continuous development of
network communication technology, as well as the ever-
increasing corresponding attacks and abnormal conditions.
As computer technology develops, attacking methods in the
continuous game of chance with intrusion detection are get-
ting subtler. Some attack types hide the attack in applica-
tion layer data, MIB library information, etc., and cannot be
identified by packet and traffic characteristics. The follow-up
studies may find out the impact of such covert attacks on
train communication data, equipment, databases, and other
aspects, and then use this as a basis to design a new attack
and defense model to ensure the train’s real-time Ethernet
security.
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