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ABSTRACT Most of the existing image style transfer algorithms transfer the whole image style as a whole.
Style feature is a set of correlation matrix based on style image, namely Gram matrix. Each matrix is a
global description of the style image. This kind of methods can perform well in the insensitive semantic
scenes (such as the style transfer between landscape photos), but in the sensitive semantic scenes (such as
the style transfer between portrait photos), the problem of semantic mismatch will be highlighted, such as
transferring the background texture of the style image to the foreground of the target image. Although the
existing research takes the manually annotated semantic image as an input of the algorithm, and then guides
the style transfer based on the semantic information, and finally achieves good results in the style transfer
between portraits. But there are still two problems: first, semantic images need to be manually annotated,
which costs human resources. In practical applications, large-scale image style transfer is often needed.
Second, the details of the synthesized image are fuzzy, and the definition is not enough.We propose an image
style transfer algorithm based on semantic segmentation to resolve semantic mismatching in image style
transfer. Our algorithm extracts the semantic information of style image and content image automatically
through a semantic segmentation network and uses the semantic information to guide the style transfer. Our
algorithm builds a semantic segmentation network based on mask R-CNN, introduces semantic information,
and then makes style transfer on the patch level, realizes the style transfer between similar objects (consistent
semantic information). Experiments on Celeba andWikiart show that our method could automatically extract
the semantic information of style image and content image. Compared with the state-of-art approaches in
this field, our method can effectively avoid semantic mismatch in the process of image style transfer. That
is, it can maintain semantic consistency in the process of style transfer.

INDEX TERMS Image style transfer, semantic segmentation, semantic mismatching, feature extraction,
fine semantic guidance, mask R-CNN.

I. INTRODUCTION
Most of the existing image style transfer approaches transfer
image styles as awhole. TakingGatys’method as an example,
the style feature is a set of correlation matrices calculated
based on style image, namely Gram matrix. Each matrix is
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a global description of the style image. This kind of method
can perform well in insensitive semantic scenes (such as style
transfer between landscape photos), but in the insensitive
semantic scenes (such as style transfer between portraits),
the problem of semantic mismatching will be highlighted,
such as transferring the background texture of the style
image to the foreground of the target image. Champanard
took the manually annotated semantic image as an input of
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the algorithm, then guided the style transfer based on the
semantic information, and finally achieved good results in
the style transfer between portraits. However, Champanard’s
algorithm has two problems: first, semantic images need to be
manually annotated, which requires a lot of human resources
and material resources. In practical applications, large-scale
image style migration is often needed. For example, a large
number of promotional posters are automatically designed for
e-commerce websites. Obviously, the algorithm is not suit-
able for this scenario; second, the details of the synthesized
images are fuzzy, and the clarity is not enough.

We propose an image style transfer algorithm based on
semantic segmentation (the whole method is abbreviated as
SST) algorithm based on semantic segmentation. The algo-
rithm builds a semantic segmentation network on the mask
R-CNN, introduces semantic information, and then performs
style migration at the image block level to realize the style
transfer between similar objects (with consistent semantic
information). To prove the effectiveness of SST algorithm,
we do a comparative experiment on Celeba

II. RELATED WORK
Mordvintsev et al. [1] iteratively optimized the image tomake
the CNN feature of the image consistent with the target CNN
feature, and the resulting image is the stylized image. This
style transfer method combined with visual texture model-
ing [2] technology leads to the online image style transfer
(IOB-NST) algorithm based on image optimization, which
lays the foundation of the NST field. The basic idea of
IOB-NST is as follows: firstly, the style and feature are mod-
eled, then the content feature and style feature are extracted
from the content image and the style image, respectively, and
then combined into the target feature. Finally, the stylized
image is constructed iteratively to make its feature and target
feature match. In general, the IOB-NST algorithm is the same
idea. The difference is the way of modeling style. Because of
the iterative optimization steps, the IOB-NST algorithm gen-
erally has a large amount of calculation and low efficiency.

The algorithm proposed by Gatys et al. [3] is an important
representative of IOB-NST. By reconstructing the features
of the middle layer of the VGGNET19 network, Gatys and
others found that the deep convolution neural network can
extract content information from any photo and style infor-
mation from any artistic image. According to this finding,
Gatys et al. Reconstructed the content information by reduc-
ing the difference of high-level features between the content
image and the target image and reconstructed the style infor-
mation by reducing the difference of the statistical features
of the Gram matrix between the style image and the target
image. Gatys and other algorithms do not need a training
set and do not require the type of style, which solves the
problems of the IB-AR algorithm before deep learning. But
the algorithm also has its own shortcomings because CNN
features inevitably lose low-level information, so the algo-
rithm cannot maintain the consistency of fine structure in
the process of stylization and will also lose a lot of detailed

information; because of the limitation of Gram matrix repre-
sentation style, the algorithm can not synthesize high real-
istic images. In addition, the stroke, semantic, and depth
information in the content image are not considered in the
algorithm, which are important indicators to evaluate the
visual quality.

Gram matrix is not the only choice for statistical features
of coding style. There are many style representation meth-
ods based on the Gram matrix. Li et al. [4] treated style
migration as domain adaptation and proposed a new style
representation method. Given training sets and test sets from
different distributions, the goal of domain adaptation is to
train a model based on labeled training sets in the source
domain so that the model can predict unlabeled test data sets
in the target domain. The basic idea of domain adaptation
is to establish the relationship between the source domain
samples and the target domain samples by minimizing the
differences between the distributions. The maximum mean
difference (MMD) is usually used to measure the difference
between the two distributions. Li et al. Have proved that the
Gram matrix matching the style image and the target image
is equivalent to minimizing MMDwith quadratic polynomial
kernel. Therefore, the use of other kernel functions can also
be used for style transfer, such as linear kernel, polynomial
kernel, Gaussian kernel, and so on. In addition toMMD, there
is also a modeling method based on BN (batch normaliza-
tion). Li et al.’s main contribution is to prove theoretically
that the style matching based on Gram matrix is equivalent
to minimizing MMD based on quadratic polynomial kernel,
which provides a reasonable explanation for NST and makes
the theory of NST clearer. However, Li et al.’s algorithm still
does not solve the shortcomings of Gatys’ algorithm.

The algorithm based on the Gram matrix is not sta-
ble enough in the optimization process, so it needs to
adjust the parameters manually, which is very cumbersome
[7]–[12]. Risser et al. [5] found that two feature maps with
great differences in mean and variance may still have the
same Gram matrix, which is one of the main reasons for the
instability of the Gram matrix. Inspired by this discovery,
Risser et al. Introduced a histogram loss function to match
the entire histogram of a feature graph in the optimization
process. In addition, Risser et al. Also proposed an exper-
imental scheme of automatic parameter adjustment, which
can explicitly avoid the occurrence of extremum in the gra-
dient through standardized operation. The above-mentioned
NST algorithms only compare the similarity between the
content image and the target image in the CNN feature space
[13]–[17]. However, due to the inevitable loss of the low-level
information of the image, the distortion and irregular defects
often appear in the composite image. In order to preserve
the consistency of fine structure in the process of stylization,
Li and Wand [6] imposed additional restrictions on low-
level features in pixel space. Specifically, the Laplacian loss
functionwas introduced to calculate the Euclidean distance of
Laplacian filter responses between the content image and the
target image. Laplacian filter is used to calculate the second
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derivative of pixels, which is widely used in the field of edge
detection.

Li et al.’s algorithm can keep the consistency of fine struc-
ture in the process of stylization, but it still does not consider
the semantic, depth information, stroke, and so on.

Li et al. [7] first proposed an NST algorithm based on
Markov random fields (MRF). Li et al. found that although
the statistical feature-based NST algorithm captures the cor-
relation of pixel features, it ignores the spatial structure of the
image, which makes it not ideal in the migration of photoreal-
istic styles. Therefore, he proposed a new style loss function,
which introduced the prior knowledge of MRF based on
patch.

The advantage of Li’s algorithm is that it can deal with
high realistic style transfer, especially when the shape and
perspective of content image and style image are similar. The
effect is very good. However, when the shape and perspec-
tive of the content image and style image are too different,
the patch will be mismatched, and the migration effect is
not ideal. In addition, the ability of the algorithm to retain
details and depth information is not strong. Texture synthesis
is often used for feature extraction [28]. We use mask R-CNN
network to extract fine semantic features and utilize them to
guide semantic style transfer.

FIGURE 1. Overall structure of image style transfer algorithm based on
semantic segmentation.

III. METHOD
In order to facilitate the following description, this paper
agreed that the target image to be synthesized is represented
by Ig, the input content images are represented by Ic, and
the input style images are represented by Is. Figure 1 is the
overall structure of the algorithm. The algorithm belongs to
an online image style transfer algorithm based on image opti-
mization. The whole network inputs content image and style
image, then outputs stylized target image. The target image

is a variable to be optimized. The optimization algorithm
adjusts the target image continuously so that the value of
the loss function gradually decreases. When the optimization
algorithm ends, the target image is the stylized image. When
calculating the loss function, firstly, the semantic information
of the content image and style image is extracted by semantic
extraction network, then the content feature of the content
image, style image and content and style feature of the target
image are extracted by feature extraction network, and then
the target image is matched based on semantic information
(the target image is constrained by the semantics of content
image) Finally, the loss function is calculated based on the
content and style features of the target image, the matched
style features and the content features of the content image.
The design details of each part will be introduced in detail
below.

A. SEMANTIC EXTRACTION NETWORK
We extract semantic information based on a semantic seg-
mentation network. A semantic segmentation network is used
to classify input images at the pixel level. In traditional classi-
fication networks, an image corresponds to a label, such as a
dog or a cat. The output of the semantic segmentation network
is a mask image with the same resolution as the input image,
and the value of each pixel is the category label corresponding
to the input pixel. As shown in Figure 2, the input image is on
the left, and the output of the semantic segmentation network
is on the right. It can be seen that red pixels correspond to
hair, and green pixels correspond to faces. Each pixel has its
own category label (i.e., different colors).

FIGURE 2. Input (left) and output (right) of semantic segmentation
network.

If the input image is represented by I , the semantic seg-
mentation network is represented by S, and a mask image is
represented by m, then the relationship between the three can
be expressed as following:

m = S(I ) (1)

where I is the three-dimensional array, m is the three-
dimensional array, S generally is denoted by the convolution
neural network, there is no explicit representation, W ,H ,D
are the length, width, and channel number of the input image
respectively, and K is the number of categories that can be
recognized by the semantic network S.
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The semantic extraction network is built on the basis of
mask R-CNN [18]. Mask R-CNN is an algorithm that inte-
grates detection, classification, and semantic segmentation.
Based on fast R-CNN [19], the algorithm adds a branch for
predicting semantic mask (mask), which only increases a
small amount of computational overhead, but significantly
improves the detection performance.

Mask R-CNN has two features that are suitable for style
migration, and the semantic extraction network in this paper
also retains these two features. First, the RoIAlign layer [18]
is introduced to avoid the loss of location information during
downsampling to a certain extent, which improves the predic-
tion accuracy of the semantic mask; and the semantic mask
determines the process of style matching in the style migra-
tion network. Secondly, mask R-CNN decouples the classifi-
cation and semantic segmentation, and their prediction results
are independent of each other. This not only improves the
performance of the two tasks but also greatly simplifies the
process of style matching based on semantics. Figure 3 shows
the structure of the semantic extraction network. It can be
seen that the whole network is mainly composed of four sub-
networks: FPN (feature pyramid network [20]), RPN (region
proposal network [19]), FCN (fully volatile network [21]),
and classification regression network.

FIGURE 3. Semantic segmentation network takes the source image as an
input and outputs a semantic image corresponding to the input image.

B. FEATURE EXTRACTION NETWORK
In order to realize the style transfer, it is necessary to extract
the content features and style features of the content image
respectively, and input these features into a composite net-
work to obtain a new image which combines the content
features and the style features. Similarly, if the input image
is represented by I , the content feature extraction network is
represented by the function Fc, the style feature extraction
network is represented by the function Fs, and the content
feature and style feature of the input image are represented
by c and s, respectively. The input image I is also a three-
dimensional array, and functions Fc and Fs are generally
implemented by convolution neural network. It should be
noted that content features and style features are generally
expressed in the form of array vectors, that is, each element
is a three-dimensional array, and these elements are accessed
through subscript index. Generally speaking, each element
of content feature and style feature corresponds to feature
map of different layers of convolutional neural network.
This combination of low-level visual information and high-
level semantic information can more completely express the
information contained in the original image. In addition, it is

convenient to define the loss function by using array vector.
According to Gatys et al.’s method [1], after feature extrac-
tion by a deep artificial neural network, the style and content
of the image are separable to a certain extent. Generally
speaking, the feature map of the high-level network corre-
sponds to the content feature of the image, while the feature
map of the low-level network corresponds to the style feature.
Based on this study, Gatys et al. Successfully synthesized
new images with content and style from two images using
a multi-level feature map and Gram matrix. Based on Gatys
et al.’s research, this paper retains the organization of content
features, abandons the Gram matrix, and directly uses the
network feature map as the style feature. A feature extraction
network based on vggnet19 [22] is proposed in this paper.

C. STYLE MATCHING NETWORK
The starting point of this paper is to do style transfer based
on semantic information, that is, to transfer the same kind of
objects. For example, the style of clothes in graph a is trans-
ferred to the clothes of graph B, and the style of hair in graph
a is transferred to the hair of graph B so as to migrate one
by one. If the traditional coarse-grained style migration algo-
rithm is used, such as the algorithm of Mordvintsev et al. [1],
it is difficult to achieve style migration at the semantic level.
According to the research of Li et al. [7], the style matching
based on patch can achieve the migration quality similar to
that of Mordvintsev et al. [1] Therefore, this paper introduces
semantic information into image block granularity and makes
matching between image blocks based on style features and
semantic information, so as to achieve the purpose of style
transfer at the semantic level. Style features have a hierar-
chical structure, including low-level high-resolution features
and high-level low-resolution features. To integrate semantic
information, it is necessary to downsampling the semantic
mask of the original image, as described in the equation 2.

ml = downsampling(m, sl) (2)

where l represents the network layer number, ml represents
the semantic mask of the network layer, and sl represents
the downsampling ratio ofml . This value is determined by the
resolution of the input image and the output resolution of the
network layer. We take the stride size of convolution kernel
as two and take it as an example to illustrate how to calculate
the downsampling ratio.

sl =
m
2l

(3)

where l represents the network layer number.
Then, the style feature and the semantic feature is spliced

together in the feature dimension to form a new style feature,
which integrates the traditional style features and semantic
information. Both have a hierarchical structure, and the sub-
sequent content will explain the algorithm principle with a
certain layer as the representative, that is, the style charac-
teristics sl corresponding to the network layer and the style
features sil corresponding to the network layer integrating
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semantic information. In addition, it should be noted that the
semantic information ml of the target image comes from the
content image. The process of fusion s and m is described
in equation 4. Before splicing, in order to unify the magni-
tude of mland sl and facilitate the subsequent calculation of
distance, the two are normalized, respectively. In addition,
hyperparameters are introduced to balance the influence of
traditional features and semantic information on style. When
λ = 0, only traditional features were used for style migration.
When λ = 10000,only semantic information was used for
style migration; users can set different values according to
the actual application scenarios.

sil = norm(sl)||λ× norm(ml) (4)

With the complete style features, we can do matching on
the image block granularity. The functionψ is used to extract
the features of the image block K × K . For the convenience
of distinguishing, sXl represents the style feature of the target
image X and sal represents the style feature of the style image.
For the i− th image block of the layer l, the matching image
block is calculated by function N , as shown in equation 5.
The formula shows that the image block j with the largest
cosine similarity is found in the style feature layer l of the
style image, and the image block jmatches the image block i.
in other words, in the style image, the image block i closest
to the image block i style is the image block j. Note that
the image block i belongs to the target image and the image
block j belongs to the input style image.

N i
l = argmax

j

φi(sXl ) · φj(s
a
l )

|φi(sXl )| · |φj(s
a
l )|

(5)

In order to realize the matching function N efficiently, the
style features of image blocks are expressed in the form of a
one-dimensional vector. That is, the output of the function
φ is a one-dimensional vector. Then the style features of
all image blocks in the layer l can form a two-dimensional
matrix, which is represented by P. Then the cosine similarity
between all image blocks of sXl and all image blocks of sal
can be calculated. Note that matrix multiplication is used in
the formula, which includes the cosine similarity between
all image block pairs. After obtaining the cosine similarity
between all image block pairs, the image blocks can be
quickly matched according to equation 6.

N i
l = argmax

j
Dl(i, j) (6)

where Dl = PXl ×P
a
l . In this paper, we do not use features to

extract the style features extracted from the network directly
but use the matching and recombined style features. Inspired
by the paper [23], this paper divides the style matching
network into two sub-networks: semantic information fusion
sub-network (Fig 4) and style matching sub-network (Fig 5).

The semantic information fusion sub-network is responsi-
ble for introducing semantic information into the style. That
is, the semantic mask is spliced with the feature map of

FIGURE 4. Semantic information fusion subnet in order to realize the
semantic style transfer.

FIGURE 5. sem3_1 style matching subnet used to realize style transfer.

FIGURE 6. Portrait sample dataset (semantic segmentation) used in our
approach.

the network layer (Reference). Figure 4 shows the work-
flow of the network. While the feature extraction network
extracts image features, the semantic mask is also down-
sampling in the same proportion, and pairwise splicing is
made to form a new feature semxy which integrates semantic
information. With this feature, you can do style matching.
The sub-network of style matching has two inputs and one
output, which inputs the style features of the style image
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FIGURE 7. Relationship between semantic extraction network training loss and Epoch.

FIGURE 8. Relationship between semantic extraction network validation loss value and Epoch.

and the target image, and outputs the features after matching
and recombination. Since the style features come from the
feature map of a multi-layer network, only sem31 is used
in Figure 5 as an example to illustrate the workflow of the
network. Matching is based on image blocks. The features of
the target image and the style image are divided into the same
number of image blocks, and the cosine similarity matrix
of the two image blocks is calculated. Based on the matrix,
the most similar image blocks in the style image are found for
each image block of the target image. Finally, these matching
image blocks are reconstructed into a complete network layer
feature map. The style features of the target image after
matching are presented. With the matching style features,
the loss function can be calculated, and then the target image
can be obtained by minimizing the loss function.

After matching styles in the image block granularity, the
stylized image can not be obtained directly, and the styl-
ized target image needs to be generated iteratively based
on the image optimization method. This process is driven
by the optimization algorithm for image reconstruction loss.
According to the research of Gatys et al. [3], the loss of image

reconstruction in style transfer includes two parts: the loss
of content reconstruction and the loss of style reconstruction,
and there is a constraint relationship between them so that
neither side can be optimized without restriction. Therefore,
Gatys et al. Expressed the reconstruction loss in the form of
formula 7. α and β are the weights of content reconstruction
loss and style reconstruction loss, respectively, which are
used to balance the influence of both on the overall recon-
struction loss. The loss function of this design is still used in
this paper.

L = αLc + βLs (7)

The loss of content reconstruction follows the design of
Gatys et al., as shown in formula 8. Note, cXl and cPl are the
content feature of the target image and the content feature of
the content image, respectively.

Lc =
∑
l

||cXl − c
P
l ||

2 (8)

Ls uses the Gram matrix, but the Gram matrix loses the
location information and is difficult to combine with the
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FIGURE 9. Comparison of GST and SST (our approach) results of image style transfer.

semantic information. So we gives up the Grammatrix during
constructing Ls in this paper and uses the characteristic graph
and semantic mask of convolution layer, such as formula 9.
Where l is the number of the network layer, i is the number
of the image block, and SXl is the number of the image block
so that the target image X combines the style features of
semantic information (layer l), sal means that the style image
integrates the style features of semantic information (layer l),
and the function φi(sXl ) denotes from sXl to extract the features
of image block i − th. It can be seen from the formula that
the essence of Ls is the sum of the squares of the Euclidean
distance between the style features of the target image and the
style features of the style image, but this distance is calculated
at the image block level and involves the style matching
between image blocks.

Ls =
∑
l

∑
i

||φi(sXl )− φNL (i)(s
a
l )||

2 (9)

IV. EXPERIMENT AND ANALYSIS
A. EXPERIMENTAL ENVIRONMENT
Following the idea of Champanard [1], this experiment
focuses on the typical semantic sensitive scene, that is, the
style transfer between portraits. Semantic extraction network
needs pre-training, but there is no portrait data set for seman-
tic segmentation. Therefore, this paper randomly extracts
some portrait images from Celeba [25] and Wikiart [24]]
data sets and labels 554 of them with labels [27] (Figure 6
shows some examples). It should be noted that what we do
is transfer learning. On the basis of the trained mask R-CNN
model, we use the new data to fine-tune the model. Although
the coco dataset [26] (which uses mask R-CNN trained on
the dataset) does not define the categories in the portrait
dataset, the dataset itself contains a large number of images of
characters R-CNN has learned the features related to portrait
in the training process, so it does not need a lot of annotation
images to fine-tune the model.
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FIGURE 10. Comparison of GST and SST (our approach) details of image style transfer.

B. EXPERIMENTAL DESIGN
In order to verify that adding semantic information can
improve the quality of style transfer, this paper designs
a comparative experiment with GST [3], extracts images from

Wikiart [24] and Celeba [25], synthesizes new images using
SST and GST respectively, and then compares the visual
effects after migration. Since there is no universally accepted
quantitative evaluation index in the field of style transfer, this
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FIGURE 11. Comparison of CST and SST (our approach) results of image style transfer.

paper also uses the Convention to give the composite graph
of the two algorithms as an example to evaluate the quality of
the transfer. In order to prove that the proposed algorithm has
a higher quality of style transfer than the existing algorithms
based on semantic information, this paper designs a compar-
ative experiment with CST [1]. As far as we know, CST is
the only image style migration algorithm that uses semantic
information. In this experiment, we will use this algorithm to
recombine the composition graph published in the CST paper
to compare the synthesis effect of the two.

C. EXPERIMENTAL RESULTS AND ANALYSIS
Fig 7 and Fig 8 are the change curve of the loss value (loss)
relative to the period (epoch) in the process of semantic
extraction network training. From the graph, we can find

that with the increase of the period, the training loss value
gradually decreases, while the verification loss value first
decreases and then increases. That is to say, there is overfit-
ting. At about the sixth period, the verification loss value is
the minimum, and the value is about 1.55. The model used
for semantic segmentation in subsequent experiments is also
the model at this time.

Figure 9 and figure 10 compare the synthesis effect of GST
and SST (there are three contrast examples of A, B, and C).
It can be seen that there are two obvious differences between
the two. First, GST does not distinguish the style of the object,
which is more obvious on the images of a and C. for example,
a migrates the background color (green) of the style image
to multiple places of the content image, and C transfers the
flowers in the background of the style image to the clothes of
the content image. In contrast, the algorithm in this paper does
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FIGURE 12. Comparison of CST and SST (our approach) details of image style transfer.

not have this problem. When the style is transferred, clothes
correspond to clothes (for example, the style map of C) For
example, the pink dress corresponds to the dark red dress
in the target image), and the background corresponds to
the background (for example, the green background of A’s
style image corresponds to the light green background in the
composite image). Secondly, the facial features of the GST
generated image are fuzzy, and some of them even distort
the facial features, which is more obvious in the images of
B and C. For example, the eyes of the GST composite image

of B have become lumped (refer to Fig 10 for details), and
the mouth of the composite image of C has been distorted,
which is quite different from the content image (refer to the
figure for details) The algorithm in this paper can deal with
the details of facial features very well, and can achieve the
coordination of facial features as a whole, and there will
be no fuzzy and caking (refer to the details of Fig. 10 for
comparison). From comparing the above two points, we can
find that the introduction of semantic information can achieve
style transfer between similar objects, which can significantly
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improve the quality of style transfer, especially in the appli-
cation scenarios that are sensitive to semantic information.

Figure 11 and figure 12 compare the synthesis effect of
CST and SST. From the figure, we can find an obvious
advantage of SST. That is, the synthesized image is relatively
clear, especially the facial features. The typical features are
the eyes of a, the mouth of B, and the nose of C (refer
to the figure for details) In the composite image of CST,
a’s eyes are lack of wrinkle details, B’s mouth is basically
covered by a beard, C’s nose boundary is relatively fuzzy,
and there is no prominent three-dimensional feeling. In the
composition diagram of SST, these details are reflected (refer
to Fig. 12). Therefore, SST is better than CST in the clarity
of the composite graph. From Figure 12, we can see that
our algorithm has better image transfer quality in the portrait
image. Specifically, in the eyes, nose, mouth, and other key
feature points, the detailed enlarged images of the results
generated by our algorithm are clear to those of the results
generated by the CST algorithm. We can also see the style
on the clothes that our method learns the style of clothes in
the style image, but the style of clothes in the CST method
was not transferred. This phenomenon is particularly obvious
in Figure 12.B.
Of course, compared with other algorithms, SST also has

shortcomings. Compared with GST, the algorithm in this
paper is not widely used and can only be used as a supplement
of GST in specific scenarios. Compared with CST, some style
information is lost due to the introduction of semantic infor-
mation. For example, in Fig. 11, the composition graph of the
algorithm in this paper has fewer buttons, and the composition
graph of B has too many wrinkles. Therefore, the algorithm
in this paper has some room for improvement, which will
also be a direction of my follow-up research. Most of the
existing image style transfer algorithms transfer the whole
image style as a whole. Style feature is a set of correlation
matrix based on style image, namely Gram matrix. Each
matrix is a global description of the style image. In other
words, the semantic correspondence between content image
and style image is not considered in the process of migration.
Our method extracts the semantic information of the content
image and style image and inputs the semantic information
(in the form of a semantic map) into the subsequent style
transfer network. During the style transfer, the content with
the same semantic will be matched first so as to realize the
style transfer of semantic awareness and achieve high-quality
image style transfer.

V. CONCLUSION
In order to solve the problem of semantic mismatching in
image style migration, an image style migration algorithm
based on semantic segmentation is proposed. The algo-
rithm automatically extracts the semantic information of style
image and content image through a semantic segmentation
network and uses the semantic information to guide the style
migration. The experiments on Celeba and Wikiart data sets
show that compared with the current classic in this field,

the algorithm can automatically extract the semantic infor-
mation of style image and content image. Our algorithm can
effectively solve the problem of semantic mismatch in the
process of image style transfer, and it can maintain semantic
consistency in the process of style transfer. In the future,
we plan to apply our feature extraction method to content-
based image retrieval [29]. For the style transfer between
non-art images, we plan to use the correspondence between
images as a constraint for style transfer.
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