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ABSTRACT Driving behavior analysis is vital for the advanced driving assistance system, aiming to improve
driving behavior and decrease traffic accidents. Most existing driving behavior learning methods focus on
either vehicle sensor information or driver’s attention information, and provide a classification result on
the current time data samples. The visualization of driving behavior on time series data samples could give
an understanding and review of the driver’s continuous actions. However, there has been little progress in
combining the multi-modal vehicle and driver information on driving behavior learning and visualization.
A multi-information driving behavior learning and visualization method with natural gaze prediction is
proposed in this paper, which automatically integrates driver’s gaze direction estimated from face camera,
and various vehicle sensor data collected from on-board diagnostics (OBD) system. To accurately estimate
the eye gaze under large head movement, a novel head pose-free eye gaze prediction method without
calibration is proposed based on global and local scale sparse encoding, which treats the direction mapping
as small gaze region classification. To understand driving behavior more intuitively, the latent features that
represent different driving behaviors are extracted by FastICA from the fused time series data, and mapped
into RGB color space for distinguished visualization. Experimental results demonstrate the effectiveness of
the proposed method, and show that the proposed method performs better than the compared methods.

INDEX TERMS Driving behavior, gaze prediction, visualization.

I. INTRODUCTION
According to the technical survey, unsafe driving behavior is
themain factor in today’s traffic accidents [1], [2]. Identifying
abnormal driving behavior and providing a meaningful eval-
uation of the driving risk level could help drivers revise their
driving behavior and improve the driving safety. Based on the
identification and evaluation results, systems like advanced
driving assistance systems (ADAS) alert and guide the driver
to avoid dangerous driving in time, such as fatigued driving,
drunk driving and distracted driving [3]. The evaluation report
is also beneficial for reasonable traffic signs assignment and
user-friendly design of the in-vehicle layout [4]. However,
drivers have different driving characteristics due to driving
skills, driving preferences. Even for the same driver, the
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driving behaviors may differ from situation to situation
according to his/her physical states and emotions. To under-
stand the driving behavior more simply, intuitive visualiza-
tion of driver behavior is essential. The visualization of driv-
ing behavior could help drivers review their driving behaviors
effectively to find incorrect driving behaviors by themselves
and then get into good driving habits. Furthermore, it is also
a critical tool for professionals in driving schools, transporta-
tion enterprises, and accident investigation departments to
investigate and analyze driving behaviors efficiently [5], [6].

In recent years, a large number of driving behavior learn-
ing methods were proposed [7]–[9]. Head movements, body
movements, facial features, and eye states are usually used
to identify whether a driver’s current state is in danger-
driving, such as fatigue, drunk, drowsy, and distracted driv-
ing. Rongben et al. [10] distinguished the driver’s mouth
to normal, yawning, or talking state respectively by mouth
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region’s geometric features. Abtahi et al. [11] detected a
yawning state in varying illumination conditions through the
driver’s facial features. Yan et al. [12] recognized the driver’s
hand movements to predict the driving behavior is safe or
not. Vicente et al. [13] detected the facial landmark points
by the geometric configurations of face shape with super-
vised descent method using the scale-invariant feature trans-
form descriptor. After the facial landmark detection process,
the corresponding head pose value and landmark features can
be extracted. The facial landmark detection method has a fast
convergence speed and a certain degree of robustness to light
changes. However, this method cannot always find the eye
landmark features if the drivers wear eyeglasses, making the
eye gaze prediction perform poorly under the shifting light
condition. Many head movement-based driver state analysis
methods have been proposed to identify fatigue or distracted
driving, and the detailed survey can be found in Ref. [14].

Meanwhile, various efforts have been made aiming at
exploiting appearance representation to estimate the eye state.
The appearance-based gaze prediction method has achieved
better performance than the model-based method. Breiten-
stein et al. [15] utilized the depth appearance of the human
nose as the appearance descriptor of the head pose, and
trained the regression model by the reference depth appear-
ance dataset. Their errors was calculated by the difference
between the candidate value and the input value. Frid-
man et al. [16] exploited to segment the pupil blob by an adap-
tive threshold of the histogram, which did not work well in
the non-uniform varying lighting conditions. Wang et al. [17]
presented a simple-but-effective appearance-based gaze esti-
mation framework with neighbor selection to fully use the
large-scale synthetic eye images. Lu et al. [18] divided the
eye images for three lines, which are utilized to calculate
the value of each part to form a low dimensional representa-
tion. Wang et al. [19] introduced a deep feature extracted by
convolutional neural networks to estimate the gaze regions.
Lu and Chen [20] exploited to solve the problem of gaze
estimation by training a dictionarywith various bases of small
patches of eye images. Although several appearance-based
gaze estimation methods have achieved success in predicting
gaze angle, these methods were only verified in controlled
laboratory conditions. It might lead to the accuracy drops
significantly due to the large headmotions in the driving envi-
ronment. Therefore, this paper focuses on the head pose-free
eye gaze prediction, and applies the appearance-based gaze
estimation under large head rotations.

Except for the driver state data, vehicle operating parame-
ters and environmental data are also the significant factors of
driving behavior detection, such as vehicle speed, steer angle,
acceleration, brake, weather, road conditions. Lv et al. [21]
explored the impact of influencing factors of driving behavior
by regression function on multi-source data, such as vehi-
cle speed, acceleration, weather, and road conditions. Wang
and Wang [22] evaluated the driving behavior by cluster-
ing and classifying behavior parameters based on massive
vehicle control data. Their results demonstrate that high-risk

driving behavior is related to vehicle speed. Zhang et al. [23]
annotated six types of driving behavior using multivariate
data collected by multiple sensors, and trained an end-to-end
model to classify the driving event. Ohn-Bar et al. [24] com-
bined line detection results, vehicle speed information, and
steering information to analyze the driving behavior. Driver,
vehicle, and environmental data are all involved in some
studies of driving behavior analysis. Jin et al. [25] studied
driving behavior during secondary tasks on both eye motion
status and vehicle running status. Their research reflects the
relevant importance among different secondary tasks on fused
driving modes. Tian et al. [26] exploited to classify traffic
density levels and its corresponding driver glance behavior
by utilizing the surrounding vehicle patterns. It can be found
that integrating multiple sources data to identifying driver
behaviors is a general way, since driving is a complex task
including driver, vehicle and environment factors. However,
the driver’s eye gaze has not been well considered in these
methods.

The visualization of driving behavior is an important
approach for the review and investigation of driving behav-
iors. However, there are rarely studies on the visualization of
driving behavior data. Liu et al. [5], [6] proposed a method
of measuring and visualizing the driving behavior by lots
of sensor data, such as speed of wheels, angles of steering
and the rate of accelerator opening. They used representative
colors extracted by the deep sparse autoencoder to represent
typical driving behaviors. Sama et al. [27], [28] proposed
a driving feature clustering method and visualized different
velocity styles of drivers on the map. Driving data, such as
steering angle, brake position rate, acceleration, and velocity,
were collected for the feature clustering and proactive driving
behaviors reproducing. They used nine colors to represent
the clustering results on acceleration and deceleration. Unlike
these previous methods involving the visualization of driving
behavior on steering wheel and velocity, this paper focuses on
visualizing multi-modal fusion data from both vehicle source
data and driver gaze data.

To analyze the driving behavior, this paper proposes a
multi-information fusion and visualization, which contains
three main modules: data acquisition, data fusion, and feature
visualization. In the step of data acquisition, to generate the
eye gaze data, a novel eye gaze prediction method without
gaze calibration is proposed, which selects the sparse coef-
ficients encoding eye image by linear combinations of bases
from the learned dictionaries. The estimated gaze informa-
tion is then embedding with vehicle data and normalized by
sliding windows to output the data with time attribute. In the
step of data fusion and feature visualization, to better exploit
the latent features from these data, we utilize FastICA to fuse
them and extract the distinct features with three-dimension.
At last, these 3D features with GPS cues are mapped into
RGB color space to represent various driving behaviors.
As shown in Fig. 1, there is a color to represent it for dif-
ferent behavior. For instance, green is the look-straight with
high speed driving and dark green represents the look-around
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FIGURE 1. The structure of our proposed multi-source information driving
behavior learning and visualization method. It mainly contains three main
modules: data acquisition, data fusion and feature visualization.

behavior with high speed driving. Our contributions are sum-
marized as follows:
• A multi-information learning and visualization method

is proposed to prompt better understanding and analyzing of
the driving behavior from time series data, which integrates
the information of driver’s gaze data, and vehicle data, such
as yaw, pitch, roll, speed, acceleration, and engine speed.
•A novel head pose-free eye gaze prediction method with-

out gaze calibration is proposed, which combines head pose
information, and multi-scale sparse features of eye images.
• The fused information is extracted to three-dimensional

features by FastICA, and mapped into RGB color space for
the representation of continuous driving behaviors on the
trajectory map.

The rest of this paper is organized as follow. Section II-
A introduces the proposed gaze prediction method.
In Section II-B, the proposed driving behavior learning and
visualization method is described. Several experiments are
given in Section III. Section IV gives a brief conclusion.

II. PROPOSED METHOD
In this section, we mainly introduce the proposed
multi-source information fusion and visualization method,
which contains three main modules: data acquisition, data
fusion, and feature visualization, as shown in Fig.1. In this
research, a face camera is fixed in front of the windshield to

FIGURE 2. The structure of gaze direction estimation.

capture the driver’s face data, while an OBD data recorder
is used to collect the vehicle data. The driver’s data includes
yaw, pitch, and roll, is estimated by the eye gaze prediction
method. The obtained driver’s information is fused with vehi-
cle data (speed, acceleration, and engine speed information).
All embedded information is normalized, and processed by
sliding windows to output the time attributed data. Then, Fas-
tICA is utilized to exploit three-dimensional latent features.
The latent features is mapped to RGB color space to produce
a colored trajectory of driving behaviors.

A. GAZE DATA ACQUISITION
To acquire the driver’s eye gaze data, an appearance-based
calibration-free eye gaze predictionmethod is used, with head
vector estimation, and eye image sparse dictionary learn-
ing. The overall framework of the proposed gaze estimation
method is shown in Fig.2. Firstly, the driver’s face region
is detected and localized by a landmark detector, in which
the eye image is cropped from the detected face region.
The head vector is then computed by the geometric method
with a weak perspective projection model using POSIT (Pose
from Orthography and Scaling with ITerations). The eye
images are encoded by global and local sparse dictionaries for
extracting detailed structural information. To deal with eye
gaze estimation under large head motion, a method based on
support vector machine (SVM) is utilized to classify the gaze
into small gaze region. Finally, the gaze region is converted to
gaze direction by grid mapping on the partitioned gaze zone.
Here, we introduce the eye gaze estimation method.

1) MULTI-SCALE SPARSE ENCODING
To achieve more detailed information, the sparse coding
with multi-scale is employed, which includes coding global
images and local scale images partitioned from global
images. Fig.3 shows the examples of global images and
local images. To be specific, X = [x1, x2, . . . , xn] in Rm×n

are input eye image set, where xn is a column vector at
global scale. The local scale set of the corresponding eye
image could be described as X ′n = [x1n , x

2
n , . . . , x

p
n ], where

xpn is one distinct part of xn. Hence, the problem of spare
coding could be describe as constructing a dictionary D =
[d1, d2, . . . , dk ] in Rm×k and its corresponding coefficients
a = [a1, a2, . . . , an] in Rk×n that can minimize ‖X − Da‖2

with ‖a‖1 < ε. As introduced in Ref. [29], it could be
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FIGURE 3. Example of eye images partition in (1) the whole image as
global scale, (2) overlapped patches as local scale and (3) distinct patches
as local scale.

FIGURE 4. Examples of dictionaries constructed by full size images and
distinct patch-based images. (1) and (3) are dictionaries with 25 and
64 bases on the global scale. (2) and (4) are dictionaries with 25 and
64 bases on the local scale.

regarded as solving `1 sparse coding problem by

f (x,D)

= argmin
D∈C,ai∈Rk×n

n∑
i=1

‖xi − Dai‖22 + λ‖ai‖1

s.t. C ≡ {D ∈ Rm×k
: ‖di‖2 ≤ 1 ∀i = 1, 2, . . . , n}

(1)

where λ represents a regularization parameter. Inspired
by [29], the dictionary can be solved as the sparse approxi-
mation and learned in an online manner.

During the process of learning the dictionary, a and D
are updated by the block-coordinate approach [29] in an
asynchronous manner that fixes variables besides the updated
variable.

argmin
D∈C

n∑
i=1

‖xi − Dai‖22 + λ‖ai‖1 (2)

Similar with the global dictionary, the dictionary of local
imagesD′ also could be calculated. As shown in Fig.4, typical
dictionaries in different scales that are based on 25 bases and
64 bases are learned. After obtaining the global dictionary
D, the reconstruction coefficient a of the input image can be
calculated by LARS [30]:

â = argmin
a∈Rk×n

‖x − Da‖22 + λ‖a‖1 (3)

FIGURE 5. Examples of reconstructed images. These columns are eye
images, reconstructed images with 25 bases and 64 bases dictionary at
the global scale. The approximate result of the 25-bases patch scale
dictionary is shown in the last column.

Similar with the global scale, the reconstruction coefficient
a′ = [a′1, a

′

2, . . . , a
′
p] of the local image X ′ = [x ′1, x

′

2, . . . , x
′
p]

also could be calculated by LARS [30] with the learned local
dictionary D′:

â′ = argmin
a′∈Rq×p

‖x ′ − D′a′‖22 + λ‖a
′
‖1 (4)

Thus, for each input image x, it can be constructed by Dâ.
As shown in Fig.5, it gives the results of constructing eye
images based on different bases. Significantly, the recon-
structed images using our method are close to the original
images.

2) GAZE PREDICTION
In the naturalistic driving conditions, the coarse gaze direc-
tions are always denoted by gaze regions. Hence, in this
paper, inspired by Ref. [31], we build a gaze region estimator
to classify the gaze region that combines the features of eye
images and the input head vector.
To be specific, the head pose information and the sparse

eye features could be defined as E = [e1, e2, . . . , en], where
en = [Vhead ,Vglobal,Vlocal]T ,Vhead is the head vector,Vglobal
and Vlocal are sparse encoding coefficients of the global scale
and the local scale, respectively. Moreover, the gaze region
labels of them are Y = [y1, y2, . . . , yn].
Then, SVM is employed to predict the driver’s gaze direc-

tion, containing several binary classifiers with G(G − 1)/2
internal nodes and G leaves. G is the number of gaze region
classes. According to Ref. [32], for each classifier, it could be
calculated by:

min
wij,bij,ξ ij

1
2
(wij)Twij + Z

∑
t

ξ ijn

(wij)Tϕ(en)+ bij ≥ 1− ξ ijn , if yn = i,

(wij)Tϕ(en)+ bij ≤ −1+ ξ ijn , if yn = j,

ξ ij ≥ 0 (5)

where i-th and j-th represent different classes in the training
dataset, ξ and Z are the penalty items, ϕ means a linear
kernel function. It is equivalent to minimize 1

2 (w
ij)Twij and

maximize 2/‖wij‖.
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B. DATA FUSION
To remove the correlation of the data, the whitened [33] is
employed, which utilizes the standard PCA to decrease the
complexity of the subsequent algorithm. After whitened, all
data from multi-source driving dataset are normalized, which
could be computed by:

yt,d =


2xt,d
π

, 1 ≤ d ≤ 3

2(xt,d − xdmin)
xdmax − xdmin

+ 1, otherwise
(6)

where xt,d is the raw data while the gaze estimation is
denoted by 1 ≤ d ≤ 3, xt,d . Otherwise, xt,d represents
the vehicle data. xdmax = max(x1,d , x1,d , . . . , xNX ,d ), xdmin =

min(x1,d , x1,d , . . . , xNX ,d ). yt = (yt,1, yt,2, . . . , yt,N )T ∈ RD

represents the data is normalized at time t .
To exploit the features with the time attribute, the paper

employs the windows sliding process with outliers reducing.
Assume that the window size of the sliding window is w,
the dimension of processed time series data is DV = w× D.
Hence, at the time t , the data of the time series could be
described as:

vt = (yTt−w+1, y
T
t−w+2, . . . , y

T
t )
T
∈ RDV (t ≥ w) (7)

After achieving the fusion data by normalizing these exist-
ing multi-source data, such as gaze information, speed data
and acceleration information, FastICA [33] is applied to
extract the latent features, which searches the latent features
in the direction of maximum entropy and its objective func-
tion J (W ) could be formulated as:

J (W ) = [E{G(W TZ )} − E{G(V )}]2 (8)

where G(·) represents a nonlinear function, where G(·) =
tanh(·). V means a random Gaussian vector. E represents the
process of whitened. At the extreme point of E{G(W TZ )},
we could get the maximum of J (W ), which could utilizing
the constraint E{(W TZ )2} = ‖W‖2 = 1 to be calculated by:

E{Zg(W TZ )} + βW = 0 (9)

where β = E{W T
0 Zg(W

T
0 Z )},W is initialized byW0, and the

derivative ofG(·) is g(·). Hence, the function could be denoted
as:

F(W ) = E{Zg(W TZ )} + βW (10)

Solving the above equation with approximated Newton
iterative method:

Wk+1 = W −
E{Zg(W TZ )} + βW
E{g′(W TZ )} + β

(11)

To simplify the iterative function, FastICA could be
described as:

Wk+1 = E{Zg(W TZ )} − E{g′(W TZ )}W (12)

When the setted dimension of extracted features and the
threshold of convergence are reached, the algorithm would

TABLE 1. Average loss of reconstructed images with different
dictionaries.

TABLE 2. Average PSNR of reconstructed images with different
dictionaries.

be over. Through the symmetric orthogonalization, the sep-
aration matrix W could be obtained, which each separation
matrix represents one latent feature of driving behavior.

C. FEATURE VISUALIZATION
To better understand and analyze the driver behavior with
multi-source data, in our paper, the obtained 3D feature data
are represented bymapping them into a color space [6], which
can be described as:

rgbt,d =
w(final)
t,d − w(final)

mind

w(final)
maxd − w

(final)
mind

(13)

where, at the time t , rgbt,d and w(final)
t,d are the d-th ele-

ment of the 3D features and the 3D eigenvector, respectively.
d-th element is the value of green, red and blue. On the
d-th element, its maximum and minimum values are w(final)

maxd
and w(final)

mind
. Combining the GPS data and the fusion data,

the colored driving curve could be realized to represent the
driver’s various behaviors.

III. EXPERIMENTAL RESULTS
A. GAZE DIRECTION RESULTS
To verify the proposed gaze estimation method, the pub-
lic eye gaze dataset UTMultiView [34] is utilized to test
our proposed method of estimating gaze regions. There are
23,040 training samples and 1,280 testing samples. The num-
ber of head pose and gaze directions in the training set are
144 and 160, respectively. The number of head pose and gaze
directions in the testing set are 8 and 160, respectively. The
angle of horizontal gaze poses is−55◦ to+55◦ and the angle
of vertical gaze poses is −55◦ to +65◦.
In our experiments, the data is divided into several regions

to represent the gaze regions. For example, there are 4 regions
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TABLE 3. Results of gaze classification (%) with different dictionaries and methods under different setting number of gaze regions.

with the same size 55◦ × 60◦(horizontal × vertical). Sim-
ilar with that, if there are k2 gaze regions, each of them
is (110/k)◦ × (120/k)◦. To analyze the proposed method
detailedly, the space in our paper is divided into several
standards that include 4, 9, 16, 25, 36, 64, 100, 144, 225, and
400 gaze regions that contain 2, 3, 4, 5, 6, 10, 12, 15, 20,
respectively.

1) COMPARISONS ON IMAGE RECONSTRUCTION USING
DIFFERENT DICTIONARIES
In our experiments, the dictionaries are learned with different
base numbers, which include 25, 64, 100, 225, 400, and
1,024 at the scale of global and local. For instance, ’F25’ is
the dictionary with 25 bases learned from the ’Full’ image
representing the global scale. ’S64’ represents the 64-bases
dictionary learned at the local scale from the patched images.
Hence, we can learn a series of dictionaries with essential
information about input eye images. As shown in Table 1,
the ratio of reconstruction error could be quantifiedwith these
obtained dictionaries, where the lower value of loss means the
higher accuracy of reconstruction.

The loss value is computed by

R =
1
2n
‖x − Da‖22 + λ‖a‖1 (14)

The PSNR is employed to evaluate the effect of those
reconstructed images by different dictionaries, which could
be calculated by the following:

PSNR = 20× log10
MAX
√
MSE

(15)

where MSE is the mean square error between the recon-
structed image and its corresponding original image. MAX
represents the maximum value of the reconstructed image.
If the PSNR is larger, the reconstruction image performs bet-
ter. Table 2 shows the results of the evaluation. It is significant
that the accuracy of reconstruction increases along with the
larger base.

TABLE 4. MAE of gaze estimation (degree) with different setting number
of gaze regions.

2) COMPARISONS WITH BASELINE METHODS
To demonstrate the effectiveness of the proposed method,
some existing baseline methods, such as HoG+RF,
Raw+SM are compared on the dataset. In Table 3 and 4,
’F1024+S25+H’ and ’F1024+S25’ represent the proposed
method with and without head pose information, respec-
tively. Besides, the accuracy of gaze estimation and the
mean absolute error are shown in Table 3 and 4. In this
experiment, instead of the ground-truth gaze angle in the
dataset, gaze region center angle is employed as the gaze
angle for training and testing eye images, which is similar
to Ref. [20]. Hence, the gaze estimation error could be calcu-
lated by transferring the gaze classification labels into gaze
angles.

From these results, it should be noted that, for the prob-
lem of gaze region prediction, the accuracy of gaze region
estimation that constructs dictionaries with different base
numbers varies a lot. Moreover, the dictionaries of full size
image perform better than dictionaries of patch-based images.
Moreover, when combining the head pose information,
it could achieve the highest accuracy among all compared
methods.
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FIGURE 6. Visualization results of the proposed method. The magnified color trajectories are shown with the images captured from the
driver face camera and road scene camera. There are eight basic driving behaviors to be regarded as the head orientation {Look straight,
Look around} and the vehicle speed {Accelerate, Slowdown, High speed, Parking}. Results of our method are mapped into the RGB space
for visualization with the fused driver-related data.

TABLE 5. Variable details of raw data at time t .

B. VISUALIZATION RESULTS
To verify the effectiveness of the proposed visualization
method, a naturalistic driving dataset was built. One expert
driver was participated to drive an experimental car through
two school campuses in a close-loop route. The driver drove
the same route five times. During the driving experiment,
the driver drove the car in regular operation. Therefore,
the drivermet different driving situations for carmanipulation
and attention behavior, such as traffic light, overtake other
cars, and parked cars. This paper obtains eight typical driving
behaviors according to the driving state on the velocity style
and attention style. These driving behaviors can be regarded
as the combination of the head orientation (Look straight and
Look around) and the vehicle speed (Accelerate, Slowdown,
High speed, and Parking).

As the driver drove the car, vehicle data was collected by
an OBD reader, with a sampling rate of 50Hz, providing the
vehicle’s speed, acceleration, and engine speed. The OBD
reader has direct access to the vehicle. A portable device
was used to collect the GPS data. The driver’s images were

captured from a normal USB camera, with an image reso-
lution of 640 × 480 and a frame rate of 30Hz. The cam-
era was mounted at a certain angle from the driver, on the
windshield’s upper left, and close to the driver visor. The
driver’s gaze information was calculated by the proposed
gaze predictionmethod in Section II-A, providing the driver’s
gaze angle (yaw, pitch, and roll). The descriptions of raw data
are given in Table. 5.
All raw data is normalized and formatted by the slid-

ing window. High-dimensional time series data is extracted
and reduced to three-dimensional driving behavior data,
as described in Section II-B. The dataset has 12,550 group
valid data after raw data timeline alignment and sliding win-
dows processing. In our experiments, the size of the sliding
window is set to 100.

In this section, different with the visualization results,
F-measure(mF ) is employed to evaluate our method, which
could be computed by:

mF =
2pr
p+ r

(16)

where, p = PT /(PT + NF ) is the accuracy rate, r =
PT /(PT+PF ) is the recall rate.PT ,NF andPF are the number
of real class data, negative data and negative positive data,
respectively. If F-measure is higher, the correct rate of the
classification is also higher.

The compared methods in our experiment employ different
feature extraction approaches that include PCA, SAE [6],
DSAE and YAS, which could extract 3D features for visu-
alization with GPS data. In Ref. [35], the yaw of the head
pose could represent major head orientation when it has a
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TABLE 6. The color meanings of driving behavior processed by different
methods. The underlined colors are different driving behaviors with
similar color.

TABLE 7. F-measure of driving behaviors classified by compared
methods.

large rotation. Thus, there are eight basic driving behaviors
to be regarded as the head orientation {Look straight, Look
around} and the vehicle speed {Accelerate, Slowdown, High
speed, Parking }. As shown in Fig.6, the results of our method
is mapped into the RGB space for visualization with the
detected driver-related data. And the related meanings of the
colors are shown in Table 6, in which the underlined features
of the same feature extraction method are different driving
behaviors with a similar color. From the Fig.6, it could be
found that, the proposed method is effective to visualize the
various driving behaviors and can be used to distinguish the
different easy-confused behaviors.

Besides the visualization, Table 7 shows the results
obtained by a well-trained SVM classifier. To be specific,
we randomly selected 2,000 groups data with corresponding
driving behavior labels for testing. The other data in the
dataset is utilized as the training dataset. As shown in Table 7,
it shows the driving behaviors distinguished by different
methods. It should be noted that, for the look-around behav-
ior, PCA and SAE perform better than FastICA. However,
for most driving behaviors, it is obvious that FastICA could
achieve a higher F-measure value. These results also verify

that the visualization with RGB color is easier to distinguish
more driving behaviors for representation.

IV. CONCLUSION
In this paper, we propose a multi-source information embed-
ded method to better understand and analyze the driving
behavior. In our method, to estimate eye gaze accurately,
a novel eye gaze prediction method without gaze calibra-
tion is proposed, which is head pose-free and combines the
head pose information and multi-scale sparse features of
eye images to determine the gaze direction. The estimated
gaze information is embedding with vehicle data to form
the fused data. And then, FastICA is exploited to find more
driving-related information for visualization and understand-
ing the driving behavior.
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