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ABSTRACT Multi-release is critical for modern open source software product in order to satisfy more
customer requirements. Masked data, a kind of missing data, is the system failure data when the exact cause
of the failures might be unknown. That is, the cause of the system failures may be any one of the objects.
However, due to the influence of the test strategy in real project, the cause of the system failures may be a
subset of the system objects, not any one of the objects. In this paper, the mathematical description of general
masked data is presented based on the traditional masked data. Furthermore, a novel multi-release open
source software (OSS) reliability model based on general masked data is proposed. Different from traditional
multi-release OSS reliability model, the proposed approach is based on additive model with general masked
data other than change point model. And then, the maximum likelihood estimation (MLE) process of the
model parameters is derived in detail, and expectation maximization (EM) algorithm is used to solve the
extremely complicated problem of the log-likelihood function. Finally, two data sets from real open source
software project are applied to the proposed approach, and the results show that the proposed reliability
model is useful and powerful.

INDEX TERMS General masked data, multi-release open source software, reliability model, maximum
likelihood estimation, EM algorithm.

NOTATIONS
k the number of objects (releases) in software system
i the release number, i= 1, 2, · · · ,k
j the observation number, j= 1, 2, · · · ,m
Ni(t) counting number of failures for release i at time t
N (t) counting number of failures for system at time t
N i
j the number of failures in interval (t j−1, tj] due to

release i
mi(t) mean value function of failure process for release

i
m(t) mean value function of failure process for system
λ(t) failure intensity function for system
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nij the observed number of failures in interval (t j−1, tj]
known due to release i

nMj the observed number of failures that are masked in
interval (t j−1, tj]

nj the observed number of failures for system in
interval (t j−1, tj]

mj the observed cumulative number of failures for
system until tj

Sj failure cause set (FCS), Sj ⊆ 1, 2, · · · ,k
θi parameter vector of model for release i
τi the release time for release i

I. INTRODUCTION
In order to develop high-quality, high-security, and satis-
factory products for software users, software companies
spend a lot of money to test the software, remove fault and
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improve the reliability of the software. In the process of
software testing, it is usually assumed that the cumulative
number of failures follows the non-homogeneous Poisson
process (NHPP). This type of model is called NHPP-based
software reliability growth model [1]–[5]. However, many
factors affect the reliability growth of traditional closed
source software, such as software complexity, error in
requirements, test efficiency, test intensity, fault detection
rate, fault exposure rate, fault remove and correction rate,
fault introduction, change point, user behaviour, environ-
mental factors, etc. Compared with the traditional closed
source software development process, open source software
has many characteristics. The development process of open
source software is mainly mastered by community engineers.
Many research results have been published on specific
software reliability growth model(SRGM) for investigating
the reliability of open source software (OSS) with a single
release, which is a growing area of software development and
applications. For example, Tamura and Yamada proposed a
software reliability growth model based on stochastic differ-
ential equations [6]. Later, Tamura and Yamada proposed a
method of software reliability assessment for the embedded
OSS with flexible hazard rate modeling [7]. Luan and Huang
proposed a modified Pareto-based distribution(PD) OSS
reliability model, called the single-change-point 2-parameter
generalized PD(SCP-2GPD) model [8], and a special form
of the Generalized Pareto-based distribution model, named
the Bounded Generalized Pareto distribution (BGPD) model,
is further proposed to investigate the fault distributions of
Open Source Software [9]. Ullah et al. proposed a method
that selects the SRGM, which among several alternative
models best predicts the reliability of the OSS, in terms of
residual defects [10], [11]. Recently, a new proposed model
considering the decreasing trend of fault detection rate is
developed to effectively improve OSS reliability [12].

Staying competitive in the market and keep prof-
itable for a software product unlikely happen in this
increasing-innovational society if only has a single release
especially when rival has a new release carrying more attrac-
tive features and satisfying more customer requirements [13].
Since multi-release is critical for modern software product,
release planning is becoming a popular research topic in
the past few years. Nevertheless, most of the proposed
model only can be applied on a single release. It is thus
necessary to investigate changes in reliability arising from
ongoing releases, which is a rather complex problem as
usually there are many reasons for a new release. Only a
few researches studied multi-release software reliability. For
example, Li et al proposed a modified non-homogeneous
Poisson process model for open source software reliability
modeling and analysis, optimal version-updating for open
source software is investigated as well [14]. Hu et al.
considered a scenario in which a software development team
develops, tests, and releases software version by version,
and proposed a number of practical assumptions [15].
Kapur et al. proposes a mathematical modeling framework

for multiple releases of software products, and the model
takes into consideration the combined effect of schedule
pressure and resource limitations using a Cobb Douglas
production function in modeling the failure process using
a software reliability growth model [16]. Pachauri et al.
proposed a modeling framework considering the inflection
S-shaped fault reduction factor and extended this model
into multi-release software [17]. Yang et al. investigated the
failure processes in testing multi-release software by taking
into consideration of the delays in fault repair time based on
a proposed time delay model [18]. Ahmadi et al. proposed a
multi up-gradation reliability model for open source software
incorporating bugs removed from two different phases,
namely a pre-commit test and parallel debugging test [19].
Singh et al. developed a Non-Homogeneous Poisson Process
model for Open Source Software to understand the fixing
of issues across releases, and optimal release-updating using
entropy and maximizing the active user’s satisfaction level
subject to fixing of issues up to a desired level, is investigated
as well [20]. Zhu et al. proposed a multi-release software reli-
ability model with consideration of the remaining software
faults from previous release and the new introduced-faults,
and dependent fault detection process is taken into account in
this model [21]. Last year, a method to evaluate reliability
and maintainability of OSS by using both code-based and
community-based aspects is proposed [22].

Large open source software is often composed of many
components or subsystems. In order to make full use of the
failure data of the components, the failure data of components
can be used to build a software reliability model. It is well
known that the additive NHPP-based model is an important
reliability model for estimating system reliability using
failure data of components. The hyper-exponential NHPP
model proposed by Ohba [23] was one of this kind, in which
the ordinary models were G-O model proposed by Goel and
Okumoto [24]. A similar version of the hyper-exponential
model is also studied by Yamada et al. [25]. Xie and
Goh developed a system reliability growth analysis method
using component failure data [26]. Furthermore, an additive
Weibull model from Xie and Lai [27], Burr XII model from
Wang [28] and power-law model from [29] by using the
component failure data. Because there are many parameters
in the additive model, how to effectively estimate the model
parameters is the main problem of this type of model.

The above additive reliability model cannot consider the
masked data. Masked data are the system failure data when
the exact cause of the failures might be unknown. That is,
the cause of the system failures may be any one of the compo-
nents (modules, subsystem, object, etc.) [29]. Many research
results have been obtained for hardware reliability analysis
under masked data [30]–[33], but there are few research
results for software reliability based on masked data. The
observed failure data is incomplete, that is, there is masked in
the failure data. At this time, the software reliability additive
model cannot be decomposed into several simple NHPP
models, so it is difficult to estimate the parameters. For the

VOLUME 9, 2021 18891



J. Yang et al.: EM Algorithm for Estimating Reliability of Multi-Release OSS Based on General Masked Data

first time, Zhao established an additive software reliability
model under masked data and used maximum likelihood
estimation to estimate the parameters. He used EM algorithm
to find the approximate value of the parameter estimates [29].
It is well known, software reliability assessment methods
have been changed from closed to open source software,
andmaximum likelihood estimation is an effective estimation
method in engineering application [34], [35]. Therefore, a
modified additive reliability model for multi-release open
source software using general masked data (GMA) is
proposed in this paper. Moreover, the general masked data is
generalization of traditional masked data in Zhao’s research
in order to estimate reliability with multi-release versions.

The remainder of this paper is organized as follows.
Section II reviews the additive NHPP-based reliability
models, and discusses the general masked data. In addition,
a novel multi-release OSS reliability model based on general
masked data is proposed in this section. Section III gives the
MLE process of the model parameters with general masked
data, and EM algorithm is used to solve the extremely com-
plicated problem of the log-likelihood function. Section IV
gives two numerical examples with real open source software
using grouped general masked data, employing the proposed
models. Finally, Section V concludes this paper.

II. MULTI-RELEASE OPEN SOURCE SOFTWARE
RELIABILITY MODEL
A. REVIEW OF ADDITIVE NHPP RELIABILITY MODEL
In general, an additive NHPP software reliability model is set
up based on the following assumptions [29]:

1) The software contains k components.
2) The counting number of detected faults in component i

at time t, denoted by {Ni(t), t ≥ 0}, is characterized by
NHPPwith mean value functionmi(t), i = 1, 2, · · · , k .

3) {Ni(t), t ≥ 0}, i = 1, 2, · · · , k are statistical
independent.

4) The cumulative number of system failures, say N (t),
is given by:

N (t) =
k∑
i=1

Ni(t) (1)

The mean value function (MVF) for NHPP {Ni(t), t ≥ 0}
is then given by:

m(t) =
k∑
i=1

mi(t) (2)

The failure intensity function of software system is given
by:

λ(t) = m′(t) =
k∑
i=1

m′i(t) (3)

Note that a component may be a subsystem, a module,
or a failure mode in this model. According to the above
assumptions and characters of NHPP, the reliability function

of software system under the additive NHPP model is
therefore given by

R(t) = P{N (t)− N (0) = 0}

= exp {− [m(t)− m(0)]}

= exp

{
−

k∑
i=1

mi(t)

}
(4)

Additionally, the probability of no failure happens during
time interval (t, t +1t) can be calculated by:

R(1t |t ) = exp {− [m(t +1t)− m(t)]} (5)

Below we briefly show that some classical SRGM based
on NHPP, such as the Goel-Okumoto model [24], the Yamada
delayed S-shapedmodel [36] and the generalized Goel NHPP
model [37]. Table 1 gives the SRGM corresponding to mean
value function (MVF) and failure intensity function (FIF) [1].

TABLE 1. Some classical SRGM corresponding to MVF and FIF.

B. GENERAL MASKED DATA
The masked data are the system failure data when the exact
causes of the failures, i.e., the components that have caused
the system failure, may be unknown. Note that a component
may be a subsystem, a module, an object, or a failure
mode in this model. Occasionally, the failure report provided
by the testing team may not give us complete information
on the types of failures. For example, the component that
causes a system failure during system-level testing may not
be identified or omitted in the failure report. Additionally,
the failures due to errors in the interfaces between modules
cannot be said to belong to a specific module. Another
example is that the field data do not contain complete
component failure information for economic reasons or
human error. The analysts often collect a lot of field data and
hope to make use of such extra information. Unfortunately,
the failure data do not contain complete information on failure
modes. It is a common phenomenon that the failure reporting
from field does not provides the details of interest. Therefore,
the masking phenomenon is often appeared in collecting field
component failure data, especially for large software product.
In such cases the components that may cause a system failure
are said to be masked [29].

Zhao and Xie assumed that the cause of the system failures
may be any one of the components to build the additive
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reliability model [29]. However, due to the influence of the
test strategy in real project, the cause of the system failures
may be a subset of the system components, not any one of the
components. Therefore, the general masked data is defined in
this paper based on existed theory, and is given as follows.
Definition 1: Suppose that the software contains k objects

(subsystem, component, module, or failure mode), and S =
{1, 2, · · · , k} is the object set in software system. Let Sj ⊆
{1, 2, · · · , k}(j = 1, 2, · · · ,m), and Sj contains the cause of
the system failures at time tj, named Failure Cause Set (FCS).
Then the general masked data is defined by

(
k, tj, Sj

)
.

According to Definition 1, when one failure arrives, the
subset Sj and failure arrival time can be observed. Note that
an object may be a subsystem, a component, a module, or a
failure mode. For example, the software testing strategy is
carried out using function testing, and function module is
related to object {1, 2, 3}. In this case, if a masked failure
arrives at time tj, then Sj {1, 2, 3}. It is easy to know, if Sj = {s}
(s = 1, 2, . . . , k), then we know that the cause of failure is
not masked. If Sj = {1, 2}, we have that the exact cause of
failure is masked, and the cause of the system failures may
be object 1 or object 2.

FIGURE 1. An example of failure process with general masked data for a
software system of three objects.

As shown in Figure.1, an example of failure process with
general masked data is described for a software product with
three objects. It is shown that system failed at time t1 and S1 =
{1, 2}, both objects 1 and 2 may cause the system failure.
This is a masked data since it is impossible to determine
which object is the cause. Furthermore, system failed at time
t2 and the cause of system failure is object 1, that is, there
is not masked data. It is easy to know that the cause of the
system failures are masked at time t4, t6, t8 and not masked
at time t3, t5, t7, t9.
Suppose that the software system has the grouped failure

data at sequential observation times t1 < t2 < · · · < tm.
The general masked data have the form as shown in the
following table. In Table 2, nMj and nij are the numbers
of the masked and ith object tested at observation time tj,
respectively, i = 1, 2, . . . , k; j = 1, 2, . . . ,m. If there exist
the general masked data as illustrated in Table 2, the failure
process for the system cannot be decomposed into the simple
object processes. Using maximum likelihood estimation or
least squares estimation, the parameters of objects have to
be estimated based on the overall objective function instead

TABLE 2. Grouped general masked data of software system with k
objects.

of the objective functions for objects. Therefore, common
techniques for maximizing or minimizing a multivariate
nonlinear function are not easily used because there may exist
so many unknown parameters.

C. MULTI-RELEASE OPEN SOURCE SOFTWARE
RELIABILITY MODEL WITH GENERAL MASKED DATA
Modern software systems are with increasing complexity and
these large systems are generally object-based. Moreover,
since the new release has more attractive features and
satisfies more customer requirements, is critical for modern
software product. Additivemodel is not only one of important
approach in object-based software reliability analysis, but
also an important model for multi-release software reliability
analysis. In general, additive NHPP-based software reliability
model is set up based on the following assumptions. Due
to the complexity of the testing environments, some other
assumptions are also required in order to be able to model
and analyze multi-release OSS reliability. The formulation of
proposed model is based on the following assumptions:

1) The open source software contains k releases. It means
that there are totally k releases. Failures data of each
release are observed, and some may be masked. Denote
τi (τ1 ≤ · · · ≤ τk) is version-update time of release i.
2) The counting number of detected faults for release

i (i = 1, 2, · · · , k) at time t , denoted by {Ni(t), t ≥ τi},
is characterized by NHPP with mean value function mi (t).
3) {Ni(t), t ≥ τi} are statistical independent during the

testing phase.
4) If any of the release version fail, the software system

fails.
5) The cumulative number of system failures N (t) =∑k
i=1 Ni(t).
Based on the above assumptions, the mean value function

m(t) (Expecting cumulative number of failures for software
system) for NHPP {N (t) , t ≥ 0} is given by

m(t) =
k∑
i=1

mi(t) (6)

where

mi(t) =

{
0, t < τi

mi(t − τi), t ≥ τi
(7)
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TABLE 3. Three selected additive model corresponding to MVF.

The failure intensity function of system is given by

λ(t) =
k∑
i=1

λi(t) =
k∑
i=1

m′i(t) (8)

Note that a software release version can be recorded as an
object, therefore the object mentioned below in this paper
means a software release version. Moreover, an object may
be a subsystem, a module, or a failure mode in the future
generalized reliability model.

According to the above assumptions and characters of
NHPP, the reliability function of software system under the
additive NHPP model is therefore given by

R(t) = P{N (t)− N (0) = 0}

= exp {− [m(t)− m(0)]}

= exp

{
−

k∑
i=1

mi(t)

}
(9)

Additionally, the probability of no failure happens during
time interval (t, t +1t) can be calculated:

R(1t |t ) = exp {− [m(t +1t)− m(t)]} (10)

When release times τi = 0, the proposed model becomes
the existed model proposed by Zhao and Xie [29]. Especially,
GO model with general masked data (GOGM Model),
DSS model with general masked data(DSSGM Model) and
GGO model with general masked data(GGOGM Model) are
proposed using EM algorithm, as shown in Table 3. Table 3
also shows the mean value functions (MVF) of selected
models. Furthermore, EM algorithm will be described in the
following Section. Without a doubt, the proposed model in
this paper can be extended to other NHPP-based SRGMs.

III. MAXIMUM LIKELIHOOD ANALYSIS OF SOFTWARE
RELIABILITY WITH GROUPED GENERAL MASKED DATA
Two commonly used methods in parameter estimation are the
Maximum Likelihood Estimation (MLE) and Least Squares
Estimation (LSE) methods. However, when the masked data
are present, the failure process for the system cannot be

decomposed into the simple object processes. Moreover,
the objective function in MLE and LSE becomes a complex
multivariable function with a very high dimension. For
example, GOGM model from Table 3 for software system
contained k releases has totally 2k parameters to be esti-
mated simultaneously from failure data. Therefore, common
techniques for maximizing or minimizing a multivariate
nonlinear function are not easily used because there may
exist so many unknown parameters. Fortunately, Zhao and
Xie applied Expectation Maximization(EM) algorithm to
solve the problem of maximum likelihood estimation with
masked data, and it is shown that the EM algorithm is
powerful to deal with the masked data [29]. But, maximum
likelihood estimation with general masked data is more
complicated than traditional maximum likelihood estimation
with masked data in Zhao’s research. In the following
Sections, the maximum likelihood estimation process of the
model parameters is derived in detail, and EM algorithm
is used to solve the extremely complicated problem of the
log-likelihood function.

A. MAXIMUM LIKELIHOOD ESTIMATION WITH
GENERAL MASKED DATA
The grouped failure data is the cumulative number of failures
in time interval. In order to describe the observed data clearly,
the following notation is given

S∗j =

{
∅, no masked
Sj, masked

(11)

Assume that the failure process is observed at time points
0 = t0< t1 < t2< · · · <tm, the observed data with general
masked data based on Table 2 are(

n11, n
2
1, · · · , n

k
1, n

M
1 , S

∗

1

)
,(

n12, n
2
2, · · · , n

k
2, n

M
2 , S

∗

2

)
, · · · ,(

n1m, n
2
m, · · · , n

k
m, n

M
m , S

∗
m

)
(12)

where nij is the number of failures in interval
(
tj−1, tj

]
known

due to release i, nMj is the number of failures that are
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not identified corresponding to S∗j , i = 1, 2, . . . , k; j =
1, 2, . . . ,m, i denotes the release number and j denotes the
observation number. It means that there are totally k releases,
and there are m number of observations. It is easy to know
S∗j = ∅ if and only if nMj = 0.

Denote N i
j is the random variable of the number of failures

in
(
tj−1, tj

]
due to release i. It is well known that N i

j are
independent Poisson distributed with mean value function
mi(tj)− mi(tj−1). Let

λij = mi(tj)− mi(tj−1) (13)

We only observed the occurrences of successive events:

Aj =

{
∩i/∈S∗j

〈
N i
j = nij

〉
,∩i∈S∗j

〈
N i
j ≥ n

i
j

〉
,

k∑
i=1

N i
j = nj

}

=

∩i/∈S∗j
〈
N i
j = nij

〉
,∩i∈S∗j

〈
N i
j ≥ n

i
j

〉
,
∑
i∈S∗j

N i
j = n∗j


(14)

where

nj =
k∑
i=1

nij + n
M
j , n

∗
j =

∑
i∈S∗j

(
nij
)
+ nMj = nj

−

∑
i/∈S∗j

nij, j = 1, 2, (15)

The probability of events Aj are calculated by:

P
(
Aj
)
= P

{
∩i/∈S∗j

〈
N i
j = nij

〉}
·

P


(
∩i∈S∗j

〈
N i
j ≥ n

i
j

〉)
·

∑
i∈S∗j

N i
j = n∗j




=

∏
i/∈S∗j

P
〈
N i
j = nij

〉

·P


(
∩i∈S∗j

〈
N i
j ≥ n

i
j

〉)
·

∑
i∈S∗j

N i
j = n∗j


 (16)

where

P
〈
N i
j = nij

〉
=
λ
nij
ij

nij!
· exp

(
−λij

)
(17)

and

P


(
∩i∈S∗j

〈
N i
j ≥ n

i
j

〉)
·

∑
i∈S∗j

N i
j = n∗j




= exp

−∑
i∈S∗j

λij

 · ∑
∩r∈S∗j

〈
ir≥nrj

〉
,
∑
r∈S∗j

ir=n∗j

∏
r∈S∗j

λ
ir
rj

ir !


(18)

According to the formulas (16), (17) and (18), P
(
Aj
)
has

the following form:

P(Aj) =
∏
i/∈S∗j

λn
i
j
ij

nij!
· exp

(
−λij

) ·
exp

−∑
i∈S∗j

λij

 · ∑
∩r∈S∗j

〈
ir≥nrj

〉
,
∑
r∈S∗j

ir=n∗j

∏
r∈S∗j

λ
ir
rj

ir !


(19)

Therefore, the overall likelihood function given observa-
tion

(
nij, n

M
j , S

∗

j
, i = 1, 2, . . . , k; j = 1, 2, . . . ,m

)
is

L(·
∣∣∣nij , nMj , S∗j ) = m∏

j=1

P(Aj)

=

m∏
j=1


∏
i/∈S∗j

λn
i
j
ij

nij!
· exp

(
−λij

) · exp
−∑

i∈S∗j

λij

 ·

∑
∩r∈S∗j

〈
ir≥nrj

〉
,
∑
r∈S∗j

ir=n∗j

∏
r∈S∗j

λ
ir
rj

ir !




=

m∏
j=1


∏
i/∈S∗j

λn
i
j
ij

nij!

 · exp(− k∑
i=1

λij

)
·

∑
∩r∈S∗j

〈
ir≥nrj

〉
,
∑
r∈S∗j

ir=n∗j

∏
r∈S∗j

λ
ir
rj

ir !




(20)

Then the log-likelihood function has the following form:

logL(·
∣∣∣nij , nMj , S∗j )

= log
m∏
j=1

P(Aj)

=

m∑
j=1


∑
i/∈S∗j

log

λn
i
j
ij

nij!

− k∑
i=1

λij

+ log


∑

∩r∈S∗j

〈
ir≥nrj

〉
,
∑
r∈S∗j

ir=n∗j

∏
r∈S∗j

λ
ir
rj

ir !





(21)

The MLE can be obtained by maximizing the log-
likelihood function as shown in formula (21). However, it can
be seen that the likelihood function is very complicated with
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general masked data, and it is also difficult to obtain the
MLE by a numerical algorithm. This paper will use the
EM algorithm to solve the problem of maximum likelihood
estimation.

When the observed data are non-masked, i.e. nMj = 0 or
S∗j = ∅ for j = 1, 2, . . . ,m. The additive model can be
decomposed into k NHPP models. The likelihood function
becomes simple and is given by:

L(·
∣∣∣nij ) = k∏

i=1

e−mi(tm)
m∏
j=1


(
λij
)nij

nij!

 (22)

Then the log-likelihood function has the following form:

logL(·
∣∣∣nij )

=

k∑
i=1

 m∑
j=1

nij log
(
λij
)
− mi(tm)−

m∑
j=1

log
(
nij!
) (23)

The likelihood function has the same forms as given in
existed researches, and the computations of MLE are not
complicate, see some references for details [24], [36], [37].

If the failure data are traditional masked described in Zhao
and Xie [29], i.e. S∗j = {1, 2, . . . , k}. The likelihood function
is reduced to

L(·
∣∣∣nij , nMj )

= e−m(tm) ·
m∏
j=1


[m(tj)−m(tj−1)]nj

nj!

·
∑

∩

〈
ri≥nij

〉
,
∑k

i=1 ri=nj

(
nj! ·

k∏
i=1

p
ri
ij
ri!

)
 (24)

B. EM ALGORITHM MAXIMIZING LIKELIHOOD FUNCTION
WITH GENERAL MASKED DATA
The fact that the estimation from non-masked data is
reduced to simple cases stimulates the application of the
EM algorithm. The EM algorithm has become increasingly
popular today and has been used in various areas. It can be
expected to make the maximization of likelihood functions
very easy in some cases.

More generally, if the data consist of two parts: the
observation xobs and the missing data xmiss, we can state the
EM algorithm in two steps to maximize the log-likelihood:

Expectation step: For current estimate θ (l) of parameter
θ , calculate the conditional expectation of the full log-
likelihood:

Q
(
θ (l), θ

)
= Eθ (l) {log (θ |xobs, xmiss) |xobs} (25)

Maximization step: Find a new estimate θ (l+1) as the
value of θ by maximizing function Q

(
θ (l), θ

)
.

Under fairly general conditions, the sequence {θ (l), l = 1,
2, · · · } will converge to the MLE obtained by maximizing
the overall likelihood function. More discussions on this
algorithm are referred to reference [38].

Suppose that the mean value function mi (t) for each
release i contains unknown parameter θi. In current problem,
the missing data are occurred when nMj > 0 since the
observation of random variable N i

j is not complete. By using
the formula (23) and (25), the function Q has the form of

Q
(
θ (l), θ

)
=

k∑
i=1


m∑
j=1

E
(
N i
j |n

i
j, n

M
j , θ

(l)
)
·

log
[
mi
(
tj, θi

)
− mi

(
tj−1, θi

)] − mi (tm, θi)


(26)

Note thatE
(
N i
j |n

i
j, n

M
j , θ

(l)
)
is independent on the dummy

variable θ and can be regarded as constant in maximizing
function Q

(
θ (l), θ

)
, so that the maximizing step can be

completed bymaximizing the following functions separately:

Q
(
θ (l), θ

)
=

m∑
j=1

E
(
N i
j |n

i
j, n

M
j , θ

(l)
)

log
[
mi
(
tj, θi

)
− mi

(
tj−1, θi

)] − mi (tm, θi) (27)

To realize the EM algorithm, one needs to find out what
is the expected number of failures for each release i at each
observation time interval when the system has nMj masked
failures. Next, we focus on the case of nMj 6= 0, that is S∗j 6= ∅.
Since, when S∗j = ∅, there are no masked. Let random vector
N ∗j = (N r1

j , . . . ,N
rLj
j ), rl ∈ S∗j , j = 1, 2, . . . ,m, where Lj

is the number of elements in set S∗j and l = 1, 2, . . . ,Lj.
It is well known that random vector N ∗j obeys multinomial
distribution, that is, N ∗j ∼ M (n∗j , pr1 , pr2 , · · · , prLj ). Where
n∗j is shown in formula (15), and

prj =
mr (tj)− mr (tj−1)
m(tj)− m(tj−1)

=
mr (tj)− mr (tj−1)∑

r∈S∗j

[
mr (tj)− mr (tj−1)

] ,
r ∈ S∗j 6= ∅, j = 1, 2, · · · ,m (28)

It is easy to know
∑
r∈S∗j

prj =
Lj∑
l=1

prl= 1. Furthermore,

we can obtain the following conditional probability.

P


⋂
r∈S∗j

〈
N r
j ≥ n

r
j

〉
∣∣∣∣∣∣∣
N r
j∑

r∈S∗j

= n∗j


=

∑
∩r∈S∗j

〈
αr≥nrj

〉
,
∑
r∈S∗j

αr=n∗j

n∗j ! ·
pαrrj
αr !∏
r∈S∗j

 (29)

The problem is now focused on how to calculate, for
each release i, the conditional expectation of the number of
failures. For a specific release i, the conditional expectation
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of N i
j , denoted by N̂

i
j = E

(
N i
j |n

i
j, n

M
j , θ

(l)
)
, can be shown to

be that:

N̂ i
j =



nij, i /∈ S∗j 6= ∅ or S
∗
j = ∅∑

∩r∈S∗j

〈
αr≥nrj

〉
,∑

r∈S∗j

αr=n∗j

αr · ∏
r∈S∗j

pαrrj
αr !



∑
∩r∈S∗j

〈
αr≥nrj

〉
,∑

r∈S∗j

αr=n∗j

 ∏
r∈S∗j

pαrrj
αr !

 , i ∈ S∗j 6= ∅

i = 1, 2, · · · , k; j = 1, 2, · · · ,m

(30)

Now, we summarize the EM procedure for the estimates of
parameters θ = (θ1, θ2, · · · θk) with general masked data as
follows:

Step 1: Give initial values of parameters (θ1, · · · , θk)(0).
Step 2: Calculate conditional expectations N̂ i

j by for-
mula (30).

Step 3: Obtain the new estimates (θ1, · · · , θk)(1) by
maximizing the log-likelihood function with respect to θi
using formula (27).

Step 4: Replace (θ1, · · · , θk)(0) by (θ1, · · · , θk)(1) and go
to step 2.

Step 5: Repeat step 2-step 4 until stable values are
obtained.

IV. NUMERICAL EXAMPLES
A. DATA DESCRIPTION
The failure data required in this paper comes from the user
bug tracking system, which is a bug reporting system.Mozilla
Bugzilla (http://www.bugzilla.org/) is the most popular bug
tracking system. It is a web application for software bug
tracking management, developed by the Mozilla Foundation
program.

To validate our model, the first data set (DS-1) we
employed was from a real open source project, is called
Apache Tomcat. Tomcat is a core project in the Jakarta project
of the Apache Software Foundation. It was jointly developed
by Apache, Sun, and other companies and individuals.
The Tomcat server is a free open source web application
server. The failure data come from bug tracking system of
Tomcat (https://bz.apache.org/bugzilla/). The failure data set
has 162 corresponding data entries from October 2006 to
March 2020, as shown in Table 4. The data set contains
the failure data of three software release versions of Apache
Tomcat, namely release version 6.x, 7.x and 8.x. The release
times of version 6.0.0, 7.0.0 and 8.0.0 are October 2006,
June 2010, and August 2013 respectively (See the official
website for details: https://tomcat.apache.org/oldnews.html).
In Table 4, R6, R7, R8 represents the number of failures at
each observation time interval for release version 6, version 7

and version 8 respectively.M stands for the number of failures
for Masked or Unknown. S∗j is the failure cause set shown in
formula (11).

The second data set (DS-2) was obtained from a real
open source project, is called Apache POI (Poor Obfuscation
Implementation). The Apache POI project is the master
project for developing pure Java ports of file formats based
onMicrosoft’s OLE 2 Compound Document Format. Apache
POI is also the master project for developing pure Java
ports of file formats based on Office Open XML. The
failure data come from bug tracking system of Tomcat
(https://bz.apache.org/bugzilla/). The failure data set has
211 corresponding data entries from March 2002 to Septem-
ber 2019, as shown in Table 4. The data set contains the
failure data of three software release versions of Apache POI,
namely release version 1.x, 2.x and 3.x. The release times
of version 1.1.0, 2.0-pre2 and 3.0-final are January 2002,
July 2003, and May 2007 respectively (See the official
website: https://poi.apache.org/devel/history/index.html). In
Table 5, R1, R2, R3 represents the number of failures at
each observation time interval for release version 1.x, 2.x
and 3.x respectively. M stands for the number of failures
for Masked or Unknown. S∗j is the failure cause set shown
in formula (11).

B. MODEL PERFORMANCE EVALUATION CRITERIA
To validate the proposed model, it is necessary to apply some
measurement on how well the model can fit the observed
data. The Mean Squared Error (MSE), Akaike information
Criterion (AIC) and Bayesian Information Criterion(BIC) are
used to compare the goodness of the model fit. The MSE can
be calculated as:

MSE =
1
m

m∑
j=1

(
m(tj)− mj

)2
=

1
m

m∑
j=1

(
k∑
i=1

mi(tj)− mj

)2

(31)

where, m(tj) and mj is the estimated and observed cumulative
number of failures for system until tj respectively. It is
obvious to see that the smaller of MSE, the better the model
gives the fit to the observed data.

AIC is a standard for measuring the goodness of fit
of a statistical model. It can weigh the complexity of the
estimated model and the goodness of the fit data of the model.
In general, AIC can be expressed as:

AIC = 2K − log (L)

= 2K −
1
k

k∑
i=1

log (Li) (32)

where K is the number of parameters in model and L is
the maximum value of the likelihood function. Increasing
the number of parameters improves the goodness of fitting.
AIC encourages the goodness of data fitting but tries to avoid
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TABLE 4. The number of failures with general masked data for apache tomcat (DS-1).
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TABLE 5. The number of failures with general masked data for apache POI (DS-2).
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TABLE 5. (Continued.) The number of failures with general masked data for apache POI (DS-2).

over fitting. So the priority model should be the one with the
smallest AIC value.

BIC is also a standard for measuring the goodness of fit
of a statistical model. When the sample size is large, BIC
penalizes the model parameters more than AIC, which causes
BIC to prefer simple models with fewer parameters. BIC can
be expressed as:

BIC = K log (m)− log (L)

= K log (m)−
1
k

k∑
i=1

log (Li) (33)

where K is the number of parameters in model, m is the
sample size, and L is the maximum value of the likelihood
function.

C. PERFORMANCE ANALYSIS
In this section, the datasets collected from bug tracking
system of Apache Tomcat and POI are used to conduct
a comparative analysis of model performance. Those two
datasets are grouped general masked data with equal time
interval of one month.

1) THE FIRST DATA Set (DS-1)
Using the EM algorithm described in the last section,
the estimated parameters and comparison results of all
selected models for dataset 1 are shown in Table 6.
Figure 2 displays the observed cumulative number of failures
and the fitted mean value functions in all selected models.
From Table 6, we can see that the MSE, AIC and BIC of
the GOGM model(proposed) are less than the traditional GO
model. Moreover, the MSE, AIC and BIC of the DSSGM
model (proposed) are also less than the traditional DSS
model. Finally, the GGOGM model(proposed) are also less

FIGURE 2. Fitted versus Observed for all Selected Models (DS-1).

than the traditional GGO model. On the other hand, we can
see that the MSE, AIC and BIC of all proposed models
(GOGM model, DSSGM model and GGOGM model), are
still small than any traditionalmodels (GOmodel, DSSmodel
and GGO model). On the whole, it is reasonable to conclude
that the proposed models have the better goodness-of-fit than
traditional models. Furthermore, we insist that the DSSGM
model (proposed) has the best goodness-of-fit of all selected
model.

2) THE SECOND DATA Set (DS-2)
Using the EM algorithm described in the last section,
the estimated parameters and comparison results of all
selected models for dataset 2 are also shown in Table 7.
Figure 3 displays the observed cumulative number of
failures and the fitted mean value functions in all selected
models. From Table 7, we can see that the MSE, AIC
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TABLE 6. Parameter estimation and comparison results of all selected models for DS-1.

TABLE 7. Parameter estimation and comparison results of all selected models for DS-2.

FIGURE 3. Fitted versus Observed for all Selected Models (DS-2).

and BIC of the GOGM model(proposed) are less than
the traditional GO model. Moreover, the AIC and BIC
of the DSSGM model (proposed) are also less than the

traditional DSS model. And the DSSGM model doesn’t
provide the smaller MSE compared to the traditional DSS
model, but the differences are not big. Finally, the GGOGM
model(proposed) are also less than the traditional GGO
model. On the other hand, we can see that the MSE, AIC and
BIC of all proposed models (GOGM model, DSSGM model
and GGOGM model), are still small than any traditional
models (GO model, DSS model and GGO model) expect for
the MSE of DSSGMmodel. On the whole, it is reasonable to
conclude that the proposed models have the better goodness-
of-fit than traditional models. Furthermore, we insist that the
GOGM model (proposed) has the best goodness-of-fit of all
selected model.

V. CONCLUSION
Masked data are the system failure data when the exact
cause of the failures might be unknown. That is, the cause
of the system failures may be any one of the components.
However, due to the influence of the test strategy in real
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project, the cause of the system failures may be a subset of
the system objects, not any one of the objects. Additionally,
multi-release is critical for modern open source software
product in order to satisfy more customer requirements.
If there exist the masked data, the objective function in MLE
and LSE becomes a complex multivariable function with
a very high dimension. Therefore, common techniques for
maximizing or minimizing a multivariate nonlinear function
are not easily used because there may exist so many unknown
parameters.

In this paper, we first discuss the mathematical description
of general masked data based on the traditional masked
data and review the additive NHPP-based reliability model.
Furthermore, a novel multi-release OSS reliability model
based on general masked data is proposed and EM algorithm
is used to solve the extremely complicated problem of the
log-likelihood function. In general, the proposed mode can
be extended to other NHPP-based model for estimating
multi-release OSS reliability. Using open source software
Apache Tomcat and POI grouped masked data to conduct
a comparative analysis of model performance, the results
show that the proposed models are useful and powerful.
Finally, the reliability modeling of hardware/software system
considering masked failure data will be studied in the future
works.
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