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ABSTRACT In Wireless Sensor Networks (WSNs), when multiple data packets meet during routing to the
sink, redundant data can be removed through data fusion, thereby reducing the amount of data transmitted,
and increasing the life of the network. However, how to increase the data fusion rate as much as possible and
ensure that the delay is lower than the deadline is a challenge issue. To solve this problem, a Differentiated
Threshold Configuring joint Optimal Relay Selection based Data Aggregation (DTC-ORS-DA) scheme is
proposed, which can significantly reduce redundant data routing and guarantee the delay forWSN. The main
innovation is as follow: (1) In DTC-ORS-DA scheme, there are two thresholds: data volume threshold Ny
and time threshold Ty. Data routing can only be performed when Ny or Ty of the node meet the threshold
requirements, so that the data can be fully integrated to minimize the amount of data to be transmitted.
More importantly, DTC-ORS-DA adopts differentiated threshold settings based on the characteristics of
unbalanced energy consumption in WSNs, and sets a smaller threshold in the far sink area with sufficient
energy, so that data packets can be routed quickly. And the near sink area where the energy is tight uses a
larger threshold to maximize data fusion, so that the combination can make the data fusion high, the energy
is effectively used, and the delay is small. (2) We propose a priority-based relay selection algorithm, which
enables child nodes to dynamically select the parent node with the highest priority based on the number of
data packets, waiting time, and remaining energy. In the process of routing, the probability of nodes with
many data packets or long waiting time being selected as transmission relay is high, which can either increase
the data fusion rate or reduce the delay. Finally, the performance comparison with Common data collection
Scheme (CS) proves that, theDTC-ORS-DA scheme reduces the average delay by 10.74%-19.91%, increases
the life cycle by 9.81% at most, and the energy utilization rate is increased by 6.67%-9.48%.

INDEX TERMS Wireless sensor networks, data aggregation, energy efficient, delay, lifetime.

I. INTRODUCTION
With the rapid development of micro-processing technology,
more and more sensing devices are connected to the Internet
of Thing (IoT) [1]–[3]. By 2020, the number of devices
connected to the IoT has exceeded 20 billion [4], [5]. The
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data generated by these IoT devices reaches 2.5 quintil-
lion bytes every day [4], [5]. On the other hand, the Arti-
ficial Intelligence (AI) technology has enriched the ability
of humans to use data [6]–[8], thus making humans’ desire
for sensing and collection data more urgent [9]–[11]. There-
fore, many sensing devices are increasingly being deployed
in various applications to sense and obtain data [12]–[14],
making edge computing, fog computing and other emerging
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computingmodels fully developed [15]–[17]. Comparedwith
cloud computing [18], IoT devices with weak computing
power can offload tasks to edge servers [19]–[21], making
more applications more dependent on IoT devices for sens-
ing and obtaining data [22]–[24]. Among them, Wireless
Sensor Networks (WSNs) are the earliest researched net-
works [25]–[27]. In such a network, many sensing nodes
are widely deployed in the area that needs to be monitored
through various methods. The communication distance of
sensor nodes is limited, and the node deployment density is
high. These nodes are constructed into a network through
self-organization, to perceive the area that needs to be mon-
itored, obtain data, and send it to a special node called sink
through multi-hop routing [22], [28]. In recent years, the rise
of edge computing has promoted the development of IoT.
These sensor networks can also offload their own computing
tasks to edge servers and even the cloud, forming the so-called
Sensor-Cloud computing system [29], [30].

Limited energy is the shortcoming of sensor nodes [22],
[31], [32]. Because sensor nodes are powered by batteries,
due to economic cost and volume constraints, the batteries
are not very large, and their power is limited [22]. In gen-
eral, sensor nodes are difficult to replace and recharge once
deployed [13], [16]. Therefore, how to be energy efficient
in various applications of WSNs is an important research
issue [22], [24], [26]. The largest energy consumption of
WSNs is the consumption of data transmission by nodes,
so the most effective means to reduce energy consumption
is to reduce the amount of data that needs to be transmit-
ted [33]–[35]. In fact, there has been quite a lot of researches
on how to reduce the amount of data that needs to transmit.
The research in this article is based on the predecessors and
proposes a more effective data fusion strategy to reduce the
amount of transmitted data.

An effective way to reduce the amount of data is data
aggregation [34]–[36]. The basic idea of data aggregation
is as follows. Due to the high density of nodes deployed
in WSNs, there is redundancy between the data of various
physical phenomena that it perceives. So, when multiple data
packets meet in the routing to the sink, data fusion of multiple
data packets can be carried out, and the data volume after data
fusion is surely less than the sum of the data volume of the
original multiple data packets, which can reduce the amount
of data that needs to transmit [33], [35]. Since the data fusion
method can reduce the transmission loadwithout reducing the
amount of information [36], this method is widely adopted in
WSNs since it has been proposed [35]. In the initial research,
the main consideration is how to maximize the number of
data fusions. The main representatives of this type of research
are cluster based WSNs. In such a network, the network is
divided into multiple clusters [37], [38]. Each cluster has a
special node called Cluster Head (CH), and the other nodes
within the cluster are called member nodes. Member nodes
send their data to CH, so that after CH receives all the
member nodes and performs data fusion, then the data is
sent to sink through multi-hop routing. Since only multiple

data packets meet to remove their redundant data through
data aggregation, the key to data aggregation is to allow
as many data packets as possible to meet during the rout-
ing process, so that the amount of data can be reduced the
most [38]. Jiang et al. [34] proposed a dynamic ring-based
routing scheme. In their method, the data of the nodes on the
network are first routed to the nodes on the ring, and then
the data of these nodes are routed around the ring for full
data fusion is then routed to sink, which can maximize data
fusion [34]. However, this type of research only considers
how to reduce the amount of data borne by the node, and
the delay of the data reaching the sink is not considered,
so it is not suitable for applications that require a deadline
for the time the data packet arrives at the sink. Another type
of research that considers data fusion and reduces delay [37],
when multiple data packets meet, they can be fused into one
data packet, so that after optimization, each node only needs
to send one data packet in a round of data collection. This
type of data fusion generally uses TDMA, which allocates
active slots to each node in advance, and only in the awake
state can the node has data operations, and when there is no
data operation, it sleeps to save energy [39]. This data fusion
solution generally uses data routing from the bottom of the
network to the sink layer by layer. Each node collects data
from its child nodes and merges them into a data packet and
then routes forward. The effective allocation of data operation
slots to nodes can effectively reduce the time required for data
collection, that is, reduce the convergecast time [39].

However, convergecast requires data to be generated peri-
odically, however, in real-life, there are not many WSNs
that meet this condition [39]. Most WSNs are networks that
generate non-periodic data. In such a network, node data is
generated by random events or environmental changes [40].
Moreover, these data packets are required to arrive at the sink
as quickly as possible, and even have a deadline when the data
packets arrive at the sink. The data packets arriving at the sink
later than the deadline are invalid [40]. Therefore, in this case,
the data packet is required to reach the sink quickly, that is,
the data packet is required to be routed as fast as possible.
Data fusion requires as many data packets as possible to
meet in the routing, so as to take advantage of data fusion to
remove redundant data and reduce the amount of transmitted
data. Therefore, during the routing process, the previous data
packets stay on the node and wait for the subsequent data
to be fused. Obviously, this method will increase the delay
of data transmission [40]. Therefore, Li et al. [40] proposed
a compromise method. The method they proposed is to set
two thresholds: queue length threshold and waiting time
threshold. When the node receives the data packet, it does
not forward it immediately, but to see whether the node’s
threshold is met. If the length of the data packets queued by
the node to be sent is greater than the threshold, it means that
the number of data packets currently encountered has reached
a certain value, indicating that the node with sufficient data
fusion can send data. And if the queuing queue of the node
is less than the threshold, but the node’s data packet has been
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waiting for longer than the threshold. If it continues to wait
at this time, the data packet will exceed the deadline, and at
this time, the node also sends data packets [40]. Taking such
a method can ensure that the delay of the data packet to the
sink is not greater than the deadline, and on the other hand,
wait for as many data packets as possible for data fusion, thus
achieving the compromise optimization of the data fusion and
delay [40].

Although the method of setting the threshold for each node
can achieve better results. However, this method still has the
following aspects that deserve improvement. First, in this
method, the selection of the relay node is not consideredwhen
the node sends data, which leads to the random selection of
the relay node. Obviously, if the node chooses the longest
queued node as the relay, it will improve the network per-
formance. Because, if all the child nodes choose the node
with the longest queue as the relay, those nodes that already
have data packets will get more data packets on the one
hand, so the more data integration is, on the other hand, such
nodes can easily meet the conditions for data transmission,
which can speed up data routing at the same time. Finally,
by adopting this method, data packets will be concentrated
on fewer nodes, which will not only enable full data fusion,
but also obtain the advantage that the previous strategy did not
have. The number of nodes that have data operations on the
network will be reduced, which will reduce the interference
and conflict during data operations.

The disadvantage of the previous strategy is that all nodes
use the same threshold. The purpose of setting the threshold
is to let the data packet stay on the node for a period of time,
rather than forwarding it as it arrives. Obviously, if the thresh-
old set by the node is larger, the longer the data packet stays
on the node, the more conducive to data fusion, which can
effectively reduce the amount of data. However, because the
data packet stops on each node for a long time, the deadline of
the data packet may not be guaranteed. Therefore, although
setting an optimized threshold can improve the performance
of WSNs, this is far from enough. Because there is a special
situation inWSN that the energy consumption of the network
is unbalanced. Because in WSNs, sink is the center of the
entire data collection, all node data needs to be routed to sink.
Such a ‘‘many-to-one’’ data collection mode causes the nodes
near the sink to bearmuchmore data than other areas, forming
a so-called ‘‘energy hole’’ and premature death. When the
network dies prematurely due to ‘‘energy hole’’, its remaining
energy is as high as 80% [34]. Therefore, how to make full
use of the remaining energy in the network to further improve
network performance is a challenge issue.

To solve this problem, a Differentiated Threshold Config-
uring joint Optimal Relay Selection based Data Aggregation
(DTC-ORS-DA) scheme is proposed in this paper to reduce
redundant data routing and guarantee the delay forWSN. The
main innovation of our work is as follow:

1) In DTC-ORS-DA scheme, a data aggregation scheme
with differentiated threshold configuration is proposed.
Based on the characteristics of uneven energy consumption

in WSNs, a small threshold is set in the far sink area with
sufficient energy, so that nodes can quickly meet the trans-
mission and fusion conditions to reduce the delay. In the near
sink area where energy is tight, a larger threshold is adopted,
so that the data packets stay on the node for a long time, so as
to maximize data fusion and effectively reduce the amount of
transmitted data. Since the range of the near sink area is small,
and the routing in most far areas is faster, the overall delay is
smaller than the strategy with a fixed threshold on the whole
network. Therefore, the adaptive threshold strategy proposed
in this paper can not only fully integrate data to reduce the
amount of transmitted data, but also make the delay smaller.

2) A priority-based optimal relay selection algorithm is
proposed by considering factors such as the number of exist-
ing data packets, waiting time, remaining energy, which can
effectively improve the fusion effect and reduce conflicts.
In the proposed algorithm, those nodes that already have a
large number of data packets, or the node with the longest
waiting time are more likely to be selected as the relay
node. This has the following advantages compared with the
previous strategy: first, if the parent node with a large number
of data packets is selected as the relay node, then sufficient
data fusion can be obtained to reduce the amount of data and
increase the life of the network; at the same time, choos-
ing such a node as a relay node is the easiest to reach the
threshold, which can reduce the time that the data packets
stay and reduce the delay. What’s more, in such an algorithm,
those nodes with more remaining energy are selected as relay
nodes, and as long as the node is selected as a relay node,
its priority is higher than other nodes with empty packets,
thereby reducing interference and conflict of nodes, improve
network performance.

3) Extensive simulation results by comparing
DTC-ORS-DA scheme with CS scheme illustrate that,
the DTC-ORS-DA scheme proposed in this paper outper-
forms better. Its average delay is reduced by 10.74%-19.91%,
the life cycle is increased by 9.81%, and the energy utilization
is increased by 6.67%-9.48%.

The rest of this paper is organized as follows: In Section II,
the related work is introduced. The system model and
problem statement are presented in Section III. Then, the
DTC-ORS-DA scheme is introduced in Section IV. Perfor-
mance analysis is presented in Section V. Finally, Section VI
provides conclusion.

II. RELATED WORK
Data collection is the most important function in WSNs.
A large amount of data forms the basis of various appli-
cations [41], [42]. With the development of artificial intel-
ligence technology, more potential value can be obtained
from a large amount of data, which promotes the widespread
application of IoT devices [31], [32]. However, data collec-
tion in WSNs is not an easy task, and many factors affect
the performance of data collection [13], [16]. In addition to
the common security attacks in data collection, the energy
consumption and delay in the data collection process are the
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most important issues in data collection [40]. Researchers
have done a lot of work in this area. Next, we discuss them
separately.

1) Data collection that mainly considers data fusion. In this
type of research, the main research goal is how to fully carry
out data fusion, thereby effectively reducing the amount of
data undertaken by nodes and improving lifetime. The idea
of data fusion is: because there is redundant information
between the data perceived between WSNs nodes, when
multiple redundant data packets meet, the redundant data in
the multiple data packets can be removed. Therefore, the
data packet capacity of data fusion is smaller than the data
packet capacity before fusion [33]–[40]. Several representa-
tive works are given below.

In the initial research, various data fusion algorithms are
proposed [33], [35], [36], which are applied the to the exist-
ing data routing strategy. The simplest data fusion strategy
is to send the data fusion algorithm to each node without
modifying the data routing. For example, the data fusion is
used along the path with shortest routing algorithm. In such
a data fusion strategy, when multiple data packets meet,
the data fusion algorithm is used to calculate the data, and the
redundant data packets are deleted before routing forward.
Obviously, in such a strategy, since the data routing is not
specifically designed, the probability of data packets meeting
is not particularly high. Therefore, the effect of data fusion
is not particularly good. Subsequent researchers deliberately
proposed a special data routing strategy for data fusion to
increase the probability of multiple data packets meeting,
to fully integrate data and reduce the amount of data that need
to send.

Leandro Aparecido Villas et al. [43] proposed a DRINA
algorithm to increase the probability of data packets meeting
during the routing process, bymaking asmany data packets as
possible along the same data routing path to the sink, instead
of data packets independently route to sink along different
data routing paths. The DRINA algorithm is an improved
data fusion strategy of the shortest routing algorithm [43].
In the original shortest routing algorithm, each node selects
the node with the smallest number of hops from the sink
within its communication range as the relay node. The
DRINA algorithm uses the same strategy of selecting relay.
However, in the DRINA algorithm, once a node forms a route
to the sink, the number of hops from the nodes on this route
to the sink becomes 0, so that the nodes near this route path
will route to this path instead of opening up a routing path
separately [43]. This will increase the chance of data packets
meeting, thereby increasing the data fusion rate and reducing
the amount of data [43].

Jiang et al. [34] proposed a scheme called Ring Based Cor-
relation Data Routing (RBCDR), which allows data packets
of the entire network to meet for data fusion, so that the
advantages of data fusion can be maximized. The method
adopted by RBCDR is to establish a route called a ring [34].
Except for nodes near the sink that directly send data to the
sink, other nodes first route to the selected ring. When all the

data in the network is are sent to the ring, the data packet
is routed along the ring for a cycle. In this way, all the data
in the network will meet, so that the data in the network is
fully integrated, and the amount of data that the node needs
to bear is greatly reduced [34]. Moreover, the ring established
in the RBCDR scheme is a region with sufficient energy
at a distance from the sink, so it can make full use of the
energy of the remote sink region. After a large number of
experiments and theoretical analysis, the authors found that
the RBCDR scheme can more than double the life of the
network compared with previous strategies [34].

There is a method to reduce the amount of data that is
different from the above-mentioned data fusion. This method
uses a representative mechanism [44]. Since sensor nodes
are sensing physical phenomena such as temperature and
humidity, the physical quantities perceived by neighboring
nodes sometimes differ very little. Therefore, in this case,
it is not necessary to transmit the data of each node to the
sink. Instead, some nodes in the neighboring area are selected
to represent the physical phenomena observed in the entire
area. Liu et al. [44] proposed a multi-representative re-fusion
(MRRF) approximate data collection approach to further
reduce the amount of data. In MRRF approach, multiple
nodes with similar readings form a set and a representative
node represents the perceived value of the set. On this basis,
as much of these data as possible are gathered in the routing
process for secondary data fusion, which can further reduce
the amount of data the node bears [44].

Dong et al. proposed a reliability and multipath encounter
routing (RMER) strategy in event monitoring networks [45].
Their main work is as follows. First, because the energy of the
nodes in the far sink area is surplus, and for event monitoring,
if more nodes are selected to monitor the event, the higher
the accuracy of the recovery event, and the larger the cluster
radius in the far sink area is set to improve the monitoring
accuracy. The cluster radius near the sink area is small to
save energy. Each cluster is represented by the cluster head
to monitor the events of the entire cluster. Secondly, multiple
cluster heads send monitoring data to the sink through multi-
ple routes [45]. Different from other data routing, multi-path
routing merges into a routing path to send data to the sink
before reaching the hotspots area of the network, so that the
data generated by the same event will reach the sink via the
same route, thereby increasing the probability of data fusion
most [45].

2) Data collection research that considers data fusion and
considers the time required for data collection. For example,
sometimes the network needs to query the maximum, min-
imum, average temperature, humidity, and other data in the
network [37], [39]. In this application, an infinite number of
data packets can be merged into one data packet. In such
applications, it is expected that the required data can be
obtained in the shortest possible time after the query of the
application is sent, that is, the time required for data collection
is the shortest [37], [39]. Therefore, in this kind of data
collection, on the one hand, it is necessary to maximize the
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data integration as much as possible, and at the same time
make the sink collect the data of the entire network in the
shortest time. There is a special term in such a data collection
called convergecast, and the time required for the completion
of the entire network data collection is called convergecast
time [37], [39]. Convergecast is aimed at a network where
each node generates only one data packet during a data
collection cycle [37], [39]. The general convergecast uses a
bottom-up data collection method to generate a tree from the
network. The data collection starts from the leaf nodes, and
then collects data from the sink layer by layer, and finally
the sink receives the data of all nodes in the network [39].
Another type of convergecast data collection strategy is to use
a clustering method. In this method, the network is divided
into multiple clusters, and the data collection is divided into
two stages. One is data collection within the cluster, and the
nodes in the cluster sent data to the cluster head (CH), and the
CHmerges the data into a data packet [37]; the second is data
collection between clusters, at this time, only the CH owns
the data packet in the network, like the previously described
convergecast method, data collection starts from the edge of
the network to the sink layer by layer [37]. Li et al. [37] pro-
posed a network architecture with unequal radius clustering
for clusters near sinks with a large radius and far sink clusters
for data collection [37]. In such a clustering network, the far
sink cluster is smaller, and the time spent on data collection
within the cluster is less, so the inter-cluster data aggregation
scheduling process can be started earlier [37]. The cluster
near the sink is larger, and it takes more time to collect data
in the cluster, so that when the data from the outer layer is
transferred to the inner layer, the data collection in the cluster
is completed. The method proposed by Li et al. [37] makes
the state transition of the node only required once, thereby
effectively reducing energy consumption [37].

3) Consider the sufficiency of data fusion and consider
the deadline of data packets. This type of research is more
complicated than the two types of researches discussed above.
Because, in the first type of research, there is no need to
consider the delay of data routing at all, but only need to
maximize the data fusion rate. In the second type of research,
it considers a special type of data fusion strategy. The research
in this paper is more complicated than the previous two types
of researches. In such a network, the number of data packets
generated by the node is uncertain, and the data packet is
recorded as 0 from the moment of generation, and then the
time required to reach the sink is less than the deadline.
Therefore, the problems faced by this type of research are
twofold, that is, to perform data fusion as fully as possible
to reduce the amount of data, and to route to the sink as
quickly as possible. And these two goals are often conflicting.
To make data fusion better, it is necessary to let the data
packet stay on the node for a long time to wait for other
data packets to arrive for data fusion, but the data packet
stays on the node for a long time, it will increase its delay.
In response to this situation, Huang et al. [46] proposed a
method to change the duty cycle for duty cycle base WSNs.

FIGURE 1. Network model.

The method they proposed is an improvement of the DRINA
algorithm, that is, they use the DRINA algorithm to form
a route. But the differences are as follows: One is that the
first routing path to the sink sets the hop to the sink to 0 to
form a backbone route, and nearby nodes will route to this
path, thereby increasing the probability of data encounters in
the routing; the second is to set the duty cycle of the nodes
on the backbone path to be relatively large, so that the data
packets can be routed on such a path faster, which can achieve
better results in both energy consumption and delay [46].
Li et al. [40] also proposed the solution of two thresholds like
this paper. However, the threshold value in their research is
fixed, and the selection of relay nodes is not optimized, so the
performance is not as good as this paper. Therefore, in this
article, we have optimized these two aspects and proposed
an Differentiated Threshold Configuring joint Optimal Relay
Selection based Data Aggregation (DTC-ORS-DA) scheme
to further optimize the network performance.

III. SYSTEM MODEL AND PROBLEM STATEMENT
A. SYSTEM MODEL
The network model adopted in this paper is a planar wireless
sensor network, which consists of a sink node and N sensor
nodes. Here, we abstract the network as a tree typology,
as shown in Fig. 1. Among them, the sink is a special node,
and is the root of this tree. It receives data sent by other
leaf nodes. Assuming that the nodes in the wireless sensor
network can be divided intoK layers according to the number
of hops from the sink, each layer has m nodes, and the
i-th node of the k-th layer is represented as Li

k . In the small
network shown in Figure 1, there are a total of K layers,
and three nodes in the 1st layer, four nodes in the 2nd layer,
five nodes in the K-th layer. And L3

1 is the parent node of
L4
2, L

4
2 is the child node of L3

1. L
4
2 and L3

2 are brothers,
because they are in the same layer, and also in the commu-
nication of each other. In the tree network of this article,
each node has one or more child nodes and parent nodes,
and data is transmitted layer by layer from the child node to
the parent node in a multi-hop route, and finally reaches the
sink.
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The entire network shown in Figure 1 can be represented
by the following matrix:

T =


L1
1 L2

1 · · · Lm1
k

L1
2 L2

2 · · · Lm2
k

...
...

. . .
...

L1
K L2

K · · · LM
K

 (1)

Each sensor node adopts a cyclic periodic sleep/wake
working mode, that is, the entire data collection pro-
cess is evenly divided into multiple cycles, C =

{C1,C2, . . . ,Ck , ...}. Each cycle can be subdivided into data
packet generation cycle cg and aggregation and transmission

cycle ct ,Ck =
{
ckg, c

k
t

}
. In the packet generation cycle cg,

each node has a probability of generating a packet. In the
aggregation and transmission cycle ct , the node decides
whether to transmit the aggregated packet to the parent node.
The aggregation and transmission of data packets occurs
in two adjacent layers. Suppose the sending node is Ls

k ,
the receiving node is Lr

k−1, when two nodes wake up in the
same cycle, they can send and receive data without waiting.
At this time, we call these two nodes periodic synchroniza-
tion.

In the packet generation cycle cg, suppose the probability
of the node generating a packet is pd , the probability of not
generating a packet is 1− pd . For the node Li

k , if L
i
k = 1

means that the node generates a data packet, ifLi
k = 0 means

the node does not generate a data packet, so the probability
model for generating data in this article can be expressed as:

P
{
Li
k = x

}
= (pd )x

(
1− pd

)1−x
, x = 0, 1 (2)

In aggregation and transmission cycle ct , nodes aggregate
data and then transmit it to the next hop, because data aggre-
gation deletes invalid and redundant information from the
original data. Therefore, the data volume d ′ is less than the
original data amount d after aggregation. If the aggregation
ratio is λ, then the data amount d ′ can be calculated as:

d ′Li
k
= λdLi

k
. (3)

B. CONFLICT AVOIDANCE MODEL
To avoid interference and collisions during data transmission,
we stipulate that nodes cannot send and receive data in the
same time slot. If two nodes want to send data in the same
time slot, they must satisfy the following formula:{

D
Li
m,L

j
n
> rLi

m
+ r

L
j
n

if m 6= n

Li
m and Lj

n are not brothers if m = n
(4)

D
Li
m,L

j
n
represents the distance between Li

m and L
j
n, rLi

m

and r
L
j
n
are transmission radius of Li

m and L
j
n,m and n are

layers where Li
m and L

j
n located. In general, when parent

and child nodes or sibling nodes within the same transmis-
sion range send data at the same time, conflicts are likely
to occur. Therefore, the conflict between sibling nodes and
parent-child nodes can be avoided through the above formula.

TABLE 1. System Parameters.

C. ENERGY CONSUMPTION MODEL
In this article, the energy consumption of sending data and
receiving data is shown in the following formula:{

E= lEelec + lεfsd2 if d < d0
E= lEelec + lεampd4 if d > d0

(5)

Here, Eelec is the energy loss of transmitting circuit, if trans-
mission radius is less than threshold d0, power amplification
loss adopts the free space model; if radius is larger than the
threshold, multipath attenuation model is adopted. εfs and
εamp are the energy required for power amplification in these
two models, l indicates the number of data bits.

In addition to the above-mentioned parameters, other
parameters involved in this article are shown in Table 1. Some
of the parameter values are obtained during calculations,
so they are not provided in the table.

D. PROBLEM STATEMENT
1) MINIMIZE DATA COLLECTION DELAY
The purpose of this research is to optimize the average delay.
Assuming that there are K layers in the network, and each
layer has N nodes, the average delay is minimized as:

Min D = Min

(∑K
i=2

∑N
j=1D

j
i∑K

i=2
∑N

j=1

)
(6)

2) MINIMIZE LIFE CYCLE OF NETWORK
The life of the network is defined as the death time of the
first node. Suppose the average energy consumption of the i-
th node in the network is i, its initial energy is Éi, and there are
N nodes in the network. In order to maximize the life of the
network, the life of the first dead node in the network should
be maximized. Therefore, maximizing the network life cycle
can be expressed as:

Max η = Max

(
Min

1≤i≤N

(
Éi
′

ω i

))
(7)
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3) MAXIMIZE ENERGY UTILIZATION
Energy utilization refers to the ratio of the energy consumed
by the network to the initial energy of the entire network. Use
Ed,i to represent the energy consumption of the nodewhen the
network dies. The energy utilization is maximized as:

Max 0 = Max

(∑K
i=2

∑N
j=1 Ed,i∑K

i=2
∑N

j=1 Éi

)
(8)

The research objectives are summarized as follows:

Min D = Min

(∑K
i=2

∑N
j=1D

j
i∑K

i=2
∑N

j=1

)

Max η = Max

(
Min

1≤i≤N

(
Éi
′

ω i

))

Max 0 = Max

(∑K
i=2

∑N
j=1 Ed,i∑K

i=2
∑N

j=1 Éi

) (9)

IV. DESIGN OF THE DTC-ORS-DA SCHEME
A. MOTIVATION AND OVERVIEW
In this paper, we propose an efficient data aggregation
strategy, which can greatly improve the delay and energy
efficiency of data transmission. Specifically, the proposed
strategy is improved through the following two aspects. First,
we introduce the data packets threshold Ny and the wait-
ing time threshold Ty in the data aggregation, and sets the
thresholds of nodes in different layers to differentiate, so that
packets can be sent to the next hop faster to avoid conflicts.
Second, when selecting the next hop, we comprehensively
consider factors such as the amount of data, waiting time, and
remaining energy, so that the next hop node with the highest
priority can be selected. In this way, data packets of nodes can
be aggregated on a path, and nodes on the path can perform
data aggregation operations on the aggregated data packets,
which can greatly reduce the amount of data in the network
and optimize energy consumption.

In this section, we explain the basic idea of the pro-
posed strategy, and compare it with the previous Common
Scheme (CS) to illustrate our research motivation. In the CS
strategy, if the current node wants to send data to the next
hop, it must wait until all child nodes have collected the data.
As shown on the left side of the Figure 2, nodeL2

2 must collect
the data of the nodeL2

3 andL
3
3 before it can be aggregated and

sent to the sink, and the nodeL1
2 must waiting for nodeL1

3. In
the CS strategy, the data must be sent to the upper node after
the lower node uploads the data. Therefore, it is a bottom-up
process. If the lower-level nodes have not uploaded data, the
upper-level nodes must wait. Obviously, the closer the node
to the sink, the longer its waiting time, and when the network
is large, the delay is very large.

Based on the above analysis, we have made the first step to
improve the data fusion strategy. The idea is to add the data
packets threshold Ny and the waiting time threshold Ty to the
nodes in the network. When the amount of data owns by the

FIGURE 2. Packets transmission in DTC-ORS-DA scheme and CS.

FIGURE 3. Network with different thresholds.

node is greater than the thresholdNy or the waiting time of the
node is greater than the threshold Ty, and the node satisfies the
conflict avoidance model in formula (4), it can send data to
its parent node.

As shown on the right side of Figure 2, the node L3
3 sends

data to the node L2
2 when the threshold condition is met, and

in the same time slot, the node L1
2 also meets the time thresh-

old condition and the conflict avoidance model, so the node
L1
2 can send data toL

1
1. Compared to the transmissionmethod

on the left, our improved scheme on the right can realize
almost parallel data transmission. In our proposed strategy,
some nodes close to the sink can send data to the sink first,
thereby reducing the average delay. In addition, by analyzing
the entire network, it is found that nodes separated by two
layers can transmit data at the same time, thus making the
number of layers of the network has a much smaller effect on
the average delay.

When controlling data fusion through the threshold Ny
and Ty, the configuration of the entire network is shown
in Figure 3. Since the node located at the higher layers is
farther away from the sink, in order to send the data of
the nodes farther away from the sink faster and avoid large
delays, we set the data packets threshold Ny and the waiting
time threshold Ty to be very small, so that each data packet
can be sent to the next hop faster. For the area closer to the
sink, we set larger data packets threshold Ny and the waiting
time threshold Ty, so that more data packets can be aggregated
to achieve a better fusion effect. Therefore, in this article, we
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use the last layer as a benchmark, let the threshold of nodes at
the last layer be very small, set the same data volume thresh-
old and time threshold for each node of the same layer, and
then gradually increase the threshold. Finally, the threshold of
nodes in the layers close to the sink is larger, and the threshold
of nodes far away from the sink layer is smaller. In this way,
it realizes a fast forwarding at a long distance to reduce delay,
and a high degree of fusion processing at a short distance to
reduce energy consumption. This strategy of ‘‘fast sending at
far, high aggregation at near’’ can realize the comprehensive
optimization of network energy and delay.

In addition, how to select the next hop is also a problem to
be solved. Therefore, we propose the algorithm of selecting
the appropriate parent node according to the priority.We hope
that the node can meet the data threshold requirement in a
short time to reduce the delay. Therefore, the amount of data
is considered as a priority factor. In the same layer of the
network, some nodes may have been working and cannot
get a rest, while other nodes may not receive data all the
time, resulting in an imbalance in energy consumption. Nodes
that consume a lot of energy die early, affecting the function
of the entire network. Therefore, we use energy consump-
tion as an influencing factor, which can prevent some nodes
from consuming too much energy, thereby prolonging the
life cycle. The node waiting time is considered as a factor,
so that the node can receive data without waiting too long,
which balances delay and energy consumption. Through the
above analysis, it can be concluded that the priority is based
on the comprehensive consideration of data volume, waiting
time, and remaining energy. Therefore, the priority formula
for selecting the next hop is calculated as follows:

P = α
N ′

Ny
+ β

T ′

Ty
+ γ

E ′

Ey
, α + β + γ = 1 (10)

And Ny is the data packets threshold, Ty is the waiting time
threshold, Ey is the total consumed energy, and the actual data
packet of the node is N ′, waiting time is T ′, residual energy
is E ′. α, β, γ are the weights in the formula.
In summary, the data aggregation method we proposed in

this paper adopts a differentiated threshold. When a node
meets the conditions for sending data, it transmits data to the
parent node with the highest priority.

B. ANALYSISI OF THE ALGORITHM
In this section, we give a specific node selection algorithm
based on priority. First, we explain some symbols in the
algorithm. Suppose the n-th node at them-th layer isLn

m, it has
three status, StatusLn

m
= 0 represents that the node Ln

m is in
listening and waiting state; StatusLn

m
= 1 represents that the

node is in the data sending status; StatusLn
m
= 2 represents

that the node is in the data receiving status. Um is the set of
nodes at the m-th layer where StatusLn

m
= 2.N n

ym and T nym are
packets threshold andwaiting time threshold at them-th layer.
H (Ln

m) is the child node of Ln
m,F(L

n
m) is the parent node of

Ln
m. N

′ is the data packets of the node, T ′ is the timer, λ is the
data aggregation, P is the priority value.

Algorithm 1 Next Relay Selection Algorithm With Priority
1: For each node Ln

m Do
2: Let StatusLn

m
= 0

3: For each H (Ln
m) of L

n
m Do

4: If StatusH (Ln
m)) = 2 then

5: Let H (Ln
m) ∈ Um−1

6: End if
7: End for
8: Foreach F(Ln

m) of L
n
m Do

9: If P(F(Ln
m)) is max and StatusF(Ln

m) 6= 2 then
10: Let StatusF(Ln

m) = 2
11: Let F(Ln

m) ∈ Um+1
12: End if
13: End for
14: For each Ln

m from1 toni Do
15: If N ′(Ln

m) ≥ Ny
n
m or T ′(Ln

m) ≥ Ty
n
m then

16: If Um−1 = ∅ and Um+1 6= ∅ then
17: If StatusLn

m
= 0 then

18: Let StatusLn
m
= 1

19: Let N ′(F(Ln
m)) = N ′(F(Ln

m))+ λN
′(Ln

m)
20: End if
21: End if
22: End if
23: End for

The basic idea of the algorithm is: first give each node an
initial state, StatusLn

m
= 0. When the nodeLn

m and all its child
nodes have no data operations, the node Ln

m can enter the
dormant state to save energy. Each round of data collection
starts from the leaf nodes. The entire collection process starts
from bottom to top, and continues to collect from each layer
up until all the data in the network is collected by the sink.
First, traverse all the child nodes of the node Ln

m, and put the
child nodes whose state is 2 into the set Um−1, as shown in the
algorithm in lines 3-7. Next, traverse all the parent nodes of
node Ln

m, change the state of the parent node with the highest
priority to 2 and then put it into the set Um+1, as shown in the
algorithm in lines 8-13. Finally, traverse the nodes in each
layer, change the state of the node whose state is 0, meet
the threshold requirement and its child node and parent node
are not in state 2 to 1, and send the data of node Ln

m to its
parent node with highest priority, as shown in lines 14-23 of
the algorithm.

C. ILLUSTRATION OF THE ALGORITHM
Next, we take the case shown in Figure 4 as an example to
explain the above algorithm in detail. As shown in the figure,
the data packet threshold Ny and waiting time threshold Ty
of Layer k are both 1, which means that the node can send
data after it has a data or waits for one time slot. Data is sent
from Layer k to Layer k-1. The circle indicates the state of
the node. 0 means the node is in the listening and waiting
state, 1 means the node is in the sending state, and 2 means
the node is in the receiving state. First, all nodes are in the
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FIGURE 4. Illustration of the algorithm.

listening and waiting state during initialization. Then, start
sending data from the node L1

2. First, L
1
2 has no data to send,

and it is a leaf node, so transfer L1
2 into sleeping state to save

energy, as shown in step 1 in the figure. Then determine the
node L2

2, the node L
2
2 has data to send, and it has two father

nodes L1
1 and L

2
1. The two parent nodes are both in a waiting

state. At this time, according to the priority formula, L2
1 has

a higher priority as the next hop node, so L2
1 is selected as

the receiving node and switch its state to 2. Then the node
L2
2 sends data to L2

1, as shown in step 2 in the figure. Then,
judge the node L3

2, although L
3
2 has data to send, but because

its parent node L2
1 is in the receiving state, in order to avoid

conflicts, L3
2 keeps waiting, as shown in step 3 in the figure.

FIGURE 5. Network with pd = 100%.

FIGURE 6. Network with pd = 50%.

Finally, determine the operation of L4
2, L

4
2 has data to send,

and he has only one parent node L3
1, so the node L

3
1 switches

to receiving state and send data to it. As can be seen from the
figure, our method can avoid conflicts.

D. AN EXAMPLE OF THE SCHEME
According to the previous discussion, our solution is very
complicated and challenging, because the value of Ny and Ty
for each layer is uncertain, which makes it difficult to find
the optimal solution. And the same applies to the values of
the priority weights α, β, γ . In this section, we simulate the
process of data transmission through theoretical analysis and
research. First, we set the threshold of the five layers closest
to the leaf to 1, and then selected different thresholds for
comparison.

As shown in Figure 5 and Figure 6, a ten-layer network
with different data generation probability pd is constructed.
The data packet generation probability pd of each threshold
case is 50% and 100% respectively. Suppose the priority
weights are α = 1, β = 0, γ = 0, that is, only consider
the data packets. And energy consumed for transmitting an
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TABLE 2. Cases of thresholds.

TABLE 3. Network performance when pd = 100%.

TABLE 4. Network performance when pd = 50%.

packet is es, energy consumed for receiving a packet is er ,
then the result is shown as follows:

As shown in Fig. 5, when the probability of each node
generating data is 100%, the delay and transmission times can
be obtained, as shown in Table 3.

As shown in Figure 6, when the probability of each node
generating data is 50%, the delay and transmission times can
be obtained, as shown in Table 4.

According to the data in Table 3 and Table 4, Figure 7 is
obtained. As shown in Figure 7, we can see that the greater the
threshold is set, the greater the delay, because the node takes
longer to reach the threshold, which shows that the delay is
related to the value of the threshold. The figure also shows the
relationship between the delay and the probability of packet
generation pd . The larger the pd , the greater the delay. When
pd = 100%, delay is reduced by 7.35% ∼ 15.57% compared
with the CS scheme. When pd = 50%, the delay is reduced
by 4.06% ∼ 19.56%.

According to the data in Table 3 and Table 4, Figure 8 is
obtained. Since the number of transmissions is the same
as the number of receptions, then we use the number of
transmissions to illustrate. As shown in Figure 8, we can
see that the smaller the threshold value is, the greater the
number of sending and receiving data. Because when the
threshold is small, some nodes close to the sink can send data
to the sink in advance, increasing the number of sending and
receiving.

Analysis of energy consumption. The energy consumption
of the network is only related to the amount of data in the
network and the distance between nodes, and the parameters
that affect the amount of data are the probability of packet
generation pd and the data aggregation ratio λ. Therefore,
when the pd and the λ are fixed to 1, the data volume and
data distribution of the two schemes are the same, and the

FIGURE 7. Average delay of CS and DTC-ORS-DA under different pd .

FIGURE 8. Number of transmission times of CS and DTC-ORS-DA under
different pd .

energy consumption is the same. When pd or λ is less than 1,
the data distribution is different, because the number of data
aggregations in this paper is greater than CS. So, the energy
consumption of the DTC-ORS-DA proposed in this paper is
reduced.

Analysis of life cycle and energy utilization. In the CS
scheme, the node can only send data packets to the default
parent node. Some nodes have a large number of child nodes,
and some have a small number of child nodes, so the energy
consumption of nodes in each layer is not balanced. In our
proposed scheme, each node has multiple parent nodes to
choose.When the priority is based on the remaining energy of
the node, the energy consumption of the nodes in each layer
is relatively balanced, which ensures that the life cycle. The
life cycle and energy utilization are increased.

V. PERFORMANCE ANALYSIS
A. METHODS AND SETTINGS
We consider an experiment network consisting of a sink node
and 500 sensor nodes. These sensor nodes are randomly
deployed in the network with the center of the sink node, and
the transmission radius of each node is 60meters. Each sensor
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FIGURE 9. Average Delay of DTC-ORS-DA and CS under different layers.

FIGURE 10. Transmission times of DTC-ORS-DA and CS under different
layers.

node obtains data and send to the sink through multiple-hop
routing. At the same time, we compare the DTC-ORS-DA
scheme with Common Scheme (CS) in terms of delay, life
cycle, and number of transmissions. The CS scheme is to
send its aggregated data to its default parent node, and each
time the parent node is fixed. When all the data packets are
received by the sink, the simulation experiment is considered
to be over. We regard a cycle as a unit time, which includes a
packet generation period and an aggregation and transmission
period.

Figure 9 compares the average delay of the DTC-ORS-DA
scheme with the CS scheme under different layers in a cycle,
where λ = 1, py = 1, α = 1. The DTC-ORS-DA scheme in
this article selects the threshold in Case 1. It can be seen that
the delay in Case 1 of the DTC-ORS-DA scheme is less than
that of the CS scheme, and the delay is reduced by 10.74%∼
19.91%.

Figure 10 compares the times of sending data between the
DTC-ORS-DA scheme and the CS scheme under different
layers in a cycle. It can be seen that the number of data
sending times of the DTC-ORS-DA scheme is greater than
that of the CS scheme under each layer, and the larger the
layer number, the more the data transmissions increases,

FIGURE 11. Energy consumption of DTC-ORS-DA under different layers.

and the increase in the number of transmissions reduces the
delay.

As shown in Figure 11, when pd and λ are fixed to 1,
the energy consumption of the two schemes is the same,
so only the energy consumption of theDTC-ORS-DA scheme
under different layers is drawn.

B. COMPARASION OF DIFFERENT THRESHOLDS
In this section, we tested the impact of different thresholds,
pd , λ on latency and energy consumption. We change the
threshold of nodes in four layers near the sink. In the case
of fixed Ty and different Ny, as shown in Figure 12(a).
When Ny is set to a small value, the average delay increases
accordingly. When Ny gradually increases, the average delay
becomes stable, and the average delay is saturate under the
larger packet volume threshold. And in the case of fixed Ny
and variable Ty, as shown in Fig. 12(b). When Ty increases,
the average delay also increases, and there is no tendency to
stabilize. From the above figures, it can be seen that when
Ny and Ty are set to be small, both Ny and Ty have an impact
on the average delay, while Ny has little effect on the average
delay at a larger threshold, and Ty has a larger effect on the
average delay.

As shown in Figure 13, we compared the delay variation
of different threshold cases under different packet generation
probabilities pd in five cycles. It can be seen that as the
threshold increases, the average delay also increases corre-
spondingly. When the pd of a data packet becomes larger,
the average delay also increases.

As shown in Figure 14, we compared the number of times
for sending data for different threshold cases under different
packet generation probabilities pd in five cycles. It can be
seen that when the pd increases, the times of sending data
also increases.When the layers close to the sink take a smaller
threshold, the number of times to send data increases. When
the threshold is larger, the number of times to send data is
relatively small.

We compared the average delay changes of different
threshold cases under different data aggregation ratios λ in
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FIGURE 12. (a). Impact of Ny on average delay (b). Impact of Ty on
average delay.

FIGURE 13. Average delay of different threshold cases with different pd .

five cycles. It can be seen from Figure 15 that in different
threshold cases, when the data aggregation ratio λ becomes
larger, the average delay is reduced accordingly. Because a
small data aggregation ratio λ reduces the amount of data in

FIGURE 14. Average transmission times of different threshold cases with
different pd .

FIGURE 15. Average delay of different threshold cases with different λ.

the network, most nodes cannotmeet the data threshold, and it
must wait until the time meets the time threshold. Especially
when the threshold is in Case 3, the degree of delay reduction
is great. In summary, the data aggregation ratio λ has a great
impact on the average delay.

As shown in Figure 16, we compare the impact of changes
in λ and pd on energy consumption under the threshold of
Case 1. When the data aggregation rate λ becomes larger,
the energy consumption of the entire network becomes larger.
Because λ and pd have an impact on the amount of data in the
network, which has an effect on energy consumption.

As shown in Figure 17, we compared the impact of the
distance between nodes on energy consumption. It is obvious
that the energy consumption of nodes increases with distance.

We compared the data volume of the DTC-ORS-DA
scheme and the CS scheme under different data aggregation
ratios λ in five cycles. It can be seen from Figure 18 that
the DTC-ORS-DA scheme has a smaller data transmission
volume than the CS scheme at different data aggregation
rates, so the energy consumption is lower than that of the CS
scheme. The data volume is reduced by up to 82.64%.
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FIGURE 16. Energy consumption under different λ and pd .

FIGURE 17. Impact of distance between nodes on energy consumption.

C. COMPARISON OF PRIORITY PARAMETERS
In this section, we compare the effects of different pri-
ority methods and no-priority cases on the delay and the
energy consumption of nodes in three layers close to the
sink.

We compared the delay of different threshold cases under
α = 1 in five cycles. It can be seen from Figure 19 that
when α = 1, the delay is obviously smaller than that of
no priority, because the priority is based on the number of
data packets, and the node can receive enough data without
continuing wait, thereby reducing the delay.

We compared the delay of different threshold cases under
β = 1 in five cycles. It can be seen from Figure 20 that when
β = 1, the delay is significantly less than that of no priority.
But for cases slightly larger than α = 1, for example, in the
Case 3, the delay is significantly smaller than the case of
α = 1. Because the priority is based on the waiting time of
the node, the waiting time of the node is not too long. When
the threshold is set to a large value, there is no need to wait
until the time threshold, and the delay is reduced.

We compared the delay of different threshold cases under
γ = 1 in five cycles. It can be seen from Figure 21 that when

FIGURE 18. Amount of transmission data in DTC-ORS-DA and CS with
different λ.

FIGURE 19. Impact of priority weight α on delay.

FIGURE 20. Impact of priority weight β on delay.

γ = 1, the delay has no advantage compared with the case of
no priority. Under certain threshold settings, the delay is even
greater, because the priority is mainly chosen to balance the
energy consumption, no optimization for delay.
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FIGURE 21. Impact of priority weight γ on delay.

FIGURE 22. Impact of different priority weights on life cycle.

FIGURE 23. Impact of different priority weights on energy utilization.

We compared the life cycle under different pd and dif-
ferent priority weights in five cycles. It can be seen from
Figure 22 that when α = 1, the life cycle of the network is
reduced. When γ = 1, β = 1, the life cycle of the network is
increased, and the life cycle is increased by 9.81% at most.

We compared the energy utilization efficiency of
Case 1 under different pd and different priority weights in
five cycles. It can be seen from Figure 23 that when γ =
1 or β = 1, the energy utilization rate 0 of the entire
network is improved, and the energy utilization rate of the
DTC-ORS-DA scheme is increased by 6.67% ∼ 9.48%
compared to the CS scheme.

VI. CONCLUSION
In this paper, we propose an efficient data aggregation strat-
egy. It can be applied in a network with tree topology, which
can significantly improve the performance in the delay and
life cycle. In this scheme, we first proposed two key aggre-
gation thresholds Ny and Ty. They limit the data packets
and waiting time for data fusion, so that nodes can per-
form data fusion faster, thereby reducing latency. In addition,
a priority-based node selection algorithm is presented, which
enables the child nodes to dynamically select the parent node
with the highest priority based on the number of data pack-
ets, waiting time, and remaining energy. Finally, we com-
pare the proposed solution with the normal CS scheme.
The experimental results are completely consistent with our
expectations. Our solution reduces the average delay by
10.74%-19.91%, increases the life cycle by up to 9.81%, and
increases the energy utilization by 6.67%-9.48%.
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