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ABSTRACT Equivalent discrete-time models for a variety of spatial combining techniques operating in
a frequency-selective multipath fading channel are derived. The equivalent discrete-time models are used
to perform computer simulations of the post-equalizer bit error rate over a frequency-selective multipath
channel whose derivation preserved polarization state information. Two sets of computer simulations were
performed. In the first set, the performance of co-located cross-polarized antenna elements was investigated.
The results showed that maximum likelihood combiningmaximizes polarization diversity, but that maximum
ratio combining and selection combining were very competitive in the case where the cross-polarized
antennas produce one strong channel and a relatively weak channel. Elliptical combining, using a 90◦

hybrid coupler, produced the worst results. The second set of simulations used a combination of spatial and
cross-polarized antenna elements, for a total of eight antenna elements. The simulation results showed that
maximum likelihood combining was best, followed by maximum ratio combining, equal gain combining,
and selection combining. Again, elliptical combining was the worst, leading to the conclusion that other
combining techniques are preferred in frequency-selective fading environments.

INDEX TERMS Frequency-selective multipath fading, time-domain equalization, diversity combining,
polarization diversity, 5G millimeter-wave band.

I. INTRODUCTION
To support high data-rate downlinks in 5G systems [1],
wideband channels are required. In multipath environ-
ments, wideband channels exhibit frequency-selective fading.
Equalization [2] is the most commonly applied technique to
address the impact of frequency-selective fading. The real-
ities of how mobile handsets are used motivate the use of
multiple antennas in the mobile handset [3]. Consequently,
the combination of spatial diversity reception and equaliza-
tion is of interest and is the focus of this paper.

Spatial diversity can be realized in two ways: 1) the
use of spatially-separated antennas by the receiver, and
2) the use of cross-polarized antenna elements. For example,
the mobile handset antenna design described in [3] uses
both. In both of its forms, spatial diversity presents to the
detector multiple copies of the corrupted waveform generated
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by the transmitter. The performance gains realized by spatial
diversity depend on how uncorrelated the copies are [4].

Cross- (or dual-) polarized antennas have long been
employed in mobile handsets to capture the received signal
when the mobile is in an arbitrary orientation. Polarization
diversity is an increasingly attractive source of spatial diver-
sity in mobile handsets due to its ability to provide good
antenna element isolation and to provide two outputs in a
compact space through the use of co-located cross-polarized
antenna elements [3]. The performance of polarization diver-
sity reception depends on how uncorrelated the outputs of the
two antenna elements are [5]–[8]. Reflections between the
transmitter and receiver tend to decorrelate the outputs of
the two antenna elements [6], but not completely [5]. Despite
the lack of complete decorrelation, it is possible to realize
performance gains using polarization diversity [6].

Optimal combining in a frequency-selective environment
is a non-trivial problem. The traditional techniques, selection
combining (SC), equal gain combining (EGC), and maxi-
mum ratio combining (MRC) have their origins in frequency
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TABLE 1. Notation.

non-selective fading channels [4]. The performance of the
traditional techniques is well-understood in frequency non-
selective fading channels but less well-understood in fre-
quency selective fading channels. For co-located cross-
polarized antenna elements, combining using a 90◦ hybrid
coupler is a popular technique in microwave engineering.
This is often termed ‘‘circular combining’’, but is more accu-
rately called ‘‘elliptical combining’’ when the two signals
being combined have different strengths. Scott [9] derived
the optimum combiner in the maximum likelihood sense for
frequency-selective fading channels. (Balaban [10] obtained
the same result six years earlier via a minimummean-squared
error argument.)

The largest 5G bandwidth allocations exist in the mil-
limeter wave (mmWave) band [11]. The multipath modeling
and analysis performed in [12]–[18] confirm the frequency-
selective nature of the fading and the need for equaliza-
tion [19]. For this reason, the examples used in the paper focus
on operation in the mmWave band at 28 GHz.

One of the greatest challenges of using the mmWave
band for this application is the requirement of line-of-sight
(LOS) propagation between the basestation and the mobile.
This requirement has prompted the idea of a network-level
approach to solving the problem. The concept assumes a
dense population of basestations that allows a mobile to
connect tomultiple basestations. The idea is that a sufficiently
dense deployment of basestations guarantees an LOS link

to at least one of the available basestations. A network-
level analysis where multiuser interference is the dominant
impairment was presented in [20]. A more recent publica-
tion [21] based on the same idea formulates the problem as a
spatial diversity problem. Network-level performance is still
a function of the link-level performance between a mobile
and the available basestations. Consequently, the focus of this
paper is on the underlying link-level system.

Modern radio systems implement equalization in the sam-
pled data domain [2], [22]. Because the data are discrete
and the equalizer operates in the discrete-time domain, the
data-to-equalizer path may be abstracted using an equivalent
discrete-time model. The equivalent discrete-time models of
interest here are the Ungerboeck observation model [23] and
the Forney observation model [24].

The main contribution of this paper is the development
of the Ungerboeck and Forney observation models for the
five combining techniques described above. We demonstrate
the use of the Forney observation model in performing com-
puter simulations to evaluate the post equalizer bit error
rate for QPSK operating in a 5G urban environment in the
mmWave band. To incorporate polarization state in the mul-
tipath channel model, a simple four-path multipath channel
that preserves polarization state is developed. This represents
a secondary contribution in the sense that it demonstrates how
to include polarization state directly in a multipath propaga-
tion model without the need to assume values for the cross
polar discrimination (XPD).

Given the popularity of multicarrier waveforms in 5G
applications, a few comments on our use of a single carrier
modulation are warranted. First, given the difficulties of
producing linear RF power amplifiers with sufficient trans-
mit power in the mmWave band, signals with low peak-
to-average power ratio are preferred [25]. This is because
low-peak-to-average power ratio signals reduce the output
back-off required to achieve linear or near-linear perfor-
mance. It is well known that single-carrier modulations have
lower peak-to-average power ratios than multicarrier mod-
ulations. IEEE 802.11ad is a good example of a mmWave
band communication system that uses a single-carrier mod-
ulation [26]. Second, in [27], it was shown that single-
carrier modulations with time-domain equalization achieve
superior performance, measured by achievable spectral effi-
ciency and global energy efficiency, relative to single-carrier
modulations with frequency-domain equalization and to
MIMO-OFDM when the non-linear behavior of RF power
amplifiers is included in the analysis. Third, single-carrier
modulations have a performance advantage when operat-
ing over frequency-selective channels [28] in the sense that
single-carrier modulations require no coding or high-rate
codes in contrast to multicarrier modulations that require
relatively power codes to achieve acceptable bit error rate
performance. These three observations recommend single-
carrier modulations as a possibility in mmWave systems.
Initial results for multicarrier modulations with combining
and equalization are presented by the authors in [29].
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FIGURE 1. The ML detector for a linearly-modulated single-carrier modulation transmitted over a
frequency-selective channel: (a) The sequence of steps used to produce the inputs to the ML sequence
detector; (b) The equivalent discrete-time system—the Ungerboeck Observation Model.

This paper is organized as follows. A review of the
Ungerboeck and Forney observation models is presented
in Section II. In Section III, the Ungerboeck and Forney
observation models are extended to the traditional combining
techniques (SC, EGC, MRC, EPC) and to the maximum
likelihood combiner. Numerical examples are presented in
Section IV. The numerical examples are based on the down-
link multipath channel derived in the Appendix where the
massive-MIMO beamforming assumptions for the basesta-
tion transmitter are included in the analysis. The paper draws
to a close with the conclusions presented in Section V.

II. THE UNGERBOECK AND FORNEY
OBSERVATION MODELS
The original formulations of Ungerboeck [23] and For-
ney [24] observation models were based on a linearly-
modulated single-carrier signal transmitted over a frequency-
selective channel with impulse response c(t). The received
signal may be represented by its complex-valued low-pass
equivalent waveform [2]

r(t) =
∑
`

I`g(t − `Ts) ? c(t)+ z(t) (1)

where I` is the `-th symbol drawn from a QAM alphabet of
sizeM , Ts is the symbol time, g(t) is a unit energy pulse shape,
? represents the continuous-time convolution operation, and
z(t) is the additive thermal noise modeled as a complex-
valued circularly-symmetric normal random process with

E{z(t + τ )z∗(t)} = 2N0δ(τ ) (2)

where δ(τ ) is the Dirac impulse function. The maximum like-
lihood (ML) detector applies a filter matched to the received
pulse h(t) = g(t) ? c(t), samples the matched filter output
every Ts seconds, and applies a sequence detector (the Viterbi
Algorithm) to the sampled matched filter outputs. A block
diagram summarizing this sequence of operations is shown

in Figure 1. The output of the matched filter is

y(t) =
∑
`

I`x(t − `Ts)+ ν(t) (3)

where

x(t) = h(t) ? h∗(−t) (4)

and ν(t) is a complex-valued circularly-symmetric normal
random process with

E{ν(t + τ )ν∗(t)} = 2N0x(τ ). (5)

The sampled matched filter output is

y(kTs) =
∑
`

I`x((k − `)Ts)+ ν(kTs). (6)

It is usually the case that x(`Ts) is time-limited (or is well-
approximated as such) so that x(`Ts) = 0 for |`| > L.
Consequently, the sampled matched filter output (3) may be
re-expressed as

y(kTs)=
L∑

`=−L

Ik−`x(`Ts)+ ν(kTs). (7)

Equation (7) defines the finite state machine upon which the
ML sequence detector operates. Exploiting the symmetries
of the sampled correlation function x(`Ts), the Viterbi Algo-
rithm may be applied using the branch metrics

λ
(UOM)
k =Re

{
I∗k

(
2y(kTs)− Ikx(0)− 2

L∑
`=1

x(`Ts)Ik−`

)}
(8)

for the transition from state Ik−L , . . . , Ik−1 to state
Ik−L+1, . . . , Ik .
Equation (7) also defines an equivalent discrete-time

model that relates the samples y(kTs) to the transmitted sym-
bols Ik . This equivalent discrete-time model is called Unger-
boeck Observation Model and is illustrated in Figure 1 (b).
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FIGURE 2. The ML detector for a linearly-modulated single-carrier modulation
transmitted over a frequency-selective channel: (a) The sequence of steps used to
produce the noise whitened model; (b) The equivalent discrete-time system—the Forney
Observation Model.

The Ungerboeck observation model is often used in the case
where its output, y(kTs) is applied to an equalizer instead of a
sequence detector [2].

Because the correlation of the noise samples in (7) com-
plicates both the application of the samples y(kTs) to the
Viterbi Algorithm and the corresponding performance analy-
sis, Forney [24] whitened the Ungerboeck observation model
as follows. The power spectral density of the noise samples
in (7) is [see (5)]

Sν(z) = 2N0X (z) (9)

where

X (z) =
L∑

`=−L

x(`Ts)z−`. (10)

Because x(`Ts) is a correlation function, the symmetry of the
coefficients in the polynomial X (z) produces 2L roots with
L roots inside the unit circle and L roots outside the unit
circle that are conjugate-reciprocals of the roots inside the
unit circle. The whitening process begins with the spectral
factorization

X (z) = F(z)F∗(1/z∗). (11)

Assigning all the roots inside the unit circle to F(z), the noise
whitening filter is 1/F∗(1/z∗), whose only stable inverse is
a non-causal IIR system. The output of the noise whitening
filter is a causal, stable FIR system with white noise. The
steps are illustrated in Figure 2. In Figure 2, the output
v(kTs) is

v(kTs) =
L∑
`=0

f`Ik−` + η(kTs) (12)

where the channel coefficients f0, . . . , fL are defined by

F(z) = f0 + f1z−1 + · · · + fLz−L (13)

and η(kTs) is a complex-valued circularly symmetric normal
random variable with

E{η((k + m)Ts)η∗(kTs)} = 2N0δm (14)

where δm is the Kronecker delta. Equation (12) defines a
finite state machine that is the foundation of theML sequence
detector. The Viterbi Algorithm may be applied using the
branch metrics

λ(FOM)
n =

∣∣∣∣∣v(nTs)−
L∑
`=0

f`In−`

∣∣∣∣∣
2

(15)

for the transition from from state In−L , . . . , In−1 to state
In−L+1, . . . , In.
The equivalent discrete-time system defined by (12)–(14)

is shown in Figure 2 (b). The equivalent discrete-time system
is also known as the Forney Observation Model. Like the
Ungerboeck observation model, the output v(kTs) may be
applied to an equalizer instead of a sequence detector [2].

Historical Note—The presentation here leaves the reader
with the impression that the Forney observation model was
developed after the Ungerboeck observation model. This is
not the case. Forney’s work [24], published in 1972, obtained
the Ungerboeck observation model as an intermediate step.
Because the noise was correlated, Forney developed the noise
whitening approach described above to produce a signal
model with uncorrelated noise that was a natural fit to the
Viterbi algorithm. Afterwards, Ungerboeck recognized that
because the noise correlation and the ISI model are the same,
the symmetries may be exploited to rewrite the log-likelihood
function corresponding to (6) recursively, thus making it
possible to apply the Viterbi algorithm using the branch met-
rics (8). This work was published by Ungerboeck two years
after Forney in [23].
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TABLE 2. A Summary of the Ungerboeck and Forney Observations Models for traditional combining techniques. In each row, x(t) = h(t) ? h∗(−t),
h(t) = g(t) ? c(t). The last row only applies to two co-located cross-polarized antenna elements.

III. SPATIAL COMBINING TECHNIQUES AND THEIR
UNGERBOECK AND FORNEY OBSERVATION MODELS
In this sectionwe consider the case ofN copies of the received
signal produced by N spatially-separated antennas. The n-th
copy of the signal is given by

rn(t) =
∑
`

I`g(t − `Ts) ? cn(t)+ zn(t) (16)

for n = 1, . . . ,N where cn(t) is the impulse response of
the propagation channel seen by the n-th antenna and zn(t)
is a complex-valued circularly-symmetric normal random
process with

E{zn(t + τ )z∗m(t)} =

{
2N0δ(τ ), n = m
0, n 6= m.

(17)

Note that this noise model assumes that the thermal noise
contribution accompanying each received signal has the
same power spectral density and that the noise contributions
accompanying the received signals from different antennas
are uncorrelated.

Each channel is characterized by its energy

En =
∫
∞

−∞

|cn(t)|2dt (18)

for n = 1, . . . ,N . The channel energies are not normalized in
order to preserve signal-to-noise advantages of strong chan-
nels over weak channels.

The combiner has, as its inputs, rn(t) for n = 1, . . . ,N
and outputs a single signal r(t) formed from the combi-
nation of the N input signals. The traditional combining
techniques are selection combining, equal gain combining,
and maximum ratio combining. The Ungerboeck and For-
ney observation models for these techniques are described
in Sections III-A–III-C. For the case of two co-located
cross-polarized antenna elements, circular (or, more pre-
cisely, elliptical) combining is often used. The Ungerboeck
and Forney observation models for elliptical combining are
described in Section III-D. A summary of the results from
Sections III-A – III-D is given in Table 2.

A. SELECTION COMBINING
In selection combining (SC), the combiner selects the ‘‘best’’
input signal as the combiner output. The definition of ‘‘best’’

is straight-forward in the case of non-frequency selective
fading (the ‘‘best’’ input is the strongest input). Motivated
by the definition of ‘‘best’’ used for frequency non-selective
channels, the output of a selection combiner for frequency-
selective channels is

r(t) = rm(t), m = argmax
1≤n≤N

{En} . (19)

The Ungerboeck observation model follows directly from
(1) using c(t) = cm(t) and z(t) = zm(t). The Ungerboeck
observation model is given by (7) and the Forney observation
model by (12). These results are summarized in the second
row of Table 2.

B. EQUAL GAIN COMBINING
In equal gain combining (EGC), the combiner co-phases and
adds the received signals to produce the combiner output.
Co-phasing is performed relative to a reference channel,
which without loss of generality, is designated r1(t). The
combiner output is

r(t) = r1(t)+
N∑
n=2

ejφnrn(t) (20)

=

∑
`

I`g(t − `Ts) ?

[
c1(t)+

N∑
n=2

ejφncn(t)

]
︸ ︷︷ ︸

cEGC (t)

+ z1(t)+
N∑
n=2

ejφnzn(t)︸ ︷︷ ︸
zEGC (t)

(21)

where φn is the phase shift required to co-phase cn(t) for
n = 2, . . . ,N . In the case of non-frequency selective fading,
the definition of the optimum phases is straight-forward.
In the case of frequency-selective fading, the definition of
optimum is less straight-forward. A reasonable definition of
optimum is the phases that maximize the combined channel
energy. (To the authors’ knowledge the first to use this defini-
tion was Lewin [30] in 1962 for combining N = 2 channels.)
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The optimum phases are given by

φ2, . . . , φN = argmax
φ2,...,φN


∫
∞

−∞

∣∣∣∣∣c1(t)+
N∑
n=2

ejφncn(t)

∣∣∣∣∣
2
 .
(22)

There does not appear to be a closed-form solution to this
optimization problem except for the case N = 2, where the
solution is

φ2 = 6

{∫
∞

−∞

c1(t)c∗2(t)dt
}
. (23)

The Ungerboeck observation model follows from (1) using
the definitions of cEGC (t) and zEGC (t) given in (21) for c(t)
and z(t), respectively. Using hEGC (t) = g(t) ? cEGC (t) and
xEGC (t) = hEGC (t) ? h∗EGC (−t), the model is given by (7)
where

E{ν((k + m)Ts)ν∗(kTs)} = N × 2N0xEGC (mTs). (24)

The Forney observation model is given by (12) where

E{η((k + m)Ts)η∗(kTs)} = N × 2N0δm. (25)

These results are summarized in the third row of Table 2.

C. MAXIMUM RATIO COMBINING
In maximum ratio combining (MRC), the received signals are
scaled by a non-negative real-valued constant and co-phased
to produce the combiner output. Again, using r1(t) as the
reference signal for the co-phasing, the maximum ratio com-
biner output may be expressed as

r(t) = k1r1(t)+
N∑
n=2

ejφnknrn(t) (26)

=

∑
`

I`g(t − `Ts) ?

[
k1c1(t)+

N∑
n=2

ejφnkncn(t)

]
︸ ︷︷ ︸

cMRC (t)

+ k1z1(t)+
N∑
n=2

ejφnknzn(t)︸ ︷︷ ︸
zMRC (t)

. (27)

The weighting constants k1, . . . , kn are proportional to the
signal-to-noise ratios on their respective channels. The phases
that maximize the received signal energy are defined by
an optimization identical to (22), except that the weighting
constants are included in the object function.

The Ungerboeck observation model follows from (1) using
the definitions of cMRC (t) and zMRC (t) given in (27) for c(t)
and z(t), respectively. Using hMRC (t) = g(t) ? cMRC (t) and
xMRC (t) = hMRC (t) ? h∗MRC (−t), the model is given by (7)
where

E{ν((k + m)Ts)ν∗(kTs)} =

[
N∑
n=1

k2n

]
× 2N0xMRC (mTs).

(28)

The Forney observation model is given by (12) where

E{η((k + m)Ts)η∗(kTs)} =

[
N∑
n=1

k2n

]
× 2N0δm. (29)

These results are summarized in the fourth row of Table 2.

D. LEFT- AND RIGHT-HAND ELLIPTICAL COMBINING
In the case where two co-located cross-polarized antenna
elements present, the two antenna outputs are often combined
using a directional coupler (or ‘‘hybrid’’) that isolates the
combined output from the inputs. The coupling induces a
90◦ phase shift on one of the two inputs giving rise to what
is popularly called a left- or right-hand circular polarized
signal. To be technically precise, ‘‘circular’’ refers to the case
where the two inputs have the same magnitude. When the
magnitudes are different, the resulting signal is a left- or right-
hand elliptically polarized signal.

Using the complex-valued baseband notation, the coupler
output is

r(t) = r1(t)± jr2(t) (30)

=

∑
`

I`g(t − `Ts) ?
[
c1(t)± jc2(t)

]
︸ ︷︷ ︸

cEPC(t)

+ z1(t)± jz2(t)︸ ︷︷ ︸
zEPC(t)

(31)

where ‘‘+’’ produces a left-hand elliptically polarized signal
and ‘‘−’’ produces a right-hand elliptically polarized signal.

The Ungerboeck observation model follows from (1) using
the definitions for cEPC(t) and zEPC(t) given in (31) for c(t)
and z(t), respectively. Using hEPC(t) = g(t) ? cEPC(t) and
xEPC(t) = hEPC (t)?h∗EPC(−t), themodel is given by (7) where

E{ν((k + m)Ts)ν∗(kTs)} = 4N0xEPC(mTs). (32)

The Forney observation model is given by (12) where

E{η((k + m)Ts)η∗(kTs)} = 4N0δm. (33)

These results are summarized in the fifth row of Table 2.

E. MAXIMUM LIKELIHOOD COMBINING
The maximum likelihood (ML) detector for diversity recep-
tion in a frequency-selective fading environment was derived
by Scott et al. [9]. Even though the ML detector described
in [9] was developed for GMSK, it is easily generalized.
In this section, the results are applied more generally to
produce the corresponding Ungerboeck and Forney observa-
tion models. A block diagram illustrating ML combining is
shown in Figure 3 (a). A filter, matched to the received pulse
shape on each antenna, is applied to each antenna output. The
matched filter outputs are combined to produce

y(t) =
N∑
n=1

yn(t) (34)
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FIGURE 3. ML combining for N spatially-separated channels: (a) The sequence of operations defined by ML
principle; (b) The equivalent discrete-time system.

where the output of the n-th matched filter is

yn(t) =
∑
`

I`xn(t − `Ts)+ νn(t) (35)

where xn(t) = hn(t) ? h∗n(−t) with hn(t) = g(t) ? cn(t) and
where νn(t) = zn(t) ? h∗n(−t) is a complex-valued circularly-
symmetric normal random process with

E{νn(t + τ )ν∗n (t)} = 2N0xn(τ ). (36)

The sampled output of the n-th matched filter is

yn(kTs) =
∑
`

I`xn((k − `)Ts)+ νn(kTs) (37)

where νn(kTs) is a sequence of complex-valued circularly-
symmetric normal random variables with autocorrelation
function 2N0 xn(kTs). The equivalent discrete-time system is
shown in Figure 3 (b).
The Ungerboeck observation model can be used to repre-

sent the equivalent discrete-time system in Figure 3 (b) by
making the following associations:

xML(kTs) =
N∑
n=1

xn(kTs) (38)

νML(kTs) =
N∑
n=1

νn(kTs). (39)

Because the underlying random processes zn(t) are uncor-
related, each sequence of random variables in the summa-
tion in (39) are uncorrelated and, because they are normal,
independent. Consequently,

E{νML((k + m)Ts)ν∗ML(kTs)} = 2N0xML(mTs). (40)

The Ungerboeck observation model is given by (7) using
xML(kTs) and νML(kTs) for x(kTs) and ν(kTs), respectively,
where the noise correlation is given by (40). The Forney
observation model is obtained by factoring XML(z) and is
given by (12) where

E{η((k + m)Ts)η∗(kTs)} = 2N0δm. (41)

It is important to point out that the noise whitening is
applied to the combined signal, not to each of the branches
in Figure 3(b), as in [31].

IV. NUMERICAL EXAMPLES
In this section, the Forney observation models are used to
assess the post equalizer bit error rate for the combining
schemes outlined in the previous section. Because we include
polarization diversity in the broad category of spatial diver-
sity, the multipath channel that includes polarization state
information is used. Given the absence of good mm-wave
channel models that include polarization state information,
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FIGURE 4. An illustration of a mobile handset showing the four sets of
co-located cross-polarized antenna elements used in the simulations. The
channels seen by each antenna element are indicated in the figure.

we develop a relatively sparse four-ray line-of-sight channel
from which the Forney observation model is derived.

A. A GEOMETRIC MULTIPATH CHANNEL WITH
POLARIZATION STATE INFORMATION
The channel used in this example is the 4-path channel
illustrated in Figure 11 in the Appendix. A massive MIMO
system is assumed at basestation transmitter. This transmitter
produces a vertically polarized beamwith a beamwidth of 30◦

that tracks the location of the mobile receiver. The mobile
receiver handset is illustrated in Figure 4. The mobile is
equipped with four sets of co-located cross-polarized antenna
elements (for a total of N = 8 antenna elements) positioned
in the four corners as shown. The mathematical derivation is
summarized in the Appendix. The continuous-time impulse
responses with polarization state information are of the
form

c(i,i+1)(t) = c(i,i+1)x (t)x̂+ c(i,i+1)y (t)ŷ+ c(i,i+1)z (t)ẑ (42)

where the superscript (i, i+1) represents the value at antenna
pair i, i + 1 for i = 1, 3, 5, 7 and where x̂, ŷ, and ẑ are the
unit vectors for the 3-dimensional coordinate system shown
in Figure 4. The x-, y-, and z-components of the impulse

response are of the form

c(i,i+1)x (t) =
3∑

m=0

c(i,i+1)x,m δ(t − τ (i,i+1)m )

c(i,i+1)y (t) =
3∑

m=0

c(i,i+1)y,m δ(t − τ (i,i+1)m )

c(i,i+1)z (t) =
3∑

m=0

c(i,i+1)z,m δ(t − τ (i,i+1)m ). (43)

The coefficient values and delays for i = 1, 3, 5, 7 are listed
in Equations (44)–(47), respectively.

c(1,2)x,0 = 1.2445× 10−1

c(1,2)x,1 = 1.2230× 10−1 − j6.9648× 10−5

c(1,2)x,2 = 6.6750× 10−2 + j1.0186× 10−3

c(1,2)x,3 = 1.0848× 10−1 − j4.7812× 10−4

c(1,2)y,0 = 1.3527× 10−6

c(1,2)y,1 = −1.9832× 10−3 − j3.4388× 10−6

c(1,2)y,2 = −7.2554× 10−7 − j1.1071× 10−8

c(1,2)y,3 = 8.2038× 10−3 + j1.1839× 10−4

c(1,2)z,0 = 9.9223× 10−1

c(1,2)z,1 = −9.7536× 10−1 + j5.5481× 10−4

c(1,2)z,2 = −4.9284× 10−1 − j7.5205× 10−3

c(1,2)z,3 = −8.7343× 10−1 + j3.6888× 10−3

τ
(1,2)
0 = 772.68 ns

τ
(1,2)
1 = 772.79 ns

τ
(1,2)
2 = 773.67 ns

τ
(1,2)
3 = 779.12 ns (44)

c(3,4)x,0 = 1.2379× 10−1

c(3,4)x,1 = 1.2165× 10−1 − j6.9284× 10−5

c(3,4)x,2 = 6.6830× 10−2 + j1.0261× 10−3

c(3,4)x,3 = 1.0791× 10−1 − j4.7562× 10−4

c(3,4)y,0 = 1.3456× 10−6

c(3,4)y,1 = −1.9727× 10−3 − j3.4208× 10−6

c(3,4)y,2 = −7.2641× 10−7 − j1.1153× 10−8

c(3,4)y,3 = 8.1597× 10−3 + j1.1777× 10−4

c(3,4)z,0 = 9.9231× 10−1

c(3,4)z,1 = −9.7544× 10−1 + j5.5490× 10−4

c(3,4)z,2 = −4.9098× 10−1 − j7.5386× 10−3

c(3,4)z,3 = −8.7350× 10−1 + j3.6894× 10−3

τ
(3,4)
0 = 772.61 ns

τ
(3,4)
1 = 772.73 ns
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τ
(3,4)
2 = 773.74 ns

τ
(3,4)
3 = 779.06 ns (45)

c(5,6)x,0 = 1.2375× 10−1

c(5,6)x,1 = 1.2161× 10−1 − j6.9239× 10−5

c(5,6)x,2 = 6.6825× 10−2 + j1.0256× 10−3

c(5,6)x,3 = 1.0788× 10−1 − j4.7533× 10−4

c(5,6)y,0 = 1.3447× 10−6

c(5,6)y,1 = −1.9714× 10−3 − j3.4176× 10−6

c(5,6)y,2 = −7.2612× 10−7 − j1.1144× 10−8

c(5,6)y,3 = 8.1563× 10−3 + j1.1768× 10−4

c(5,6)z,0 = 9.9231× 10−1

c(5,6)z,1 = −9.7545× 10−1 + j5.5473× 10−4

c(5,6)z,2 = −4.9110× 10−1 − j7.5374× 10−3

c(5,6)z,3 = −8.7354× 10−1 + j3.6884× 10−3

τ
(5,6)
0 = 772.86 ns

τ
(5,6)
1 = 772.98 ns

τ
(5,6)
2 = 773.99 ns

τ
(5,6)
3 = 779.31 ns (46)

c(7,8)x,0 = 1.2441× 10−1

c(7,8)x,1 = 1.2226× 10−1 − j6.9604× 10−5

c(7,8)x,2 = 6.6745× 10−2 + j1.0181× 10−3

c(7,8)x,3 = 1.0845× 10−1 − j4.7783× 10−4

c(7,8)y,0 = 1.3519× 10−6

c(7,8)y,1 = −1.9820× 10−3 − j3.4356× 10−6

c(7,8)y,2 = −7.2525× 10−7 − j1.1062× 10−8

c(7,8)y,3 = 8.2004× 10−3 + j1.1830× 10−4

c(7,8)z,0 = 9.9223× 10−1

c(7,8)z,1 = −9.7537× 10−1 + j5.5463× 10−4

c(7,8)z,2 = −4.9296× 10−1 − j7.5193× 10−3

c(7,8)z,3 = −8.7347× 10−1 + j3.6878× 10−3

τ
(7,8)
0 = 772.93 ns

τ
(7,8)
1 = 773.04 ns

τ
(7,8)
2 = 773.92 ns

τ
(7,8)
3 = 779.37 ns (47)

The frequency-domain transfer functions C (1,2)(f ),
C (3,4)(f ), C (5,6)(f ), and C (7,8)(f ) are plotted in
Figures5 (a) – (d), respectively. Observations:

1) The z-component is themost powerful component in all
four cases. This is due to the geometry: the vertically

polarized transmitted signal produces the most energy
in the spatial dimension aligned with the polarization.

2) The y-component is the least powerful component. The
only major contributors to the y-component are the
propagation paths TWR and TBR. Given the angles
and reflection coefficients, the least amount of trans-
mitted power is present in the y−component.

3) The channels at points R(1,2) and R(7,8) have similar
magnitudes (but differents phases) because they are
separated by 7.27 cm. (See Figure 4.) The same obser-
vation applies to the channels at pointsR(3,4) andR(5,6).
The channels at points R(1,2) and R(3,4) are different
because they are separated by 15.3 cm. The same obser-
vation applies to the channels at pointsR(5,6) andR(7,8).
It is these differences that can be exploited for spatial
diversity.

B. DIVERSITY MEASURES
Diversity gain is defined as the negative of the asymptotic
slope of the BER versus SNR [32]–[34]

lim
SNR→∞

−
logPe (SNR)
log (SNR)

, (48)

where Pe (SNR) is the average error probability at the
equalizer output as a function of SNR. The analyses in
[32], [33], [35] apply to the equivalent discrete-timemodels at
the equalizer input whereas the analysis in [34] is for OFDM
systems. None of these quantify the potential improvements
from combining the outputs of parallel channels before equal-
ization in terms of the continuous-time channel impulse
responses. Consequently, we adopt indirect measures in an
attempt to gain insights into the potential improvement from
combining. The emphasis is on polarization diversity for each
antenna pair because this has received the least attention in the
open literature.

Two common measures of polarization diversity are the
cross polar discrimination XPD [7], [36]–[44] and the cross
correlation coefficient ρ [7], [37]–[39]. Other measures
include the co-polar power ratio [36], the number of channel
correlation matrix eigenvalues exceeding the noise power
level [44], and the square of the normalized trace of the
channel covariance matrix [45].

Because the XPD and the cross correlation coefficient are
pairwise measures, these measures are applied to the two
channels with impulse responses c1(t) and c2(t) in Figure 4
to illustrate how to interpret the results. Note that when the
(x ′, y′, z′) coordinate system in Figure 4 is aligned with the
(x, y, z) coordinate system in Figure 11, c1(t) = cx(t) and
c2(t) = cz(t). As the mobile is rotated [about the origin of the
(x ′, y′, z′) coordinate system] the relationships between c1(t)
and c2(t) and cx(t), cy(t), and cz(t) change, respectively.

The XPD is the ratio of the energy received by the
co-polarized antenna to the energy received by the cross-
polarized antenna. Historically, this measure was developed
for frequency non-selective fading channels [7], [37]–[40],
[42], [43] although some of the more recent publications have
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extended the XPD concept to frequency-selective channels
[36], [41], [44]. To apply XPD to our channel, we return to the
basic definition of a ratio of received signal powers. Because
the transmitted signal is common to the signals received on
the orthogonally-polarized antenna elements, XPD reduces to
the ratio of channel energies:

XPD =

∫ f2

f1
|C2(f )|2df∫ f2

f1
|C1(f )|2df

(49)

where f1 and f2 define the lower and upper band edges of
the occupied spectrum and where C1(f ) and C2(f ) are the
Fourier transforms of c1(t) and c2(t), respectively, in Figure 4.
We designate C2(f ) as the co-polarized channel because its
corresponding antenna element is aligned with the verti-
cally polarized transmit antennas when the (x ′, y′, z′) coor-
dinate system is aligned with the (x, y, z) coordinate system.
However, as the mobile handset rotates about the origin of the
(x ′, y′, z′) coordinate system, their roles change. For example,
as the handset rotates about the y′ axis, C1(f ) becomes the
co-polarized channel and C2(f ) becomes the cross-polarized
channel for rotation angles of ±90◦. For most rotations,
neither of the antenna elements is truly co-polarized or cross-
polarized with the transmit antennas. Consequently, the defi-
nition of XPD in (49) fixes C2(f ) in the numerator and allows
for the fact that this ratio will be � 1 for some rotation
angles.

Two versions of the cross correlation coefficient have been
used in the literature: the cross correlation coefficient of the
signal envelope [7], [37] and the coherent cross correlation
coefficient [38], [39]. For our purposes the cross correlation
of the signal envelope is

ρenv =

∫ f2

f1
|C1(f )||C2(f )|df

√
E1E2

(50)

while the coherent cross correlation coefficient is

ρcoh =

Re
{∫ f2

f1
C1(f )C∗2 (f )df

}
√
E1E2

(51)

where E1 and E2 are the channel energies given by (18) or,
using Parseval’s theorem,

Ei =
∫ f2

f1
|Ci(f )|2df (52)

for i = 1, 2.
The analysis in [37] suggested that both the XPD and a

correlation coefficient must be examined simultaneously to
gain insight into potential gains for polarization diversity.
When XPD is close to unity (0 dB) and the correlation coeffi-
cient is small, the two channels have nearly the same energy
(XPD= 0 dB) and are different (ρcoh or ρenv is close to zero).

The potential for performance improvement is very good.
When these conditions are not simultaneously met, the poten-
tial for performance improvement is not as good. For exam-
ple, when XPD is not close 0 dB, one of the channels is
much stronger than the other and there is not much to be
gained by combining them. When the correlation coefficient
is close to unity, the signals are similar and diversity com-
bining shifts the BER vs. SNR curve to the left by at most
3 dB. In the scenario illustrated in Figures 11 and 4 where
the (x ′, y′, z′) axes are aligned with the (x, y, z) axes, XPD =
24.3577 dB and ρcoh = 0.2514. These values are typical
values and suggests that the potential for diversity gains is
good [37].

The diversity parameters XPD, ρcoh, and ρenv vary as
the orientation of the mobile varies. This is because the
spatial relationships between the co-located cross-polarized
elements in Figure 4 and the three spatial components of the
electric field change with rotation angle. These changes are
illustrated by evaluating XPD, ρcoh, and ρenv for rotations
about the x ′- y′- and z′- axes, as shown in Figures 6 (a) – (c),
respectively. In these figures, note that ρenv is nearly constant
with respect to the rotation angles. This demonstrates that
the envelope correlation used in [7], [37] for frequency non-
selective channels does not extend to the frequency-selective
channel case. The remainder of the analysis examines ρcoh.
In Figure 6 (a), for most rotation angles about the x ′-axis,

5 dB ≤ XPD ≤ 17 dB and −0.2 ≤ ρcoh ≤ 0.2. These
are good values from the polarization diversity point of view
(neither XPD nor |ρcoh| are too large). This is because C1(f )
isC (1,2)

x (f ) in Figure 5 (a) for all rotation angles whileC2(f ) is
a linear combination of C (1,2)

z (f ) and C (1,2)
y (f ) in Figure 5 (a).

When the rotation angle is exactly ±90◦, C2(f ) = C (1,2)
y (f ),

a very weak channel as shown in Figure 5 (a).
In Figure 6 (b), −17 dB ≤ XPD ≤ 17 dB and −0.96 ≤

ρcoh ≤ 0.96 for all rotation angles. This is because for
all rotations about the y′-axis, C1(f ) and C2(f ) are linear
combinations of C (1,2)

x (f ) and C (1,2)
z (f ), two of the strong

channels in Figure 5 (a). The rotations that produce large val-
ues for |ρcoh| produce less potential for polarization diversity.
Consequently, rotations about the y′-axis do not seem to have
potential for strong polarization diversity gains.

In Figure 6 (c), the situation is somewhat less clear. The
parameter ρcoh has acceptably low values except for rota-
tion angles of ±90◦. But, XPD > 20 dB for rotation
angles in the intervals [50◦, 130◦] and [230◦, 310◦]. This
is because C2(f ) = C (1,2)

z (f ) for all rotation angles but
C1(f ) is a linear combination of C (1,2)

x (f ) and C (1,2)
y (f ).

When the rotation angle is ±90◦, C1(f ) = C (1,2)
y (f ), one

of the weakest channels in Figure 5 (a). Consequently,
the potential gains for polarization diversity are rotation
dependent.
In summary, for the example channel examined here,

polarization diversity should produce reasonably good per-
formance gains for most rotation angles. For rotation
angles where polarization gain does not hold promise, it is
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FIGURE 5. Frequency-domain transfer functions for the four-path
propagation model from point T to one of the four points on the mobile
handset in Figure 4: (a) the x-, y-, and z-components at point R(1,2);
(b) the x-, y-, and z-components at point R(3,4); (c) the x-, y-, and
z-components at point R(5,6); (d) the x-, y-, and z-components at
point R(7,8).

because one of the co-located orthogonally polarized antenna
elements ‘‘sees’’ a strong channel while the other element
‘‘sees’’ a weak channel. In such situations, there is little to
be gained by incorporating the output of the weak channel
in the detector. The results for the antenna pairs C3(f ),C4(f );
C5(f ),C6(f ); andC7(f ),C8(f ) are nearly identical and are not
included here.

FIGURE 6. XPD (left axis) and correlation coefficients (right axis) as a
function of rotation angle: (a) rotation about the x ′-axis; (b) rotation
about the y ′-axis; (c) rotation about the z ′-axis. The (x ′, y ′, z ′) coordinate
system is defined in Figure 4.

C. BIT ERROR RATE (BER) COMPARISON—TWO
CO-LOCATED CROSS-POLARIZED ANTENNAS
Here the improvement in post-equalizer BER for the antenna
pairC1(f ),C2(f ) is examined. The Forney observation model
corresponding to this pair of antenna outputs for each of the
spatial combining techniques described in Section III is used
as the input to an MMSE equalizer (i.e., N = 2). The Forney
observation model channels for the combining techniques are
plotted in Figure 7. In each plot the intersymbol interference
(ISI) ratio defined by

ISI =

L∑
n=1

∣∣f(·)(nTs)∣∣2∣∣f(·)(0)∣∣2 (53)

is shown. The ISI ratio is a coarse measure of ISI that an
equalizer must remove. The ISI ratio is the lowest (best) for
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FIGURE 7. The coefficients for the Forney observation model for each of
the combining techniques applied to C1(f ) and C2(f ). The solid markers
are the real parts of the coefficients and the clear markers are the
imaginary parts.

MLcombining and theworst for EGC.ML combining and SC
produce the lowest ISI ratios. The ISI ratio is only one of two
parameters that define equalizer performance. The other is the
channel strength. For example, the two EPC channels have
lower ISI ratios than the EGC channel, but the EGC channel
is stronger and presents a higher signal-to-noise ratio to the
equalizer.

Because prediction of the post-equalizer BER performance
is difficult, we resort to computer simulations. The simulation
parameters are summarized in Table 3. A length-31 MMSE

equalizer was computed for each of the six whitened channel
outputs and for each signal-to-noise ratio.

TABLE 3. The parameters used for the post-equalizer BER simulations.

FIGURE 8. Simulated post-equalizer BER results for C1(f ) and C2(f ) using
the combining techniques described in Section III.

The simulated post-equalizer BER performance is plotted
in Figure 8. The BER results are plotted as a function of the
ratio A2/N0. The different channel energies scaled the effec-
tive ‘‘signal-to-noise ratio’’ and are part of the comparison.
Observations:

1) ML combining substantially outperforms the other
combining techniques.

2) Theworst-performing combining technique is elliptical
combining. This is an interesting result because ellipti-
cal combining is often employed with co-located cross-
polarized antenna elements.

3) The performance of selection combining essentially
matches that of maximum ratio combining. This is
explained by the fact that C1(f ) = C (1,2)

x (f ) and
C2(f ) = C (1,2)

z (f ) in Figure 5 (a). Consequently C2(f )
is a stronger channel than C1(f ): E2 is 16.5 dB greater
than E1. For this channel pair, the MRC gain only
compensates for the additional noise accompanying the
weaker channel. The relatively poor performance of
equal gain combining is explained in the same way.

The only spatial diversity available is from the polarization
state. As expected, ML combining best exploits the available
gain from polarization diversity.MRC and SC (somewhat sur-
prisingly) are the next best options for polarization diversity
and achieve a post-equalizer BER about 0.6 dB worse than
that of ML combining.
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FIGURE 9. The coefficients for the Forney observation model for each of
the combining techniques applied to C1(f ) – C8(f ). The solid markers are
the real parts of the coefficients and the clear markers are the imaginary
parts.

D. BIT ERROR RATE (BER) COMPARISON—
EIGHT ANTENNAS
In this experiment, all outputs of all eight antenna elements
in Figure 4 are combined before equalization. The SC, EGC,
MRC, andML combining techniques are applied as described
in Section III. Elliptical combining is performed in combi-
nation with equal gain combining: elliptical combining is
applied to each antenna pair to create four channels; the four
channels are combined using EGC.

FIGURE 10. Simulated post-equalizer BER results for C1(f ) – C8(f ) using
the combining techniques described in Section III.

The parameters used for the simulation are summarized
in Table 3. The equivalent Forney observation models for
each combining technique are plotted in Figure 9. Included in
these plots is the ISI ratio (53) which is a coarse measure of
the ISI the equalizer must mitigate. Note that ML combining
produces the lowest ISI ratio followed by MRC and SC.
It will be shown that SC is not competitive in this case due
to the signal-to-noise ratio penalty resulting from SC being a
weak channel.

A length-31 MMSE equalizer was computed for each of
the six whitened channel outputs and for each signal-to-
noise ratios. The simulated post-equalizer BER performance
is plotted in Figure 10. As before, the BER results are plotted
as a function of the ratio A2/N0 to preserve the advantage of
strong channels over weak channels. Observations:

1) ML combining outperforms the other combining
techniques.

2) MRC combining is the next best option and is about
0.5 dB inferior to ML combining. Unlike the case
in Figure 8, SC does not achieve the same performance
as MRC combining. Here SC is the worst-performing
option. The difference is that the eight antennas provide
a set of channels comprising four strong channels and
four weak channels. MRC exploits the diversity inher-
ent in the four strong channels in a way that outper-
forms the selection of the one strongest channel.

3) EGC is about 3 dB worse than ML combining and
2.2 dB worse than MRC.

4) EPC-R/L + EGC is more competitive here than
EPC-R/L was in the two antenna case. The perfor-
mance advantage is attributed to the application of
EGC. An interesting conclusion is that it is better
to apply EGC to all eight antenna outputs than it is
to apply EPC-R/L to each co-located cross-polarized
antenna pair and combine elliptically-combined out-
puts using EGC.

A large number of combining options are possible. For exam-
ple selection combining may be applied to each co-located
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antenna pair to produce four outputs and the four outputs
may be combined using MRC. The number of possibilities
is a combinatorial exercise. But the technique outlined in
Section III may be extended to any of these in a straight-
forward way.

V. CONCLUSION
The performance of spatial diversity over a frequency-
selective multipath fading channel has been investigated
where an emphasis has been placed on 5G cellular systems
operating in the mmWave band in a small cell urban envi-
ronment. The propagation scenario used as an example is a
downlink to a mobile equipped with four pairs of co-located
cross-polarized antennas. To facilitate the performance anal-
ysis, the Forney observation model for a number of pop-
ular combining techniques was derived and used to assess
the post-equalizer BER performance of a simple MMSE
equalizer.

Two sets of BER simulations were performed. In the first
set, the performance of combining and equalization for one
pair of co-located cross-polarized antennas was analyzed.
The emphasis was on polarization diversity. The simulation
results showed that ML combining maximizes polarization
diversity and achieved a post-equalizer BER about 0.5 dB
better than and that of MRC. Interestingly, the performance
of SC was very similar to that of MRC. This is because
polarization diversity often produces a strong channel and a
weak channel. The surprising result was how poorly elliptical
combining performed given its current popularity.

The second set of BER simulations incorporated all eight
antennas into the diversity combining techniques. Here,
polarization diversity was only a part of the available diver-
sity. Again, ML combining maximized the diversity gain and
achieved a post-equalizer BER performance about 0.8 dB
better than MRC. The performance EGC next and was about
2.2 dBworse thanMRC. The orderingML>MRC> EGC>
SC follows the traditional ordering because incorporating all
eight channels into the diversity combiner avoided the situa-
tion of one strong channel and one weak channel. The results
also show that for each pair of co-located cross-polarized
antenna elements, it is better to apply EGC or MRC to each
pair than elliptical combining.

APPENDIX
DERIVATION OF THE MULTIPATH PROPAGATION MODEL
WITH POLARIZATION STATE INFORMATION
In this appendix, all vectors are column vectors and denoted
with bold-face variables. The ‘‘hat notation’’ is used to iden-
tify unit vectors. For example, x̂ is the unit vector in the
x-direction in our coordinate system. Bold quantities, such
as V are understood to be 3 × 1 vectors with two equivalent
forms:

V =

VxVy
Vz

 = Vx x̂+ Vyŷ+ Vzẑ. (54)

FIGURE 11. Four-path radio propagation used to generate the channels
with polarization state used in Section IV.

Vx ,Vy, andVzmay be either real-valued quantities (e.g., when
they represent a position) or complex-valued quantities
(e.g., when they represent electric field phasors). The dot
product between n and k is denoted n · k; the cross product
between n and k is denoted n× k.
The complex-valued electric field corresponding to trans-

verse wave propagation at position p and at time t may be
expressed as

E(p, t) = Eej(ωt−k·p) (55)

where E = Ex x̂ + Eyŷ + Ezẑ is a 3 × 1 vector denoting the
(complex-valued) components of the electric field in the x̂, ŷ,
and ẑ directions;ω is the radian frequency (temporal period of
the electric field); and k = kx x̂+ kyŷ+ kzẑ is the wave vector
that defines the direction of propagation. The magnitude of
k, k ≡ |k| is the wave number and may be expressed as
k = 2π/λ = 2π f /vp where λ is the wavelength, vp is the
propagation velocity, and f is the frequency in cycles/s. For
the purposes of this paper, (55) is written as the product of
three components:

E(p, t) = Ee−jk·pejωt . (56)

The first term on the right-hand side of (56) quantifies the
frequency-invariant magnitude, phase, and polarization state
of the electric field. The second term on the right-hand side
of (56) quantifies the frequency-dependent phase shift due
to propagation delay. The third term on the right-hand side
of (56) is the rotation operator. In the following, we are
interested in the phasor termsEp ≡ Ee−jk·p because this term
defines the Fourier transform of the complex-valued low-pass
equivalent channel in the three spatial dimensions.

A simple four-path propagation scenario corresponding to
a downlink in an urban setting is illustrated in Figure 11.
The basestation transmitter, located at point T on the z-axis,
is equipped with massive MIMO antennas and performs
beamforming. A 30◦ beamwidth is assumed for the following
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reasons. The mmWave propagation experiments reported in
[11], [46]–[48] simulated the use of beamforming by using
a horn antenna with 15 dBi gain and half-power azimuth
and elevation beamwidths of 28.8◦ and 30◦, respectively.
The analyses in [49], [50] were based on a beamwidth
of 30◦. Narrower beamwidths are possible. For example,
the 64-element (8 × 8) phased-array antennas described in
[51], [52] produce a beam at 28 GHz with a beamwidth
of 11.5◦.
The vertically-polarized beam is pointed at the pedes-

trian with a hand-held smartphone located at point R. The
vertically-polarized 30◦ beamwidth illuminates the reflectors
located at points B, G, and W shown in Figure 11. The four
propagation paths are described as follows.

1) Line-of-sight propagation is assumed along the line
TR. The departure angle from T is θy1 , measured in the
x−z plane (i.e., θy1 is a rotation about the y-axis), and θ

z
1

measured in the x − y plane (i.e., θ z1 is a rotation about
the z-axis).

2) A ground reflection at point G along the line segments
TG and GR. The departure angle from T is θy2 , mea-
sured in the x − z plane (i.e., θy2 is a rotation about the
y-axis), and θ z2, measured in the x − y plane (i.e., θ z2 is
a rotation about the z-axis). The incident angle at point
G is θ5 and is measured in the TGR plane.

3) A reflection off the side of a building across the street
from the pedestrian. The reflection occurs at point B
along line segments TB and BR. The departure angle
from T is θy3 (a rotation about the y-axis) followed by
θ z3 (a rotation about the z-axis). The incidence angle is
θ6 and is measured in the TBR plane.

4) A reflection off the side of a building on the same side
of the street as the pedestrian. The reflection occurs
at point W along line segments TW and WR. The
departure angle from T is θy4 (a rotation about the
y-axis) followed by θ z4 (a rotation about the z-axis).
The incidence angle is θ7 and is measured in the TWR
plane.

The use of perspective in Figure 11 hides the fact that
θ
y
1 = θ

y
3 = θ

y
4 .

In the material below, the technique is illustrated for prop-
agation from T to R via the four propagation paths shown
in Figure 11. The relationship between the point R and the
four pairs of co-located cross-polarized antenna elements is
illustrated in Figure 4. The calculations must be re-evaluated
for each of the four receiver points corresponding to the four
antenna pairs.

The electric field components at point R, denoted ER,
comprises four components: the electric field due to line-of-
site propagation EL,R, the electric field due to the ground
reflection EG,R, the electric field due to the reflection off the
building EB,R, and the electric field due to the reflection off
the wall EW,R. Consequently, ER may be expressed as

ER = EL,Re−j2π f d0/vp + EG,Re−j2π f (d1+d2)/vp

+EB,Re−j2π f (d3+d4)/vp + EW,Re−j2π f (d5+d6)/vp (57)

where the distances d0, . . . , d6 are defined in Figure 11
and are computed using straight-forward applications of
geometry. Assuming the transmit antenna is aligned with the
ẑ axis, it can be shown, after considerable effort, that [53]

EL,R = Rz(θ
z
1)Ry(θ

y
1 )E0ejφL (58)

EG,R = ETM
G,R + ETE

G,R, (59)

EB,R = ETM
B,R + ETE

B,R, (60)

EW,R = ETM
W,R + ETE

W,R, (61)

where the superscript ‘‘TM’’ refers to the transverse mag-
netic field linear polarization state and ‘‘TE’’ refers to the
transverse electric field linear polarization state, both with
respect to the incident plane (i.e., the plane defined by the
T, R, and the reflection point). The phasor representing TM
propagation is orthogonal to the direction of propagation and
lies in the plane of incidence. The phasor representing TE
propagation is orthogonal to the direction of propagation is
normal to the plane of incidence. The elements in (58) – (61)
are defined in the following.

In (58), Rz(θ ) is the rotation matrix about the z-axis and is
given by (76) below; Ry(θ ) is the rotation matrix about the
y-axis and is given by (75) below; φL is the initial phase of
the line-of-sight component; and E0 is the polarization state
of the transmit antenna. In the calculations below, we use

E0 = ẑ. (62)

In (59), ETM
G,R and ETE

G,R are computed as follows. The
electric field at point G is EG = Rz(θ

z
2)Ry(θ

y
2 )E0 ejφG where

φG is the initial phase of the component propagating along
path TG. Because the reflection has different characteristics
for the TM and TE modes, EG must be decomposed into its
TM and TE modes in the TGR plane. Using k̂1 to denote
the normal vector in the direction TG and n̂1 to denote the
normal vector for the plane TGR, the TM component of EG
in the TGR plane may be expressed as

ETM
G =

[
EG ·

(
n̂1 × k̂1

)] (
n̂1 × k̂1

)
= ETM

G,x x̂+ E
TM
G,y ŷ+ E

TM
G,z ẑ. (63)

After the reflection at point G, the TM component of the
electric field at point R in the TGR plane is

ETM
G,R = r1,TM

(
−ETM

G,x x̂+ E
TM
G,y ŷ+ E

TM
G,z ẑ

)
(64)

where r1,TM is the TM mode reflection coefficient at pointG
in the TGR plane and the negative sign on the x̂ component
quantifies the direction change due to the reflection. The TE
component of the electric field in the TGR plane is

ETE
G =

(
EG · n̂1

)
n̂1 = ETE

G,x x̂+ E
TE
G,yŷ+ E

TE
G,zẑ. (65)

After the reflection at point G, the TE component of the
electric field at point R in the TGR plane is

ETE
G,R = r1,TE

(
−ETE

G,x x̂+ E
TE
G,yŷ+ E

TE
G,zẑ

)
(66)
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where r1,TE is the TE mode reflection coefficient at point G
in the TGR plane and the negative sign on the x̂ component
quantifies the direction change due to the reflection.

In (60), ETM
B,R and ETE

B,R are computed as follows. The
electric field at point B is EB = Rz(θ

z
3)Ry(θ

y
3 )E0 ejφB where

φB is the initial phase of the component propagating along
pathTB andRz(θ ) is the rotationmatrix about the z-axis given
by (76) below. Using k̂2 to denote the normal vector in the
direction TB and n̂2 to denote the normal vector for the plane
TBR, the TM component of EB in the TBR plane may be
expressed as

ETM
B =

[
EB ·

(
n̂2 × k̂2

)] (
n̂2 × k̂2

)
= ETM

B,x x̂+ E
TM
B,y ŷ+ E

TM
B,z ẑ. (67)

After the reflection at point B, the TM component of the
electric field at point R in the TBR plane is

ETM
B,R = r2,TM

(
−ETM

B,x x̂+ E
TM
B,y ŷ+ E

TM
B,z ẑ

)
(68)

where r2,TM is the TM mode reflection coefficient at point B
in the TBR plane and the negative sign on the x̂ component
quantifies the direction change due to the reflection. The TE
component of the electric field in the TBR plane is

ETE
B =

(
EB · n̂2

)
n̂2 = ETE

B,x x̂+ E
TE
B,yŷ+ E

TE
B,z ẑ. (69)

After the reflection at point B, the TE component of the
electric field at point R in the TBR plane is

ETE
B,R = r2,TE

(
−ETE

B,x x̂+ E
TE
B,yŷ+ E

TE
B,z ẑ

)
(70)

where r2,TE is the TE mode reflection coefficient at point B
in the TBR plane and the negative sign on the x̂ component
quantifies the direction change due to the reflection.

In (61), ETM
W,R and ETE

W,R are computed as follows. The
electric field at point W is EW = Rz(θ

z
4)Ry(θ

y
4 )E0 ejφW

where φW is the initial phase of the component propagating
along path TW. Using k̂3 to denote the normal vector in the
directionTW and n̂3 to denote the normal vector for the plane
TWR, the TM component of EW in the TWR plane may be
expressed as

ETM
W =

[
EW ·

(
n̂3 × k̂3

)] (
n̂3 × k̂3

)
= ETM

W,x x̂+ E
TM
W,yŷ+ E

TM
W,zẑ. (71)

After the reflection at point W, the TM component of the
electric field at point R in the TWR plane is

ETM
W,R = r3,TM

(
−ETM

W,x x̂+ E
TM
W,yŷ+ E

TM
W,zẑ

)
(72)

where r3,TM is the TMmode reflection coefficient at pointW
in the TWR plane and the negative sign on the x̂ component
quantifies the direction change due to the reflection. The TE
component of the electric field in the TWR plane is

ETE
W =

(
EW · n̂3

)
n̂3 = ETE

W,x x̂+ E
TE
W,yŷ+ E

TE
W,zẑ. (73)

After the reflection at point W, the TE component of the
electric field at point R in the TWR plane is

ETE
B,R = r3,TE

(
−ETE

W,x x̂+ E
TE
W,yŷ+ E

TE
W,zẑ

)
(74)

where r3,TE is the TE mode reflection coefficient at point W
in the TWR plane and the negative sign on the x̂ component
quantifies the direction change due to the reflection.
In the previous four paragraphs, the following rotation

matrices were used,

Ry (θ) =

 cos(θ ) 0 sin(θ )
0 1 0

− sin(θ) 0 cos(θ)

 (75)

Rz(θ) =

cos(θ ) − sin(θ ) 0
sin(θ ) cos(θ) 0
0 0 1

 , (76)

and the following reflection coefficients were used:

r1,TM =
n2 cos(θ5)− n1

√
1− (n1/n2)2 sin2(θ5)

n2 cos(θ5)+ n1
√
1− (n1/n2)2 sin2(θ5)

(77)

r1,TE =
n1 cos(θ5)− n2

√
1− (n1/n2)2 sin2(θ5)

n1 cos(θ5)+ n2
√
1− (n1/n2)2 sin2(θ5)

(78)

r2,TM =
n2 cos(θ6)− n1

√
1− (n1/n2)2 sin2(θ6)

n2 cos(θ6)+ n1
√
1− (n1/n2)2 sin2(θ6)

(79)

r2,TE =
n1 cos(θ6)− n2

√
1− (n1/n2)2 sin2(θ6)

n1 cos(θ6)+ n2
√
1− (n1/n2)2 sin2(θ6)

(80)

r3,TM =
n2 cos(θ7)− n1

√
1− (n1/n2)2 sin2(θ7)

n2 cos(θ7)+ n1
√
1− (n1/n2)2 sin2(θ7)

(81)

r3,TE =
n1 cos(θ7)− n2

√
1− (n1/n2)2 sin2(θ7)

n1 cos(θ7)+ n2
√
1− (n1/n2)2 sin2(θ7)

, (82)

where n1 = 1.000293 is the refractive index of the prop-
agation medium (air) and n2 is the refractive index of the
reflection surface.

The calculations were performed using the following
values:

ht = 30 m
hr = 1.15 m
dr = 230 m
db = 15 m
dw = 2 m
vp = c/n1 m/s
n2 = 2.2443− j0.0597 (83)

where n2 is the refractive index of concrete at 28 GHz [54].
The general form of the electric field at R(i,i+1) is given by
(84) on the top of the next page. This equation is interpreted
as the Fourier-domain transfer function for three LTI systems,
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ER(i,i+1) =

[
c(i,i+1)x,0 e−j2π f τ0 + c(i,i+1)x,1 e−j2π f τ1 + c(i,i+1)x,2 e−j2π f τ2 + c(i,i+1)x,3 e−j2π f τ3

]
x̂

+

[
c(i,i+1)y,0 e−j2π f τ0 + c(i,i+1)y,1 e−j2π f τ1c(i,i+1)y,2 e−j2π f τ2 + c(i,i+1)y,3 e−j2π f τ3

]
ŷ

+

[
c(i,i+1)z,0 e−j2π f τ0 + c(i,i+1)z,1 e−j2π f τ1 + c(i,i+1)z,2 e−j2π f τ2 + c(i,i+1)z,3 e−j2π f τ3

]
ẑ (84)

one for each spatial dimension. The corresponding impulse
response is given by (42) and (43) in the main body. The val-
ues for each channel component at each of the four antenna-
pair locations are given by (44) – (47).

Note that ‘‘1/R2’’ spreading loss is not included in this
analysis. In this sense the impulse response has a normalized
amplitude. The spreading loss only influences the signal-to-
noise ratio.

Close examination of (42), (43), and (44) – (47) shows that
EL,R and EG,R have almost all of their energy in the x̂ and ẑ
components. In contrast EB,R and EW,R have components in
all three directions. Thus, the contribution in ŷ are due toEB,R
and EW,R. The conclusion is that if there were no reflection
from the building and wall, the electric field components in
x̂ and ẑ would be scaled versions of each other because all
the electric field interactions would occur in the x − z plane.
Thus, the TBR and TWR propagation paths contribute to the
ŷ component. It is the inclusion of these paths that creates
impulse responses that are different in the x̂, ŷ, and ẑ direc-
tions. Consequently, it is the reflections that occur outside
the TGR plane that create the opportunity for polarization
diversity gains.
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