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ABSTRACT This paper proposes a collaborative optimization design for a kind of centralized networked
control system based on jitter. After the analysis of the network delay and jitter on the performance
of the Train Networked Control System (TNCS) based on the MVB (Multifunction Vehicle Bus) network,
the proposed strategy modifies the media allocating model of MVB directly related to the performance of
the control system. Under the premise of ensuring the stability of the control system, and taking into account
the impact of transmission jitter on the dynamic performance of the closed-loop control, this collaborative
design method can minimize the network resource occupancy rate of the subsystem. Thus, it can overcome
schedule failure in the traditional algorithm that excessively occupies network resources in order to reduce
jitter. Finally, the authors present an algorithm based on EDA to find the optimal solution of the proposed
strategy and illustrate the effectiveness of the strategy through numerical simulation and experimental tests.

INDEX TERMS Train networked control system, jitter, estimation of distribution algorithm.

I. INTRODUCTION

The networked control system (NCS) is a distributed con-
trol system that forms closed-loop feedback through net-
work, integrates communication network and control system.
Compared with conventional point-to-point interconnected
control systems, NCS has the advantages of strong interac-
tion, less wiring, and convenient expansion. Therefore, it is
widely used in the fields of national defense, aerospace,
equipment manufacturing, intelligent transportation, process
control and economic management [1]—[3]. Train Networked
Control System (TNCS) is the key technology of intelligent
high-speed rail [4], and it is also a typical and important
application of NCS in the railway field. Furthermore, the core
network protocol of TNCS adopts the master-slave network
MVB (Multifunction Vehicle Bus), thus TNCS belongs to
centralized control NCS.

In centralized control NCS, each network control loop
shares the same transmission channel with other closed loops.
When multiple network nodes need to send data at the
same time, a sharing conflict occurs. Therefore, the per-
formance of the control system depends not only on the
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control algorithm but also on the scheduling of shared net-
work resources [5], [6]. Especially under the condition of
limited network resources, how to share the network time
allocation among sensors, controllers and actuators is one of
the key factors to determine the performance of NCS. There-
fore, it is very essential to design an appropriate real-time
scheduling algorithm to ensure the quality of service of a
communication network.

In recent years, the main research direction of NCS is to
reduce the influence of delay [7], [8], packet loss [9], [10],
and packet disorder [11] on control performance by studying
control strategies under the premise of known network con-
ditions. However, ignoring the complex dynamic behavior of
the network and studying TNCS only from the perspective of
control will be difficult to apply to complex practical systems.
With the deepening of the research on NCS, the integrated
design strategy of both control and scheduling has attracted
more attention. The design idea of this collaborative design
strategy is to use the results of the real-time scheduling theory
to combine the effective sharing of network resources with
control design.

The collaborative design of scheduling and control can
be divided into two categories: one is the real-time calcula-
tion method based on real-time feedback theory, the other
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is to maximize the performance of the control system dur-
ing the collaborative design. Concerning the first catagory,
Marti et al. [12] proposed a cooperative design method com-
bining adaptive controller and feedback scheduling strategy,
which overcomes some limitations of the execution platform
and can dynamically adjust the control system performance
through message scheduling. Xia et al. [13] proposed a neural
network scheduling method based on a feedback schedule.
By dynamically adjusting the control task cycle, the system
can still obtain suitable control performance under the con-
ditions of resource constraints and load uncertainty. Gao and
Fan [14] proposed a hierarchical scheduling strategy based
on fuzzy feedback, which comprehensively considered the
control performance requirements of the control loop and the
network service quality requirements of non-real-time nodes.

As for the second type, Otanez et al. [15] proposed a
cooperative design method of NCS considering both network
utilization and tracking performance for the proposed dead
zone dynamic scheduling strategy, and discussed the trans-
mission dead zone threshold optimization problem. Under
the dual constraints of schedulability and system stability,
Zhang et al. [16] proposed a cooperative design algorithm
based on RM to determine the sampling period offline. Based
on MADB collaborative design algorithm, Kim et al. [17]
simplifies the complexity of control and scheduling problems
by transforming the stability constraints in NCS design into
controlling the transmission interval in MADB. For the given
network (Token, CAN), Bai [18] proposed a cooperative
design method based on jitter. In this method, the bandwidth
allocation problem in NCS is described as a multi-objective
optimization problem. The objective function is the weighted
sum of network occupancy and transmission jitter. Both of
them are functions of the sampling period. The constraints
are network bandwidth resource constraints and control per-
formance constraints. The optimal solution of the sampling
period is obtained when the objective function is very small
and can be obtained by a genetic algorithm. However, this
design method is limited to a specific distributed control
network. Thus, it is not suitable for the research object of this
paper.

To sum up, the collaborative design strategy that takes
into account the control performance and network service
quality has attracted more attention. To optimize the control
performance of the TNCS based on MVB, this article mainly
discusses a collaborative optimization design based on jitter.
However, the traditional algorithm by Hong [19], [20] may
cause excessive occupation of bandwidth resources, leading
to scheduling failures. For seeking a trade-off between the
performance of the control system and the occupation of the
network resource, the media allocation of MVB is modified
and a jitter-based collaborative design optimization model is
proposed. Furthermore, one kind of estimation of distribution
algorithm (EDA) is given to solve the optimal solution.

The remainder of this paper is organized as follows:
Section 2 analysis the stability of the TNCS and gives the
transmission jitter model. Section 3 explains the proposed
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scheme. Simulation results are provided in Section 4 and the
paper concludes in Section 5.

Il. PROBLEM FORMULATION

A. STABILITY ANALYSIS OF TNCS

For networked control systems, stability refers to the certainty
and anti-interference ability of network control system behav-
ior characteristics. Its stability is determined by the control
network and control system. This paper mainly considers
the influence of network scheduling in the control network
on the stability of the whole system. As for the stability
analysis of the controlled object, refer to the relevant refer-
ences [21], [22]. In order to explore the influence of network
quality on control performance, several basic assumptions are
added in this paper:

(1) TNCS based on MVB adopts topology structure of bus
type and distributed frame. It has M control loops. Since the
actuator generally does not send data, each control loop has
two data transmission nodes, sensor node and controller node,
so the total network data transmission node is N = 2M,
as shown in Figure 1. The actuator is event driven, while
the sensor and controller are time driven. The sensors and
controllers in the same control loop have the same sampling
period and work synchronously.

(2) For the control loop i, the sampling period is 7;, and
T; < Tit1,Vi, the initial phase is ¢;, the closed-loop delay
is D;, the maximum allowable closed-loop delay is ¢;, and
¢; < ¢iy1,Vi, the data transmission rate is B, and the
data length is fixed as L, then the data transmission time is
L = E/ B. Moreover, the smaller the sampling period is,
the higher the priority set. Because each control loop has two
data sending nodes and the same sampling period, the control
loop i occupies two priority levels im (m = 1, 2) according to
the sampling period, and the priority of the controller node
is higher than the sensor in the same node. The network
delay is defined as the time from the data reaches the sending
node’s sending queue to the data reaches the receiving node’s
receiving queue. Assuming that the sampling deviation and
data processing time between the nodes are small enough
to be negligible relative to the sampling period, 6; 1 and 6; 2
are defined as the delay from the sensor to the controller
and the controller to the sensor in the i-th control loop, then
the closed-loop delay D; can be calculated by formula (1).
Figure 2 shows the closed-loop delay of the closed loop i.

0i.1
D; = ’77—‘ Ti+6in ()

1

In terms of real-time periodic data, when the transmission
delay is greater than the sampling period interval of the cor-
responding control closed-loop, multiple sampling data will
arrive in a certain sampling period of the node. At this time,
only the latest data is used, and other data will be discarded,
resulting in "data filtering". However, in another sampling
period, there may be no sampling data arriving, thus forming
"empty sampling", as shown in Figure 2. "Data filtering" and
"empty sampling" will cause distortion of the control signal

VOLUME 9, 2021



X. Yan et al.: Collaborative Optimization Design for Centralized Networked Control System

IEEE Access

Closed loop i
Controller
Closed Closed
loop 1 i \ loop M.
|
MYVB network S

1/

Sensor | Actuator

Controlled object

FIGURE 1. Schematic diagram of TNCS.
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FIGURE 2. The closed-loop delay of the closed loop i.

and high-frequency noise, which will lead to unnecessary loss
of actuator and degradation of the dynamic performance of
control loop. Therefore, the transmission and scheduling of
real-time periodic data must ensure that the network delay
does not exceed one sampling period interval of the corre-
sponding control loop. In order to avoid the phenomenon of
data filtering and null sampling, the sampling data of sensor
nodes must reach the corresponding controller nodes within
the deadline, that is, before the next data sampling. At the
same time, in order to ensure the stability of the control
system, each control loop must satisfy the following two
constraints [20]:

Qi,m < Ti, m = 1, 2 (2)
D; < ¢ (3)

For the closed loop i with priority im, when it is approach-
ing to generate a data to be sent, there is no data with priority
higher than im to be polled by the master in this basic cycle.
The node of loop i can send the data immediately, and the
delay of the data is the minimum.

min6;, =L, (m=1,2) “)
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FIGURE 3. Schematic diagram of the time-varying delay for loop i.

where L refers to the transmission time of complete frame
message, which is different according to different function
code.

Otherwise, it needs to wait until all high-priority data
has been sent and check whether the remaining cycle phase
is enough to send the data. If it is not enough, then it
needs to wait for the next basic cycle and continue to judge
until there is no higher priority data to be sent and enough
cycle phase. At this time, the time delay experienced is the
largest:

max 0; , = niTep +rL < njTop + wpTop
= (ni+wp) Typ, (m=1,2) S

where n; is the waiting number of the basic cycle, r is the
maximum time slice that can transmit data in a basic cycle,
and wy is the cycle proportion factor.

Reference [23] points out that the performance of feedback
control system directly depends on the closed-loop delay.
Since 6; > is time-varying, the closed-loop delay D; is also
time-varying. Simply replacing 6; » with the upper bound T;
of 6; > is not conducive to the design of the control system.
Therefore, reference [20], [23] provides an idea: assuming
that #; is the time when the k-th control instruction arrives
at the controlled object, then #;y| is the time when the
(k + 1)-thcontrol instruction arrives at the controlled object
(regardless of packet loss and timing disorder). Due to the
time-varying nature of 6;, the time interval of [fx, fx+1)
is also time-varying, as shown in Figure 3. For the perfor-
mance of the control system, the influence of the network
delay is mainly reflected in the change of the time interval
[#k, tk+1), rather than the delay itself. If the 6; > of k-th control
instruction is the smallest while the 6; » of (k + 1)-th control
instruction is the largest, then [#, fx+1) is the largest, which
is T; + (max6;> — min6;). Reference [23] also proves
that if 6;, is replaced with a fixed-length delay of 7; +
(max 6; > — min 91-,2), the stability requirements of the orig-
inal time-varying delay system can still be met. Therefore,
the closed-loop delay D; can be converted to the fixed-length
delay D/:

D} =2T; + (max 6;» — min6; 5) (6)

B. TRANSMISSION JITTER MODEL

The control variables of TNCS are usually transmitted peri-
odically, which must meet certain design specifications and
actual control requirements. In an independent closed-loop
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control system, these transmission control requirements can
be well met because there is no resource competition between
nodes. However, in the networked control system, the intro-
duction of network allows all nodes to share a limited band-
width resource. One consequence of this is that it may not be
able to ensure the invariability of the continuous transmission
time interval between two nodes in the same closed-loop.
Therefore, even if the network parameters are fixed, for a
certain node, the network-induced delay is time-varying. The
existence of varying sampling rate and delay can degrade the
performance index of the original nominal system design, and
even destroy the stability of the system. The main reason
is that the control signal output time has changed, which
is inconsistent with the controller design (synchronous con-
trol, sampling and execution without time delay). Ultimately,
the instability of the control network may directly lead to the
instability of the entire system.

This kind of unequal interval data transmission will cause
fluctuation of data transmission, affect the real-time perfor-
mance of the system and reduce the dynamic performance
of the control system. In reference [24], this fluctuation
is defined as the jitter of data transmission, which can be
expressed as:

Jik = tsix — (K*Ti + ¢1) (7

where ts; x and (k*T; + ¢;) are the actual data transmission
time and the generation time of the k-th data respectively

The jitter optimization scheduling problem of the TNCS
can be described as the scheduling problem of the data trans-
mission of each node in the T period, and its mathematical
model is:

N T/T; M TIT;

OS] =3 Y jik=2) ) ik @®)

i=1 k=1 i=1 k=1

The above model represents the sum of all data trans-
mission jitter of all nodes in the macro period T =
LCM(T;,i=1,...,M). Since the above rules will be
repeated in each T period, thus, this paper only studies the
transmission jitter problem caused by scheduling during the
T period.

lll. MAIN RESULT

A. MVB MEDIA ALLOCATION METHOD

TCN standard, namely IEC61375-1 protocol [25], provides
the media allocation mode of MVB, and defines the basic
period Ty, characteristic period T, and macro period Twmp,
where Ty = 2™Typ, m € {0, 1, ..., 10}, Tvp = max {Tjp},
ie{l,2,...,N}, which is consistent with the preset condi-
tions in reference [19]. The bandwidth allocation and sam-
pling period scheduling algorithm in reference [19] can be
used to realize the non-jitter scheduling under ideal condi-
tions. Although this method is simple and effective to avoid
periodic jitter, it is at the cost of over using bandwidth
resources. This will cause some closed loop cannot be served
by network due to over-occupy resources of other network
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nodes. On the other hand, under the condition that the number
of control loops (or network traffic) is fixed, more bandwidth
resources are needed to make all control loops be served by
the network, which increases the operation cost of the system.
Therefore, by referring to reference [19], this paper proposes
a scheduling optimization algorithm for centralized MVB
network, which compromises bandwidth resource occupation
and transmission jitter. By determining the optimal sampling
period of each control loop in TNCS, the initial phase of each
control loop is optimized to minimize the system jitter.

In order to implement the above scheduling optimization
algorithm, the media allocation of MVB for period data needs
to be modified as follows:

(1) The basic period Ty is corrected to the minimum
sampling period of the TNCS, i.e.,

Top =T 9

According to the conditions (2) and (3), the data whose
sampling period is 77 must be completed within a basic
period, then n; = 0. In addition, according to formulas (4),

(5) and (6), as well as assuming D’l = ¢, T can be
determined:
L
=2 (10)
2+ wp

(2) The characteristic period of T; is modified as:

T; = kiTop = kiT1 < Ty

kie{1,2,...,1024}, ie{l,2,...,N} (11)

But the revised 7; still needs to satisfy 7; < Tjy1, Vi.
Similarly, according to conditions (2) and (3), other sampling
periods 7; can be obtained:

¢i — (i +wp) T + L

T; < 7 (12)
then k;:
i — (n; + T+ L
ki = L@ (nl U)p) 1 J (13)
2T,

where n; € [0, k;] satisfies conditions (2) and (3). In the above
formula, | X| represents the largest integer whose value is not
greater than X.

(3) Correspondingly, the macro period is no longer the

maximum characteristic period, but:
f = z (14)
T; T;

and for Vi € [1, N1, i and v are all positive integers.
(4) In macro period Twp, the total number of data to be
transmitted is:

N
T T 1 T
E ﬂz_PE —:;ﬂ (15)
; T; pr =1 ki pr

Vo1
c=Z; (16)
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Meanwhile, the number of time slices that the limited
bandwidth can only produce is rT— If the number of data
to be transmitted is greater than the “windows” r in Twmp,
the network is overloaded and the real-time requirement of
the system cannot be guaranteed, that means the network
scheduling is failed. Only when ¢ < r, the system is schedu-
lable, and the utilization ratio of network bandwidth resource
is:

L 1 L

L
Loyl (17)
T; Ty P k; bp

U =

N N
=

1

B. JITTER-BASED COLLABORATIVE DESIGN
OPTIMIZATION MODEL

Transmission jitter is the fluctuation of the sampling period
caused by the sharing of limited network resources by multi-
ple nodes. Good control performance requires that the trans-
mission jitter is as small as possible. However, the reduction
of transmission jitter comes at the cost of consuming network
resources. Therefore, the optimization problem to be solved
in this paper is to determine the optimal sampling period and
the optimal initial phase of each closed loop in the TNCS
under the constraints of system dynamic performance and
network schedulability. The expected result is to reduce the
usage of the bandwidth resource by the subsystem as far as
possible under the premise of ensuring the stability of the
control system and considering the impact of transmission
jitter on the dynamic performance of the control loop, so as
to provide data transmission service for more control loops.
Therefore, the bandwidth resource utilization of the whole
system is improved. Based on the total transmission jitter
0SJ of the system given above, the compromised bandwidth
optimization scheduling problem can be described as the
following mathematical form:

min J = oelU (Ty) —|—a203'J (Ti, i)

N TM/Tt
—a12—+a22 > Jik
i=1 k=1
s.tmax@,mST,, Vi=1,2,...,N
T; <Tiyy, Vi
o) t+ay =1 (18)

where j; ; = (tsix — (k*T; + ¢;)) / Ti, Ti, and g; are variables
needed to be optimized, 7, is the length of the period data
T;, a1 and oy are the weighting factors of the objective func-
tion, reflecting the needs of users for different performance of
the system. When the multi-objective optimization require-
ments of bandwidth resource utilization and control system
performance (transmission jitter) are met, load balance can
be further considered.

The solution of problem (15) mainly involves two groups
of optimization variables {7;} and {¢;}, and there is a certain
coupling relationship between these two groups, that is, ¢; <
T;,Vi,and T; < Tj11, Vi. A new optimization model is needed
to describe the relationship of variables under this constraint,
S0 as to obtain the optimal solution of problem (15) more
effectively.

C. EDA ALGORITHM DESIGN

The estimation of distribution algorithms (EDA) is a new
optimization algorithm [26]. Different from the traditional
optimization algorithm based on individual population evo-
lution (crossover, mutation, etc.) to realize population evo-
lution, the EDA directly describes the evolutionary trend of
the entire group, and uses a probability model for learning
and sampling. As a new tool for solving complex optimiza-
tion problems, EDA can describe the relationship between
variables through probability model, which makes it more
effective for solving nonlinear and variable coupling opti-
mization problems. Therefore, this paper introduces EDA to
solve the scheduling optimization problem of collaborative
design based on jitter.

The i-th optimization vector in this paper can be designed
as (19), shown at the bottom of the page, where Tji represents
the sampling period of the closed-loop j, (p;,l and go}yz respec-
tively represent the initial phase of data transmission of the
controller and sensor of the closed-loop j.

There are coupling constraints between the sampling
period and the initial phase of each closed loop. Thus, this
paper obtains the optimal value by directly completing the
evolution based on EDA for the population of vector B. The
algorithm is designed as follows:

Step 1: Initialize the first generation of effective population
By. The initial population is randomly generated in the solu-
tion space according to uniform distribution. Due to the need
to meet 7; < Tj;1, Vi and schedulability constraints, each
group of randomly generated vectors Bg ; should be tested
for effectiveness first, and those that are not satisfied should
be eliminated directly until the effective initial population Bg
with population size P is obtained.

Step 2: Evaluate the group. Calculate the fitness value J; of
each individual, and select the first half to form the dominant
group Xj.

Step 3: Construct a probability model describing the solu-
tion space. Construct a probability model based on Gaussian
distribution from this dominant group X.

Step 4: Generate a new generation of population from
the probability model. The Monte Carlo method is used to
estimate the mean vector and covariance matrix of the mul-
tivariate Gaussian distribution. Sampling by the probability
model to obtain a new population, and judge the validity of the

B =77} ....T}...
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new individual, turn to Step 2 until the evolution conditions
are satisfied.

IV. EXPERIMENT AND RESULT ANALYSIS

A. NUMERICAL SIMULATION

In order to verify the effectiveness of the algorithm, this
paper uses MATLAB to realize the above optimization
scheduling algorithm. Comparing with the algorithm pro-
vided in references [19], [20], a numerical simulation is
carried out. Suppose that a TNCS based on MVB has five
control loops. Each controller and sensor of the closed loop
are equipped with one source port and one sink port, and
the actuator is configured with one sink port. The maxi-
mum allowable closed-loop delay of each control loop is
[p1, P2, 3, Pa, 5] = [6, 15, 25, 30, 40] ms, the data trans-
mission rate is B = 1.5Mbit/s, the periodic phase scale factor
is wp = 0.65, and all source port data function codes are
F_code = 4, then the message transmission time is L =
0.265ms. According to the modified MVB medium allocation
model, the minimum sampling period is 71 = 2ms, and the
"window" r = 4 with T as the basic period can be obtained.
According to equation (13), the maximum values of other
closed-loop k; are 3, 5, 7 and 9, respectively.

Then, according to equation (11), the value range of other
sampling periods can be calculated, and 7; < T4, Vi should
be satisfied at the same time. Furthermore, according to the
given EDA design algorithm, the optimal combination of
sampling period and initial phase of each control loop is
obtained. And some simulation results are shown in Table 1,
in which, the fitness function is Fit = 100 / (0OSJ +1) and
OSJ is the total transmission jitter caused by scheduling.
If the scheduling cannot meet the real-time and jitter condi-
tions, which means the constraint (3) is failed, then OSJ =
99. Therefore, the higher the fitness, the smaller the jitter
value of the system. When the fitness is 100, there is no
transmission jitter in the system. When the fitness is between
(1, 100), it indicates that the system can be scheduled with
jitter.

From the simulation results, there are multiple schedul-
ing optimization solutions without jitter in the given TNCS
based on MVB. Taking the first group of simulation results
as an example, the sampling period of each control loop is
[T1,Tr, T3, T4, Ts] = [2,6,6,12,12]ms. And ¢ = 4 < r,
which satisfies the network schedulability condition. Besides,
bandwidth utilization rate U = 53.00%. And the maximum
closed-loop delay for each control loop are 4ms, 12ms, 12ms,
24ms and 24ms respectively, which are less than the maxi-
mum allowable closed-loop delay ¢;, and meet the stability
conditions of the control system. At the same time, it can
also be found that there is an optimal solution (bandwidth
utilization rate U = 47.36%) with the minimum bandwidth
resource occupation. The sampling period of each control
loop is [T1,T2,T3,T4,T5] = [2,6,10, 14, 18] ms. And
¢ = 3.57 < r, which satisfies the network schedulability
condition. The maximum closed-loop delay for each control
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loop are 4ms, 12ms, 20ms, 28ms and 36ms respectively,
which are all less than the maximum allowable closed-loop
delay ¢;, which satisfies the stability condition of the control
system. However, there exists transmission jitter caused by
scheduling. As for the given TNCS based on MVB, the selec-
tion of optimal solution also depends on the needs of users,
which can be achieved by setting the weighting factors 1 and
).

If using the scheduling algorithm of references [19, 20],
the sampling period of each control loop is set as 2% times
the reference period, which means the sampling period is
[Ty, T>, T3, T4, Ts] = [2,4,8,8,16] ms and { = 4.25 > r.
Thus, the scheduling fails. It shows that under the same net-
work parameter conditions, the scheduling algorithm cannot
realize the scheduling of all control loops, so more band-
width resources are needed. To realize the schedulability of
this TNCS, the only way to change the system structure by
reducing the number of transmission nodes or increasing
bandwidth resources will inevitably lead to an increase in
design and operating costs. By comparing with the scheduling
algorithms in references [19], [20], the jitter-based MVB
collaborative design optimization algorithm proposed in this
paper can fully and reasonably allocate bandwidth resources
under the condition of meeting the delay requirements of
the control system. In addition, it can realize no jitter or
minimum jitter optimized scheduling of real-time periodic
data. Thereby, the dynamic performance requirements of the
system are ensured.

B. EXPERIMENTAL VERIFICATION

In order to verify the optimization algorithm proposed in this
paper furthermore, an experimental platform for TNCS delay
testis built based on MVB. The topology is shown in Figure 4,
including a MPA protocol analyzer for monitoring network
data. There are six VCUs (Vehicle Control Unite) developed
independently as MVB network nodes, one of which is acted
as the MVB bus master, five simulation nodes (consist of
mvb2usb protocol conversion device 4+ PC) called SimNode
are acted as the other five MVB slave nodes. And each
network node is configured with corresponding source and
sink ports. Taking control loop 1 as an example, VCUI is
configured with a source port to send control information to
the actuator, and a sink port is configured to receive sensor
information. As the controlled object, SimNodel includes
both sensors and actuators. A source port is configured to
send feedback information and a sink port is configured to
receive controller information. Therefore, a closed-loop con-
trol system consists of two sending data nodes. The param-
eters of each closed loop are set according to the numer-
ical simulation examples except the sampling period and
initial phase using the following three groups of test data.
The detailed configuration table of the equipment is shown
in Table 2. At the same time, using MPA to capture all the
MVB network data online, the delay and jitter of all control
loops can be obtained according to the sampling period and
time synchronization of each control loop. It should be noted
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TABLE 1. The optimal solution of MVB sampling period and the initial phase.

T.e., T.,0, T.e, 1.0, T.e, T, T,e, T.e, T.e, T@;, Finess U%
2,0 2,0 6,2 6,4 6,0 6,2 12,0 12,4 12,6 12,10 100 53.00
2,0 2,0 6,0 6,2 6,2 6,0 12,10 12,4 18,10 18,4 100 51.53
2,0 2,0 6,4 6,0 8,4 8,0 12,6 12,10 12,8 12,2 100 50.79
2,0 2,0 6,2 6,4 8,2 8,4 12,0 12,6 16,8 16,14 100 49.69
2,0 2,0 6,4 6,2 10,8 10,4 10,6 10,0 18,6 18,12 100 48.88
2,0 2,0 6,4 6,0 6,2 6,4 12,2 12,6 16,8 16,0 66.67 51.90
2,0 2,0 6,4 6,2 10,2 10,6 12,6 12,0 18,10 18,14 52.4 47.99
2,0 2,0 6,4 6,0 10,4 10,8 12,8 12,2 16,6 16,2 40.00 4836
2,0 2,0 6,4 6,2 10,0 10,6 12,6 12,0 14,0 14,10  22.58 48.84
2,0 2,0 6,4 6,2 10,8 10,2 14,0 14,8 18,0 18,6 18.81 47.36
o Vo o b TABLE 3. Real-time performance of test data 1 (time unit: ms).
= = =
i i . P 3 min delay max delay average delay
B § e § i e i i s i 9,',1 ‘9[‘2 61‘,1 9,;2 91',1 01'.2
F.U,__i e R 122 Loop 1 0.53 0.27 0.53 0.27 0.53 0.27
g Q i Lo Q ey P < i | Loop 2 0.80 0.80 0.80 0.80 0.80 0.80
b | (IS ‘Q |- g P g P Loop 3 1.06 0.80 1.06 0.80 1.06 0.80
i o P ! & Loop 4 106 106 106  1.06 1.06 1.06
| Closed loop 1 ) | Closed loop 3 ) I Closed loop 5 )
”””””””” e e Loop 5 1.06 1.06 1.06 1.06 1.06 1.06
FIGURE 4. The topology of the TNCS delay test.
The initial phase is:
TABLE 2. Network device address and port allocation table.
- - - [901,1,(/31,2,-~-,§0i,1,<pi,2,-~~,<P5,1,</75,2]
device device address source port sink port
VCUI 0x01 0x4001 0x4002 =10,0,2,4,0,2,0,4,6, 10lms  (21)
SimNode 1 0x02 0x4002 0x4001 (2) Test data 2:
veuz 0x03 0x4003 0x4004 Using the same control closed-loop sampling period as test
SimNode 2 0x04 0x4004 0x4003 data 1, but without considering data jitter, the initial phase is:
VCU3 0x05 0x4005 0x4006
SimNode 3 0x06 0x4006 0x4005 [‘/’Ll’ @125 - s il Pi25 - -5 P5,15 </)5,2]
VCU4 0x07 0x4007 0x4008 =10,0,0,0,0,0,0,0,0,0]ms (22)
SimNode 4 0x08 0x4008 0x4007 (3) Test data 3:
VCU5 0x09 0x4009 0x400A The final group of simulation results with jitter
SimNode 5 0x0A 0x400A 0x4009 in Table 1 obtained by using the jitter-based collaborative

that the measured delay is directly obtained from the MVB
network data analysis, not the actual arrival delay of data in
each control loop.

(1) Test data 1:

The first group of simulation results with no jitter
in Table 1 obtained by using the jitter-based collaborative
design optimization algorithm, thus, the closed-loop sam-
pling period is:

[Ty, T2, T3, T4,T5] =[2,6,6,12, 12]ms (20)
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design optimization algorithm, thus, the closed-loop sam-
pling period is:

(T1, T2, T3, Ts, T5] = [2, 6, 10, 14, 18]ms (23)
The initial phase is:
[901,1, @125 -5 Qi1 Pi2s -5 P51, <P5,2]
=10,0,4,2,8,2,0,8,0,6lms (24)

According to test data 1, the real-time data service per-
formance of the system is obtained as shown in Table 3.
Because the priority of the controller node in each control
loop is higher than the sensor node, the delay of the real-time
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TABLE 4. Real-time performance of test data 2 (time unit: ms).

min delay max delay average delay

9{,1 61,2 gi,l 61,2 61',1 61,2

Loop 1 0.53 0.27 0.53 0.27 0.53 0.27
Loop 2 1.06 0.80 1.06 0.80 1.06 0.80
Loop 3 3.06 2.80 3.06 2.80 3.06 2.80
Loop 4 5.06 4.80 5.06 4.80 5.06 4.80

Loop 5 11.06 10.80 11.06 10.80 11.06 10.80

TABLE 5. Real-time performance of test data 3 (time unit: ms).

min delay max delay average delay
6, 0, b, 0, b, 6,
Loop 1 0.53 0.27 0.53 0.27 0.53 0.27
Loop 2 0.80 0.80 0.80 0.80 0.80 0.80
Loop 3 0.80 0.80 1.06 1.06 0.90 0.90
Loop 4 0.80 0.80 3.06 3.06 1.41 1.41
Loop 5 0.80 0.80 3.06 3.06 1.20 1.20
12
Test data 1
-—-Testda2| 7]
= ok ¢ Testdatad| / |
2 7
I '
| #
//
2
b B // o
£ -
§ 4 “’/ 7
e
- -
%2 P 0 -
== T
D‘ L 1 L 1 1 L 1
1 1.8 2 25 3 35 4 4.5 a
Closed loop

FIGURE 5. The average delay of the sensor node.

periodic data of the controller node may be smaller than the
sensor node. The closed-loop delay of each control loop are
2.27ms, 6.80ms, 6.80ms, 13.06ms and 13.06ms respectively,
which are less than the maximum allowable closed-loop delay
bound, so the performance of the control system can be guar-
anteed, and the network load rate is about 53%. According to
the test data 2, the real-time data service performance of the
system is obtained as shown in Table 4. The closed-loop delay
of each control loop are 2.27ms, 6.80ms, 10.80ms, 14.80ms
and 22.80ms respectively, which are all less than the max-
imum allowable closed-loop delay bound, and the network
load rate is about 53%. According to the test data 3, the real-
time data service performance of the system is obtained as
shown in Table 5. The closed-loop delay of each control
loop are 2.27ms, 6.80ms, 11.06ms, 17.06ms and 21.06ms
respectively, which are all less than the maximum allowable
closed-loop delay bound, but its network load rate is about
47%. The real-time data service performance average delay
and closed-loop delay comparison results of test data 1, test
data 2 and test data 3 are shown in Figure 5, Figure 6 and
Figure 7, respectively. From the above test results, we can
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Test data 1
s g —— —Test data 2 //
o F -
E O Testdata3| ,
3 .
8" ]
2 /
/
25 ’ 1
- }/
B -
5. - ]
-
”’
5 - i
-
- - N I3
1 1.5 2 25 3 35 4 15 5
Closed loop
FIGURE 6. The average delay of the controller node.
=
Test data 1
— =~ Test data 2 7
0t 9 Testdata3| 7
-~
e -

Closed loop delay

Closed loop

FIGURE 7. The delay of the closed loop.

see that, the optimized scheduling algorithm proposed in this
paper can reasonably and fully utilize the network resources
when the network resources are certain. On the premise of
satisfying the control performance, by adjusting the sampling
period, the bandwidth resource occupation of each control
loop can be reduced as much as possible. In addition, it can
also solve the problem that the scheduling algorithm in refer-
ence [19, 20] can’t solve, that is, the network cannot serve
all nodes due to excessive resource occupation by some
nodes. On the other hand, a jitter scheduling is achieved
while meeting the system delay requirements. The real-time
data service performance of this method is better than that
without considering jitter, so as to better ensure the dynamic
performance requirements of the system.

V. CONCLUSION

Aiming at the centralized network, the relationship between
sampling period of control loop and control performance is
studied, and the influence of network delay and jitter on the
performance of networked control system is analyzed. The
MVB media allocation model, which is directly related to
the performance of the control system, is modified. A jitter
based bandwidth scheduling algorithm for MVB collabora-
tive design is proposed. Under the jitter constraints, a tradeoff
between control performance and bandwidth consumption is
achieved. Thus, the network resource occupancy rate of the
subsystem is reduced, and the scheduling failure problem of
the traditional algorithm is overcome. Finally, the optimal

VOLUME 9, 2021
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solution of the proposed design is realized by the algorithm
based on EDA, and the effectiveness and practicability of the
method are verified by simulation and experimental tests.
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