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ABSTRACT Parallel scheduling of multiple real-time applications onto heterogeneous processors is needed
in the emerging embedded systems such as self-driving cars, smart cameras, and smartphones. Assuming that
an embedded application is specified as a synchronous dataflow (SDF) graph or its extension, we propose
a novel parallel scheduling methodology based on an evolutionary algorithm where the mapping of tasks
onto processors is evolved to optimize a given objective function in an iterative fashion. In each iteration,
we use an existing worst-case response time (WCRT) analysis tool to check if all applications satisfy their
real-time requirements by translating each SDF graph into a directed acyclic graph (DAG) that is assumed
in the WCRT analysis tool. Since the WCRT analysis must be performed in each iteration of evolution,
we propose a clustering technique to reduce drastically the analysis time that depends on the number of
nodes and their dependency. We formally prove that the proposed clustering technique does not change the
estimated WCRT of each application. The effectiveness of the proposed scheduling methodology with the
clustering technique is verified with extensive experiments using real-life benchmarks, randomly generated
graphs, and the comparison with the existing technique.

INDEX TERMS Mapping and scheduling, design space exploration, dataflow model, model transformation,

performance analysis, worst-case response time.

I. INTRODUCTION
To cope with the increasing user demand for compute-intensive
deep learning applications, embedded systems tend to equip
heterogeneous processing elements (PEs) that include a
multi-core CPU, a GPU, and/or a deep learning accelerator
called a Neural Processing Unit (NPU). In such a system,
we may need to run multiple applications concurrently shar-
ing the PEs. Since an embedded application usually has
a real-time performance requirement such as throughput
and response time, parallel scheduling of multiple real-time
applications onto shared heterogeneous PEs emerges as an
essential but challenging problem.

We assume that an embedded application is specified as
a synchronous dataflow (SDF) [2] graph or its extension.
The SDF model is popularly used for signal processing or
compute-intensive applications where an application is speci-
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fied as a task graph: a node represents a computation task, and
a directed edge represents the data dependency between two
end nodes, or tasks, with a FIFO channel. Since the number of
data samples consumed from each input port or produced to
each output port per task execution is fixed in the SDF model,
we can construct an execution schedule of tasks statically.
The number of samples consumed or produced is called the
sample rate of the associated port. Fig. 1 (a) shows a simple
SDF graph, annotating the sample rate of each port on the
edges. Since task A produces three samples per execution and
task B consumes one sample per execution, task B should be
executed three times more than task A on average in order
to avoid buffer overflow of the channel between them if the
graph is executed repeatedly. A single execution of an SDF
graph consists of the minimum number of executions of tasks
while satisfying the relative execution rates. The minimum
number is called the repetition count of each task, denoted
as a rep(X) for task X. The repetition counts of four tasks
in Fig. 1 (a) become as follows: rep(A) = rep(D) = 1,
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(a) A simple SDF graph

(b) The -equivalent HSDF
graph to graph (a)

FIGURE 1. An example graph of SDF model.

rep(B) = rep(C) = 3. A single execution of the SDF graph
includes three task instances, or jobs, of tasks B and C each.!

Since the SDF graph describes only the data dependency
between tasks, it can be easily parallelized by mapping task
instances to PEs. While the parallel scheduling of a single
SDF graph onto heterogeneous PEs has been extensively
researched ([3]-[6]), there exist only a few studies that con-
sider the scheduling of multiple SDF graphs on the shared
PEs ([7]-[9]). One approach to schedule multiple SDF graphs
is to merge all SDF graphs into a single SDF graph after
expanding each of them to the hyper-period and schedule
the merged graph at once [7]. This approach is not appli-
cable when the starting offsets of SDF graphs are not fixed.
The authors in [8] proposed a two-step approach. After they
find a set of static schedules onto PEs for each SDF graph,
varying the number of processors, they use a meta-heuristic
to find an optimal combination of per-graph schedules to
minimize the resource requirement by processor sharing.
They assume that the processors are homogeneous. This
approach is extended in [9] for the scheduling methodology
of deep learning applications. They extended the analysis
technique to non-preemptive scheduling onto heterogeneous
processors.

In this work, we propose a novel parallel scheduling
methodology based on an evolutionary algorithm where the
mapping of tasks onto processors is evolved to optimize
a given objective function in an iterative fashion. In each
iteration, it is necessary to check if all applications satisfy
their real-time requirement and to evaluate the objective
function for given mapping and scheduling information of
tasks. When the repetition periods of SDF graphs are different
and the starting offsets are not fixed, it is very challenging
to analyze the real-time performance of each SDF graph
considering all possible interference among applications. One
solution is to decompose each SDF graph into a set of
independent real-time tasks that have unique deadlines and
offsets ([10], [11]). In this approach, the deadline and the
starting offset of each real-time task should be determined
carefully, keeping the dependency between tasks, which is
likely to produce a too pessimistic estimation of the real-time
performance. In the proposed technique, we use a worst-case
response time (WCRT) analysis tool. There exist several
WCRT analysis tools available ([12]-[15]), all assuming that
each application is represented as a directed acyclic task
graph. While the true WCRT cannot be found analytically,

T'A task instance and a Jjob are used interchangeably in this paper
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they aim to estimate the upper bound as tightly as possi-
ble by considering all possible interference between tasks
conservatively.

To use an existing WCRT analysis tool, we con-
vert each SDF graph into a homogeneous synchronous
dataflow (HSDF) graph that becomes a directed acyclic
graph (DAG) if a cycle is broken by removing the feedback
edge with an initial sample. Fig.1 (b) shows the equivalent
HSDF graph converted from the SDF graph of Fig.1 (a). Note
that a node in the converted DAG corresponds to a job or a
task instance of an associated task: an SDF task generates as
many nodes as its repetition count. Since mapping decision
is assumed to made at the task level, all jobs from a single
SDF task are mapped to the same PE. In case the granularity
of an SDF task is large, the task is likely to have internal
states of being maintained consistently over jobs. If there is
no internal state in an SDF task, the task is explicitly specified
as parallelizable, and we can map the task onto multiple
homogeneous PEs.

Since the WCRT analysis must be performed in each
iteration of evolution, the analysis speed is an important
factor to consider. The time complexity of a WCRT analysis
tool depends on the number of nodes and their dependency.
Table. 1 shows the analysis time of several WCRT analysis
tools, depending on the number of nodes. In this preliminary
experiment, we assume that five applications that have the
same number of nodes are running on four processing ele-
ments, two preemptive and two non-preemptive. The depen-
dency of nodes in each application is randomly constructed
except for MAST (Modeling and Analysis Suite for Real-
Time Applications) [16] that accepts the chained topology
only. The execution time of each node is selected randomly
between [500, 1000]. The period and deadline of applications
are set to a large value so that the analysis tool produces
the WCRT of each application, assuming that interference
from the other applications occurs once from each applica-
tion. We repeat each experiment 1000 times and take the
average value. It is observed that the analysis time increases
drastically as the number of nodes in a DAG increases.

TABLE 1. The average analysis times of three WCRT analysis tools with
varying number of nodes(unit: ms).

WCRT Total Number of Nodes
Analysis Tool 10 50 100 200 500 1000
MAST [16] 15.8 | 75.8 | 358.6 | 3873.9 | >10s >10s
pyCPA [17] 6.5 73.6 | 389.3 | 3078.5 | >10s >10s
HPA [15] 4.8 22.3 51.5 138.9 554.8 | 2439.8

To reduce the WCRT analysis time, we propose a novel
node clustering technique for the converted DAG. The key
constraint for node clustering is not to change the real-time
performance by considering all possible interference scenar-
ios between applications for given mapping and schedul-
ing information of applications. This constraint makes the
proposed clustering technique distinguished from existent
SDF clustering techniques ( [18], [19]) that do not consider
mapping and scheduling. If those clustering techniques are
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applied beforehand at the task level, the design space for map-
ping will be reduced drastically. On the contrary, the proposed
clustering is performed at the job level. We formally prove
that the proposed technique does not change the real-time
performance that is estimated by a chosen WCRT analysis
tool.

As for applications, we consider three types of
real-time characteristics: periodic, sporadic, and best-effort.
We assume that a periodic application has an implicit deadline
so that the worst-case response time may not be greater than
the period. A sporadic application has a deadline constraint
to be met, while a best-effort application has a lower priority
than the other types of applications with the objective of
throughput maximization. Note that such diverse real-time
characteristics can be examined by WCRT analysis. Since
we are likely to have different types of applications running
concurrently in practice, supporting a heterogeneous combi-
nation of real-time requirements is another benefit of using
the WCRT analysis tool.

The need and goodness of the proposed technique are con-
firmed with extensive experiments using real-life benchmarks
and randomly generated graphs. We first illustrate how the
proposed methodology explores the design space of parallel
scheduling of multiple applications. Next, we demonstrate
that the proposed clustering technique can reduce the graph
size and the WCRT analysis time significantly.

Four main contributions of this work can be summarized
as follows.

o Anovel parallel scheduling technique based on an evolu-
tionary algorithm is proposed to schedule multiple SDF
graphs with diverse real-time characteristics onto het-
erogeneous PEs. For the performance evaluation of each
mapping candidate, it uses an existing WCRT analysis
tool.

e To reduce the execution time of WCRT analy-
sis, a node clustering technique is devised. With
five real-life benchmark applications running concur-
rently, the WCRT analysis time is reduced to 1.15%
(87X speed-up).

« We formally prove that the proposed clustering tech-
nique does not change the real-time performance that is
estimated by the WCRT analysis tool.

o The proposed scheduling technique is extended to sup-
port multi-mode SDF graphs in which each mode of
operation is specified by an SDF graph.

The rest of the paper is organized as follows. In the
next section, we review the related work on mapping and
scheduling of SDF graphs, WCRT estimation, and the
SDF graph reduction. After stating the system model and
the mapping and scheduling model in a formal way in
section III, we present the proposed scheduling technique
based on a genetic algorithm in section IV. Section V
explains the proposed clustering technique with formal proof
that it does not change the performance estimation result.
Section VI explains how the proposed performance estima-
tion technique can be applied to a multi-mode SDF model.
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After experimental results are shown and discussed in
section VII, concluding remarks are given in section VIIIL.

Il. RELATED WORK

In this section, we review the related work in the following
three techniques involved in the proposed methodology: map-
ping and scheduling of SDF graphs, the WCRT estimation,
and SDF graph reduction.

A. SCHEDULING OF SDF GRAPHS

SDF graph scheduling problems can be divided into two
categories: scheduling of a single SDF graph and schedul-
ing of multiple SDF graphs. Since the parallel scheduling
problem of a DAG on multiple processors is known to be
NP-hard [20], numerous techniques have been proposed to
obtain a sub-optimal solution. Since they are applicable for
the scheduling of an SDF graph after the SDF graph is trans-
lated into a DAG, we first review the recent DAG scheduling
techniques onto heterogeneous processor systems. And we
review the scheduling approaches of multiple SDF graphs
next.

1) SCHEDULING OF A SINGLE SDF GRAPH

Earlier work on parallel scheduling of a DAG onto a hetero-
geneous multi-processor system proposed a list scheduling
heuristic [21], called Best-Imaginary-Level (BIL) schedul-
ing, where a task is assigned a set of priorities considering
the different mapping possibilities of the precedent tasks for
each processor candidate. Even though it is a heuristic, it is
proven that it produces an optimal scheduling result if the
graph has a linear topology. A similar list-scheduling heuris-
tic, called Heterogeneous Earliest-Finish-Time (HEFT), was
proposed [22] where HEFT corresponds to BIL [21]. Even
though they are fast and produce sub-optimal solutions for a
given problem setting, it is not extensible to consider design
constraints and architecture characteristics.

To overcome the drawbacks of heuristics, scheduling tech-
niques based on a meta-heuristic algorithm have been pro-
posed. An earlier work [23] uses a genetic algorithm to solve
the scheduling problem onto multiple processors. The authors
of [24] proposed to use a QEA (quantum-inspired evolu-
tionary algorithm) to schedule an SDF graph considering
pipelining as well as task-level parallelism with the objec-
tive of throughput maximization. Many subsequent studies
used the meta-heuristic-based approaches since there exist
solvers available to the public and the problem formulation
is extensible to consider multiple objectives and various
design constraints. In case the design space of mapping
can be limited, ILP (Integer Linear Programming)-based
approaches can be used to obtain the optimal schedul-
ing solutions as proposed in [25] and [26]. The former
aims to minimize the number of used processors, while the
latter aims to minimize the execution latency while keep-
ing the deadline constraints. The latter is extended to con-
sider heterogeneous processors and shared bus contention
in [27].
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2) PARALLEL SCHEDULING OF MULTIPLE SDF GRAPHS

In spite of a long period of research, mapping and scheduling
of multiple task graphs onto heterogeneous PEs remains a
challenging problem. Most of the existent approaches assume
that the task graphs are all DAGs and executed only once
so that the scheduling objective is to minimize the schedule
length of applications. As an example, a scheduling heuristic
is proposed in [28] by extending the HEFT algorithm [22] to
multiple DAGs.

There exist only a few techniques proposed to schedule
periodic multiple SDF graphs onto multiple PEs, to the best
of our knowledge. The difficulty lies in the schedulability
analysis for each mapping candidate. To ease the schedula-
bility analysis, we may decompose an SDF graph into a set
of independent real-time tasks first ( [10], [11]), and map
those generated tasks onto PEs using any real-time scheduling
technique of independent tasks. Since this decomposition
may give a loose estimation of the real-time performance,
the authors in [8] proposed a two-step approach. In the first
step, they find a set of static schedules onto PEs for each SDF
graph using a genetic algorithm. In the second step, they apply
a genetic algorithm again to find a sub-optimal combination
of per-graph schedules to minimize the resource requirement.
For checking the schedulability constraints, they introduce
the notion of mobility that indicates how much interference
a schedule can tolerate, and they allow the merging of two
schedules only when the amount of co-mapped tasks from
the other task graph is smaller than the mobility on each
processing element.

On the contrary to this two-stage technique, our proposed
technique applies a meta-heuristic to determine the mapping
of all SDF graphs at once and uses the WCRT analysis tool
for real-time performance analysis. The authors of [9] have
proposed a parallel scheduling technique of deep learning
applications, adopting the worst-case response time analysis
method used in [8]. They extended the analysis technique
to support the non-preemptive scheduling policy and hetero-
geneous processing elements. Their proposed technique is
based on a meta-heuristic to find a near-optimal mapping of
layers in deep learning applications. However, it assumes that
the applications are all HSDF while our proposed technique
supports general SDF graphs.

B. WCRT ESTIMATION
The worst-case response time of an application that is speci-
fied by a directed task graph is defined as the longest time
difference between the completion and the release time of
the application. When multiple applications are running on
a distributed embedded system and task execution times are
varying, finding the WCRT of an application is extremely
difficult so that various approaches have been proposed to
make an estimation as tightly as possible by conservatively
modeling the inter-task interference. They commonly assume
that an application is specified by a DAG.

Since we make an implicit deadline assumption,
the throughput performance of a periodic application is

20496

satisfied if the WCRT of the application is no greater than
the period. The latency constraint is directly confirmed with
the WCRT. The performance of a best-effort application is
maximized when the WCRT is minimized in our model. Thus
the real-time performance of all applications can be analyzed
by WCRT analysis. In the proposed parallel scheduling
methodology, we may use any WCRT analysis tool. Now we
review the WCRT analysis tools available in this section.

Early researches extended the conventional response time
analysis (RTA) to the system level. While RTA assumes inde-
pendent tasks, those extensions model the task dependency
with the starting offsets of tasks. In case the real system fits
for the assumed model, such a holistic approach could make
a tight estimation. A representative work is MAST that is
an open-source set of tools that enables modeling real-time
applications and performing timing analysis of those appli-
cations [16]. On the other hand, a compositional approach
is proposed in [12], where the conventional RTA is carried
out for each processing element (PE). The interface between
PEs is defined by an event stream that is modeled as a
3-tuple (p, j, d) where p, j, and d represent the period, jitter,
and the minimum distance between two events, respectively.
The WCRT of a task graph can be estimated as a sum of
WCRTs on each PE where the task graph is mapped onto.
There is an open-source tool called pyCPA (Python Imple-
mentation of Compositional Performance Analysis) [17],
based on this approach. There exists another compositional
approach based on real-time calculus [29]. In this approach,
an event stream is modeled with a pair of arrival curves that
show how many events, minimum and maximum, may arrive
during a given time window. The computation capability
of a PE is modeled as a service curve. With a given load
model of the input arrival curve and the service model of a
PE, the real-time calculus computes the output arrival curve
and the remaining service curve. While those compositional
approaches are scalable and fast, the estimation accuracy
is relatively poor since inter-PE dependency is not fully
considered.

When the starting offset of each periodic application is
known a priori and fixed, it is showed in [14] that the WCRT
of each application could be tightly estimated by expand-
ing all graphs up to the hyper-period of all applications
(the least common multiple of periods) and analyzing the
scheduling time bounds of each task. This method is called
STBA (Scheduling Time Bound Analysis). Since the sched-
ule pattern is repeated after the hyper-period, the possible
interference between tasks can be narrowed significantly for
conservative estimation. This method can be applied to both
preemptive and non-preemptive scheduling policies. How-
ever, this approach is not generally applicable due to the
assumption of fixed starting offsets. In order to overcome the
limitation of this work, a hybrid analysis method between
the schedule-bound analysis of [14] and the RTA method
was proposed in [15]. They used the RTA method to com-
pute the interference between applications instead of expand-
ing graphs to the hyper-period. The scalability and general
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applicability of this technique are claimed to be par with the
compositional approach.

C. SDF GRAPH REDUCTION

For the real-time performance analysis of an SDF graph,
it is necessary to convert it to a DAG. Since the graph size
of the converted graph can be prohibitively large, a few
techniques have been proposed to reduce the SDF graph
size ([18], [19]). Two graph transformation techniques are
introduced in [18] to reduce the complexity of timing analysis
of large SDF graphs. One is to convert a large SDF graph with
a regular structure into a smaller SDF graph by combining
nodes with the same repetition count. The other is to convert
a smaller SDF graph to a reduced HSDF that induces the
same Max-Plus matrix formulation that is used to compute
the throughput performance. Since these techniques aim to
maintain the theoretical performance bound of the original
SDF graph itself, the converted graphs cannot be used for
parallel scheduling onto multiple processors.

The work in [19] is more relevant to the proposed cluster-
ing technique in that it reduces the number of nodes in the
converted DAG by merging. To find the merging candidates,
they consider the slack, which is the difference between the
worst-case execution time of a node and its timing constraint.
They merge nodes with positive slacks iteratively considering
the deadlock possibility. While this approach respects the
throughput and latency constraints of the original application
graph, it is again performed before parallel scheduling, which
affects the design space of mapping. Moreover, it does not
consider the interference from the other SDF graphs.

Ill. SYSTEM MODEL

In this section, we preset the system model by introducing
some terminologies and notations, as well as the assumptions
made for the proposed methodology.

A. APPLICATION MODEL

We consider a set G of multiple applications (graphs). Each
SDF graph g € G is defined by a tuple (Ng, Eg, Tg). Ny, Eg,
and T, represent the set of nodes, the set of edges, and the
period of the graph, respectively. Furthermore, we indicate a
set of jobs as Ng and the set of edges between jobs as Eg. The
size of a set A is represented by |A[, so the number of nodes
and jobs of graph g is denoted as |Ng| and |Ng|, respectively.
Also, we express the graph containing node n € N, as G(n).
Each node has a varying execution time represented by a
tuple [C l(n), C*(n)], each of which indicates the best and
worst-case execution time (BCET and WCET) of the node on
the mapped processing element. Also, we denote the average
execution time of task T as C(t). The average execution
time is used for parallel schedule, while the execution time
bound is considered in the WCRT analysis. We assume that
all graphs are assigned distinct priorities, denoted by PR,.
It means that the priority of all nodes in a graph is lower or
higher than all nodes in another graph. i.e., V'/n; € g, nj € gj,
if PRy, > PRy, then PR, > PR, where PR, means the
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priority of node n. Between tasks in the same SDF graph,
priorities are given to the jobs according to the scheduling
order, which will be explained in the next section.

Each application can be run in a periodic, sporadic, or best-
effort manner. The comparison between the three application
types is shown in Table 2. A periodic application is invoked
periodically with the period of T,. There is no constraint
on the inter-arrival time between applications. An applica-
tion may start anytime during the execution of the other
application: the starting offset is dynamic. Once it is started,
a periodic application has a periodic arrival time, meaning
that a task without any input data dependency has a periodic
arrival time, and subsequent tasks with input dependency
are executed in a data-driven manner: it becomes executable
as soon as its input data are available. Also, we assume
that the deadline is the same as the period of the graph
(implicit deadline). If an application is invoked sporadically,
T, indicates the minimum distance between two invocations
to consider the worst case interference among applications
in the WCRT analysis. It is treated as a periodic application
with a dynamic starting offset and its period becomes the
minimum inter-arrival time [30]. While a periodic or sporadic
application is assigned a user-defined priority, a best-effort
application has the lowest priority without any deadline con-
straint, meaning that it can be executed only when the mapped
PE is idle.

TABLE 2. Comparison of three application types.

Application Type Priority Period Deadline
Periodic User-defined Static Implicit deadline
Sporadic User-defined hg}nlmum Implicit deadline

istance
Best-effort Lowest -

B. MAPPING AND SCHEDULING

The hardware platform consists of a set of heterogeneous PEs
PE = {Py,P1,...,Pn_1} = P UNP where m indicates
the total number of PEs and P and A/P represent the set of
preemptive and non-preemptive PEs, respectively. Note that
we allow a mixture of preemptive and non-preemptive PEs if
the WCRT analysis tool supports it.

The mapping decision is made for each task, implying that
all jobs of an SDF task within an iteration are mapped to
the same processor. In case the granularity of an SDF task
is as coarse as a thread that is the mapping and schedul-
ing unit of an operating system, the task likely has internal
states that need to be migrated if jobs are mapped onto
different PEs. In order to avoid such state migration com-
plexity, this assumption is made. A parallelizable SDF task
without internal states is explicitly distinguished if jobs can
be concurrently executed on multiple processors. Including
parallelizable tasks, the mapping decision is denoted by a
function M : N' — P(PE) — @ where N' = UgegN, and
P(PE) is a power set of PE.

We assume that the self-timed scheduling is adopted for the
scheduling of SDF tasks, where the scheduling order among
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the tasks of the same SDF graph mapped on each processor
is determined statically at compile time and does not vary at
run time [31].

IV. PARALLEL SCHEDULING METHODOLOGY

The proposed methodology explores the design space of
task mapping by iteratively evolving the mapping decision,
as shown in Fig. 2. It consists of four main steps that are
explained in this section. Fig. 3 (a) shows an example SDF
graph that consists of 5 tasks that are mapped onto three PEs.
In this example, we set the average execution time of tasks
S,A, B, and D to 2 time units (fu), and C to 3 time units. The
time unit fu is a symbolic unit that could be replaced with any
actual unit of time such as Kcycles, ms, us, etc.

|<_

| Step 1. Mapping Selection

-~ Chromosomes

For each chromosome :

| Step 2. Scheduling per Graph |

e ode 1 Cro r
S P 3. Node CI ri rG h rossover,
| ustering pe rap | ;

| Step 4. Performance Evaluation |

Pareto-Optimal ‘.’

Solutions End
Yes~condition No

FIGURE 2. Proposed parallel scheduling methodology of multiple SDF
applications based on a genetic algorithm.

A. MAPPING SELECTION

We use a genetic algorithm (GA) as a meta-heuristic
for design space exploration of mapping. While any
meta-heuristic can be applied, a GA is chosen since an
acknowledged GA solver [32] is freely available. Mapping
information of nodes is encoded in a chromosome in which
each gene represents where the associated task is mapped to.
In order to support a parallelizable task, a task can be mapped
onto a subset of PE. To notate a subset of PE, we number
each element of the power set of P&, excluding the empty
set. For instance, Fig. 4 shows an example chromosome for
Fig. 3. If there is a node that is mapped on P1 and P2, the value
of the gene will be 5. For multiple applications, the associated
chromosomes will be concatenated to make a single long
chromosome. Nevertheless, GA operations such as crossover
and mutation are applied to each chromosome separately.
Initially, we randomly generate as many chromosomes as a
given parameter.

B. SCHEDULING PER GRAPH

In this step, we determine the execution order of tasks for
each graph with a given mapping of each chromosome. For
instance, we need to determine the execution order of jobs
between tasks B and C on processor P1 when task mapping
is assumed, as displayed in Fig. 3 (a). After executing the
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Processors: PO, P1, and P2
M(S)=M(A)={P0}, M(B)=M(C)={P1}, M(D)={P2}
C(5)=C(A)=C(B)=C(D)=2 tu(time unit), C(C)=3 tu

P1 o Co\|‘31'|';.61“"1’32"’ G |
P2 Dy |
T T T

0 6 ®) 12 18 ty
po| Sy T A A I
P1 Bi 1> Co B> €, | B, C, |
P2 .

0 I6 (C) 1I2 18 tu
PO 1 2
P1 3 4 5 |
P2 6

0 I6 ) 1I2 18 1y

FIGURE 3. (a) An SDF graph example, (b) The schedule diagram for the
SDF graph, (c) The schedule diagram after initial clustering, (d) The
clustered schedule diagram, (e) The converted DAG.

Gene value A subset of PE :
=>Mapped processor(s) {P0O}=0,
{P1}=1, {P2}=2,
Lol oT T 711 21@oris
{P0,P2}=4,
S A B C D (p1py=5
Nodes {PO,P1,P2}=6

FIGURE 4. An example chromosome structure for Fig. 3.

first instance of task B, the second instance of task B and
the first instance of task C are both executable. We use a
list scheduling heuristic for the converted DAG of an SDF
application, assuming that the priority of a job depends on
the longest path from the job to the completion in order to
minimize the schedule length of the SDF graph. The schedul-
ing result is shown in Fig. 3 (b) with a schedule diagram
where the vertical axis means the processing element, and
the horizontal axis means the elapsed time. The schedule
diagram is supplemented with dependency arcs between jobs.
Note that the dependency arcs correspond to edges in the
DAG, omitting the dependency between jobs of the same
node. In case multiple jobs of the same node depend on a
single source job, we represent only a single dependency arc
from the source job to the first job; For example, dependency
from A; to By is omitted because there is a dependency
arc from A; to Bj.

There are several notes worth mentioning in this step.
First, the proposed methodology does not depend on a spe-
cific scheduling method even though we use a list schedul-
ing heuristic in the current implementation: we can choose
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a different execution order from Fig. 3 (b). Second, the pri-
orities are given to the jobs, not tasks. Third, even though a
task may have a varying execution time, we need to use a
single representative value in the scheduling step; We use the
average execution time C(t) of each task 7 in the current
implementation. The varying execution time will be con-
sidered in the WCRT estimation. Lastly, we may omit the
scheduling step for an application whose task mapping is
not changed since scheduling is performed on each graph
separately.

C. NODE CLUSTERING PER GRAPH

With the scheduling result, node clustering is performed for
each graph. The objective of node clustering is to reduce
the number of nodes as much as possible without affecting
the WCRT analysis. We propose a novel node clustering
technique that will be explained in the next section in detail.

D. PERFORMANCE EVALUATION

With the clustered DAGs and the mapping and scheduling
information, we evaluate the performance of each applica-
tion. The basic tool for performance evaluation is the WCRT
estimation of each application in the proposed Design-Space
Exploration (DSE) framework. In the current implemen-
tation, the HPA (Hybrid Performance Analysis) [15] tool
is used for WCRT estimation since it is freely available
and easy to use, and its estimation accuracy is claimed to
be better than the other WCRT estimation tools. The HPA
tool supports an arbitrary mixture of preemptive scheduling
and non-preemptive scheduling. Also, it supports dynamic
starting offset of applicatons. The input information to the
HPA tools includes a set of DAGs running concurrently with
a given mapping of nodes onto PEs, priorities of nodes on
each PE, and execution time range, [BCET, WCET], of each
node.

A performance evaluation is performed for each chromo-
some. After the estimated WCRT of an application is obtained
by HPA, it is compared with the deadline to check if it is
violated. If any deadline violation is found, the fitness value
for the corresponding chromosome (mapping) is set to a large
number. Otherwise, the estimated WCRT becomes the fitness
value of the chromosome. While the objective function can
be modified, we assume that the objective is to minimize the
WCRT of each selected application.

Among many chromosomes, we select some with smaller
fitness values than the other and perform GA operations such
as mutation and crossover to produce the offspring chromo-
somes. With the same number of chromosomes, we repeat
these three steps until the fitness value for each application is
converged, or the maximum number of iteration is reached.

V. NODE CLUSTERING TECHNIQUE

In this section, we explain the proposed node clustering tech-
nique after the mapping and scheduling of SDF tasks is per-
formed. We denote the clustered task for jobs ny, no, ..., ny,
as Cluster(ny, n,,), where ny and n,, are the first and the last
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job of the cluster, respectively. The size of Cluster(ny, ny,,)
is the number of jobs in the cluster, and the execution
time of Cluster(ny, n,) becomes the sum of the execution
time of the jobs. In order to merge jobs without affecting
the WCRT, clustering is performed to satisfy the following
two conditions.

1) Clustering is performed within a processing element.
It means that jobs n; to n, are mapped to the same
processor.

2) There should be no dependency between a job in the
cluster and another job outside the cluster except for
the start job, ny, with its predecessor and the last
job, n,,, with its successor. For example, in Fig. 3 (c),
job Cp cannot be merged(clustered) with B; since there
is a dependency from A; to B.

In the proposed clustering method, we start with the ini-
tial clusters that merge all consecutive jobs on each pro-
cessor. For instance, three initial clusters (Cluster(Sg, A1),
Cluster(By, Cy), Cluster(Dg, Dg)) are formed for the exam-
ple of Fig. 3 (b). While the initial clusters satisfy the first
condition, they may violate the second condition. We perform
partitioning of each cluster recursively until all clusters sat-
isfy the second condition. The pseudo-code of such a cluster
partitioning algorithm is shown in Algorithm 1.

Algorithm 1 Cluster Partitioning Algorithm
1: function partition((Cluster(ny, ny,)))

2 fori=1;i<m; i=i+1do

3 if i £ 1 and Ing & Cluster(ny, ny) s.t.
4: hasDependency(ny, n;) then

5: partition(Cluster(ny, ni—1));

6 partition(Cluster(n;i, ny,));

7 return;

8 else if i = m and 3ny & Cluster(ny, ny) s.t.
9: hasDependency(n;, nj) then

10: partition(Cluster(ny, n;));
11: partition(Cluster(nit1, ny));
12: return;
13: end if

14: end for

15: end function

The function hasDependency(ny,n;) returns whether
dependency exists from job ny to n;. Lines 3-4 and 8-9 check
if an intermediate job n; in the cluster has input or output
dependency relation with a job outside the cluster ng. If such
a dependency is found, the cluster is partitioned into two
clusters based on the intermediate job. Then the cluster par-
titioning algorithm is recursively applied for the partitioned
clusters (line 5-7, line 10-12). The final clustering result
is obtained from this recursive algorithm with six clusters,
as shown in Fig. 3 (c) for the previous example. Note that
additional dependency arcs are added between the clusters
on each PE to enforce the executive order. After cluster-
ing is completed, a reduced DAG can be created, as shown
in Fig. 3 (e) for the previous example.
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A. SUPPORTING NON-PREEMPTIVE PROCESSING
ELEMENTS

In case a processing element adopts a non-preemptive
scheduling policy, another condition is required for safe clus-
tering. Under a non-preemptive scheduling policy, a high
priority job 7;, of another application cannot preempt a low
priority job while running. Suppose the execution time of the
cluster of lower priority jobs is larger than the period of the
high priority job. Then the high priority job may preempt
the cluster at most once even though more than one preemp-
tion is possible if clustering is not performed. It means that
clustering affects the real-time performance, which should
be avoided. Thus we need to limit the size of a cluster on
a non-preemptive PE.

To this end, we compute the maximum possible execution
time (MPET) of each cluster that is mapped on P € NP.
The MPET of a cluster is the sum of the cluster execution
time and all possible interference amount from high priority
applications. The possible interference from a high priority
application can be conservatively estimated by a demand
bound function (DBF) dbf, ,(A) [30] of the application,
which indicates the maximum amount of resource demand
on a processor p in any time interval A by graph g.

In case the execution time of a task is varying within the
best-case execution time (BCET) and the worst-case execu-
tion time (WCET), care should be taken in the computation
of the demand bound function of a high priority application.
To conservatively find a maximum demand bound function
on a given PE, BCETs need to be used for the jobs mapped
onto the other PEs, while WCETs are used for the jobs
mapped onto the given PE. Fig. 5 shows an example SDF
graph and the demand bound function of the graph on a
non-preemptive PE, P1. The demand bound function is com-
puted assuming that the execution time of nodes E and G
is 3 tu while that of node F is 2 tu.

Processors: PO, P1, and P2

M(E)= M(G)={P1}, M(F)={P0}, C'(7) = 2 tu(time unit), C¥(7)=3 tu
for VT € hg
Thg=12tu

3 5 8 Intervallength
(@ ) (unit: tu)

FIGURE 5. (a) A DAG hg associated with an SDF graph with the highest
priority, and (b) The demand bound function of DAG hg on processor P1.

The MPET of a cluster mapped on processor p can be
determined as follows:

m
MPET = Z C"(ny) + Z (dbfnp, p(MPET)) 1)
i=1 hpehG
where hG is a set of task graphs that have higher priority than
the cluster, and m is the number of jobs inside the cluster.
The calculation is repeated until the MPET value converges.
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Then the following inequality should be satisfied:
MPET < min (T 2
< h,?é‘;?c( p) 2

In case inequality (2) is not satisfied, we partition the cluster
further until all partitioned clusters satisfy the inequality.

Example: Suppose that two SDF graphs of Fig. 3 (a) and
Fig. 5 (a) share the resource, and the former has a lower
priority than the latter. The left column of Table. 3 indi-
cates the MPET calculation on processor P1 for the graph
of Fig. 3 (a). Through iterative computation, the MPET of
Cluster(B1, B2) becomes 13 tu, but it violates the inequal-
ity (2) since the period of the graph hg is 12 tu. There-
fore, the cluster should be partitioned. We split the last
job of the cluster until the inequality satisfies. In this
example, the Cluster(B1, By) is partitioned to two clusters,
Cluster(B1, C1) and Cluster(B,, By). After partitioning,
we calculate the MPET of the Cluster(B1, C1), as displayed
in the right column of Table 3. Inequality (2) is satis-
fied for Cluster(B1, C1) and obviously for Cluster(B;, By).
In summary, if the processor is non-preemptive, we need to
check if the cluster execution time is no larger than the period
of any higher priority application. It may incur additional
partitioning.

TABLE 3. MPET computation on processor P1 for a cluster in Fig. 3 (c),
considering the higher priority graph hg of Fig. 5 (unit: tu).

Cluster(B1, B2) Cluster(Bi1,Ch)
MPET =7+ dbfng,p1(7) | MPET =5+ dbfng,r1(5)
=74+5=12 =74+3=10
MPET =7 + dbJng p1(12) | MPET =5 + dbfng p1(10)
=746=13 =54+6=11
MPET =7+ dbJng p1(13) | MPET =5+ dbfng p1(11)
=746=13 =5+6=11

B. PROOF OF CORRECTNESS

We define a clustering algorithm as correct if it does not
change the worst-case response time. We can prove that
the proposed clustering algorithm is correct. Table 4 defines
several notations to be used in the proof.

TABLE 4. Notations for proof.

Notation Description

RT(n) release time of node n

ST (n) start time of node n

FT(n) finish time of node n

C(n) execution time of node n

Delay,, (n;) worst-case execution delay of node n;

due to blocking or preemption by ng

Let jobs n1 and n,, be the start and the end job of a cluster
N, and t be a job mapped to the same processor such that
G(t) # G(N). The release time and the finish time of cluster
N can be defined as follows: RT(N) = RT(n1) and FT(N) =
FT (n,,). Clustering does not affect the worst-case response
time if equations 3 and 4 are satisfied, meaning that it does
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not change the worst-case interference amount from/to other
tasks, respectively.

Y Delay:(ni) = Delay:(N) 3)

i=1

m
> Delay,,(t) = Delayy(t) )
i=1
Note that there is no intra-graph interference since the task
execution order is fixed.
Proof: Equation (3) holds.
Case 1: PR; > PR,
Interference by t will occur when it is released during
the time interval, as described in eq.(5) for non-preemptive
scheduling and eq.(6) for preemptive scheduling.

RT(n1) — C(r) < RT(7) < FT (npn—1) &)
RT(n1) — C(v) < RT(7) < FT (np) (6)

The left sides of both equations indicate the blocking delay
caused by the earlier release of job t. Since the last job n,,
cannot be preempted once started in case of non-preemptive
scheduling, the right sides of the two equations are differ-
ent. Then, the delay caused by t before clustering can be
described as eq.(7).

m
> Delay.(n;) = r x C(1) (7
i=1
where r is the number of times T occurs between the time
interval. Since RT(n;) = RT(N), FT(n,,) = FT(N) and
FT(n,,_1) = FT(N) — C(n,), the intervals described in
eq.(5) and eq.(6) are not changed after clustering. Since the
worst-case interference by t depends only on the interval size
where r is not greater than one for non-preemptive schedul-
ing because of MPET constraint at section V-A, eq.(3) is
satisfied for both preemptive and non-preemptive scheduling
cases.

Case 2: PR, < PRy,

In the case of preemptive scheduling, the blocking delay
caused by a lower priority job 7 is zero so that eq.(3) holds
trivially. Under a non-preemptive scheduling policy, T may
block at most once before clustering since all jobs in a cluster
are consecutively scheduled. After clustering, the worst-case
blocking delay by t is also C(t). Thus eq.(3) holds. O

Proof: Equation (4) holds.

Case 1: PR; > PR,

Since the priority of job t is higher than all jobs {n;} in
the cluster, there is no preemption delay caused by #; to T for
both non-preemptive and preemptive scheduling cases. Thus,
we only need to consider the blocking delay that may occur
when there is a job n; executing at the release time of T under
a non-preemptive scheduling policy. Since only one job in a
cluster can block the execution of 7, the worst-case blocking
delay can be computed as follows:

Y Delay,,(v) = max(C(ny)) @®)

i=1
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when jobs are clustered, however, the blocking delay caused
by N will be the sum of all execution times of jobs. So,
we need to redefine Delayy(t) as eq.(9) and apply it for the
performance estimation tool.”

Delayy (1) := max(C(n;)) ©)]

Then, Y 7" | Delay,,(t) = Delayy(t) holds.

Case 2: PR; < PR,

In the case of non-preemptive scheduling, job T may expe-
rience only blocking delay. On the other hand, T can be
either delayed by blocking or preemption under a preemp-
tive scheduling policy. Consider the blocking delay for both
scheduling policies. If t starts after ST (n1), the blocking lasts
until FT (n,,) since successive tasks continuously delay the
task t before clustering. This is the same after clustering
because cluster N will also delay 7 up to FT'(N) = FT (n,,).
When a preemption occurs during the execution of job t
under a preemptive scheduling policy, v will be resumed
after F'T (n,,), which is the same after clustering. |

C. TIME COMPLEXITY

The time complexity of Algorithm 1 depends on the maxi-
mum number of recursive calls and the time complexity of
the function hasDependency. For a given partition of size m,
the complexity of function hasDependency is O(|Eg|) where
g is the graph the cluster belongs to since it can be done
by examining all edges of the DAG. Since a cluster can be
partitioned into two clusters with size m — [ and [(1 <[ <
m — 1), the time complexity of partitioning a cluster with size
m, an, can be expressed by the following recursive formula:

am = am-1 + aj + |Eg| (10)

The worst-case scenario of partitioning occurs when a cluster
of size m is eventually divided into m clusters that have a
single job. Then the time complexity of eq.(10) will satisfy
the following inequality:

m
am§Za1+m-|Eg|§m+m-|Eg| (a1
k=1
Therefore the time complexity for partitioning a cluster of
size m becomes O(m - |Eg|). )
Let the number of jobs assigned to k-th processor be |Ng |
(1 <k < |PE). ie., Z}Zjl |Ng|k = Ng. The partitioning
time for the k-th processor is bounded by |N|i - |Eg| from
eq.(11) withm = IN, o|k. Thus the maximum partitioning time
is bounded by the following eq.(12):
[PE|

> (INglk) - |Egl = INg| - || (12)
k=1

Therefore, the time complexity of Algorithm 1 is O(|Ng| .
|Eg]). In the case of non-preemptive scheduling, we need
to perform extra partitioning to satisfy inequality (2). Once

2The HPA tool allows us to change this definition. If such change is
not supported, the correctness of clustering will not be guaranteed for
non-preemptive PEs. Then we apply the proposed clustering technique to
preemptive PEs only
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the demand bound function is computed for each processing
element, the complexity of this extra partitioning is O(|Ng|).

D. DEPENDENCY RELAXATION OPTIMIZATION

Since dependency between jobs is the main factor in clus-
tering decisions, the fewer the dependencies, the more the
clustering opportunities. Therefore we remove the inessen-
tial dependencies considering the priority of jobs and job
execution times on each processor. Suppose that the graph
in Fig. 3 (b) has the highest priority among all application
graphs that are mapped on PO, then job A; will be executed
immediately after Ao without any delay. If C(By)+C!(Cp) >
C"(A1), the dependency between A; and B can be safely
removed since Bj is guaranteed to start after A finishes. If we
apply the clustering algorithm without this dependency arc,
Cluster(Bo, Co) and Cluster(B1, By) will not be partitioned
since there is no dependency between A and Bj.

Suppose that there exists dependency from job X to job Y
where job X belongs to the highest priority graph among all
application graphs that are mapped on M (X), and there exists
another job {1} such that M(X) = M (%), GXX) = G(Y) #
G(7i) where PRg(x) > PRg(y). If the following condition is

satisfied, the dependency from X to Y can be safely removed.
STY(Y) = FT“(X) + I(M(X)) (13)
1P) = max(C*(ty)) if P e NPand M(X) # M(Y)
0 otherwise

(14)

where ST!(Y) and FT*(X) denotes the minimum start time of
job Y and the maximum finish time of job X in the schedule,
and /(M (X)) denotes the maximum blocking delay by lower
priority jobs mapped onto the same PE with X, i.e., maximum
blocking delay by 7. Note that if M(X) = M(Y), then no
blocking delay is needed to be considered since ¥ becomes
executable after X completes its execution.

E. COMPARISON WITH EXISTING TECHNIQUES

In section II, two relevant techniques to SDF graph transfor-
mation are reviewed. To clarify the difference between those
techniques and the proposed technique, we apply them to a
simple SDF graph shown in Fig. 6 (a).

FIGURE 6. (a) An example SDF graph, (b) The best possible transformed
graph by [19], (c) The transformed intermediate graph by [18].

Fig. 6 (b) and (c) show the reduced graphs obtained by
applying the slack-based merging technique proposed in [19]
and the two-stage method proposed in [18], respectively.
Since graph reduction is performed before mapping and
scheduling is performed, those techniques reduce the design
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space of mapping. In the former technique, two jobs of task C
are merged, and the merged jobs will be mapped to the
same PE. In addition, since no interference from other appli-
cations between the merged two jobs is allowed, the WCRT
estimation is affected after merging. In the latter technique,
tasks A and B are abstracted to task D whose execution
time is set to the larger execution time between A and B
for conservative real-time analysis. Similar to the former
case, it reduces the design space of mapping, and the WCRT
estimation is changed. On the other hand, in the proposed
technique, the design space of mapping is unaffected since
clustering is performed after a mapping decision is made.

VI. SUPPORTING MULTI-MODE SDF MODEL

Since the pure SDF model is not able to express dynamic
behavior, several extensions have been proposed to expand
the expression capability. One approach is to support mul-
tiple modes of operation in which each mode of operation
is specified by an SDF graph. Finite State Machine (FSM)-
based scenario-aware dataflow (SADF) [33], Mode Transi-
tion Machine (MTM) SADF [34], and mode-aware dataflow
(MADF) [35] are some examples of this approach. As a
common subset of those approaches, we assume an extended
SDF model, denoted as multi-mode SDF (MMSDF), and
explain how the proposed clustering technique can be applied.

Figure 7 (a) shows a simple MMSDF graph that has
two modes of operation. Note that each port is annotated
with two sample rates separated by a dash, meaning the
sample rate may vary depending on the operation mode.
In Fig. 7 (b) and (c), a separate SDF graph is drawn in each
mode of operation. To distinguish two different modes of
operation, we use uppercase letters in mode 1 and lowercase
letters in mode 2 for the same node in the original MMSDF
graph that uses Greek alphabets to denote tasks. For example,
task A in Fig. 7 (b) and task a in Fig. 7 (c) indicate task o
in Fig. 7 (a).

We assume that the task mapping is fixed while a task may
have different execution times and dependency arcs in two
modes. The execution times of nodes are all assumed to be
10 time units for mode 1, and 20 time units for mode 2. The
iteration period of the application is the same in all modes.
We assume that the mode change may occur dynamically at
run-time at the iteration boundary.

How can we support a multi-mode SDF graph in the pro-
posed parallel scheduling methodology? A naive but ineffi-
cient solution is to assume that all modes of operation are
executed simultaneously, even though only a single operating
mode is executed per iteration in real. While it over-estimates
the WCRT of all applications significantly, it will give us
a conservative estimation. To reduce the over-estimation
amount, we propose to merge modes of operation after apply-
ing the proposed clustering algorithm of section V to each
mode, naming the technique as mode clustering. For the
example of Fig. 7, Fig. 7 (d) and (e) display the schedule
diagrams after the node clustering algorithm is applied. Based
on the node clustered schedule diagrams, an MMSDF graph
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FIGURE 7. (a) An example MMSDF graph, (b) SDF graph for mode 1, (c) SDF graph for mode 2, (d) Schedule diagram of (b) After node clustering,
(e) Schedule diagram of (c) After node clustering, (f) Interleaved schedule diagram of (d) And (e), (g) Interleaved schedule diagram after initial clustering,
(h) Schedule diagram after mode clustering, and (i) The converted DAG after mode clustering.

consisting of multiple SDF graphs is converted into a single
DAG after the mode clustering technique is applied. We prove
the correctness of our mode merging technique by showing
that the converted graph is a superset graph of all modes at
the end of this section.

To merge two modes, we combine two schedule diagrams
in an interleaved fashion, as illustrated in Fig. 7 (f), trying to
make two adjacent clusters (jobs) belong to different modes
on each processing element as much as possible. The depen-
dency arcs are preserved in the interleaved schedule.

Based on the interleaved schedule, we first construct initial
mode clusters that merge consecutive jobs that belong to dif-
ferent modes, as shown in Fig. 7 (g); There should be at most
one job for each mode in an initial cluster. Here, we denote
the mode cluster of ny, no, ..., n,, as Cluster(ny, na, ..., ny)
where m is the total number of modes. An empty job ¢
represents a non-existing job in a certain mode. The best
and worst execution time of a mode cluster is set to the
minimum and maximum execution time of jobs in all modes,
respectively. The minimum execution time is set to zero if
the mode cluster has no job in a certain mode; in Fig. 7 (g),
the best execution times of a Cluster(DD,¢) and Cluster(¢p,e)
are set to zero.

After initial mode clustering, we examine the mode clus-
ters which does not contain ¢ one by one in the topological
order and partition the cluster if necessary. We check the input
dependency with a preceding cluster that is already examined.
In case there is no input dependency or a preceding cluster
has dependency in all modes, the cluster is not partitioned.
Otherwise, the cluster is partitioned since unnecessary depen-
dencies are added for a certain mode by mode clustering.
When partitioned, the mode cluster is divided into original

31n this section, to avoid confusion, we call the cluster which is the result of
the previous clustering technique as a job, and the cluster of jobs in different
modes as a mode cluster, or simply cluster.
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jobs, one per mode. In Fig. 7 (g) and (h), for example,
Cluster(B,b) is not partitioned since its predecessor cluster
Cluster(A,a) has a dependency path from job A to job B via
job D, and direct dependency from job a to job b. On the other
hand, Cluster(C,c) is partitioned, since job b in the precedent
cluster Cluster(B,b) does not have dependency to job ¢ while
there exists a dependency from job B to job C.

Note that no dependencies are newly created during mode
clustering. After partitioning is completed for all mode clus-
ters, they can be converted into a DAG in a similar way to
Section V. Fig. 7 (i) shows the converted DAG for the given
example.

The correctness of the proposed mode clustering technique
can be proved by showing that the schedule diagram of
the converted DAG subsumes the schedule diagram of all
modes. Let f(t) be a mode cluster containing job 7. Since
the maximum execution time of f(t) is no smaller than C¥(7)
and the minimum execution time of f(7) is no greater than
Cl(r), the mode cluster covers job 7. Also, there always
exists a dependency from cluster f(«) to cluster f(8) when
there is a dependency between jobs « and B in a certain
mode since the dependency arcs are preserved. Therefore,
the schedule diagram after mode clustering subsumes the
schedule diagram of each mode.

VII. EXPERIMENTS

A. BENCHMARKS AND SET-UP

For experiments, we select five real-life applications speci-
fied with an SDF graph or a multi-mode SDF graph, as dis-
played in Table 5. The hardware platform is Jetson TX2 [36],
which is a heterogeneous system consisting of two Denver
CPUs, four ARM A57 CPUs, and one NVIDIA Pascal GPU:
the total number of PEs is seven. The LaneDet application
consists of a set of filters to detect the lane from an input
image. ResNet is an image classification application known
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TABLE 5. The benchmark applications.

App PR, Models [Ng| Type T'y(ms)
LaneDet 5 SDF 14 Time-driven 200
ResNet 4 SDF 28 Time-driven 500
H264Dec 3 MMSDF 17 Event-driven 33
Kmeans 2 SDF 5 Time-driven 500
Crypto 1 SDF 4 Best-effort -

as ResNet-152. We assume that the mapping of ResNet is
given a priori: four tasks for I/O interface are mapped on
CPU while the other tasks are all mapped on GPU. The
Kmeans application performs K-means clustering algorithm.
It contains a parallelizable task that can be mapped onto
multiple processors, except GPU. H264Dec has two modes of
operation for video decoding. Crpyto represents a cryptogra-
phy algorithm based on RSA. The last three applications can
be run only on CPU cores.

Table 5 shows the real-time requirement of applications
as well as the priority and the number of nodes in the
SDF graph representation. Note that the Crypto application
is a best-effort application without any deadline constraint.
We measured the minimum, average, and maximum execu-
tion time of each node by running each application multiple
times on each processing element. In case the execution
time varies too much, we set the maximum time to 75%
of the profiled maximum to make all applications schedula-
ble on Jetson TX2. Since all benchmarks are soft real-time
applications, such trimming will be acceptable, we believe.
In case a task cannot run on a GPU, the execution time is
set to infinite on the GPU. In addition, we measured the
communication overhead between the CPU and GPU as a
function of the size of the data being transmitted. Refer to [37]
for detailed information on the benchmarks, including SDF
specifications and the profiled execution time. In addition,
extensive experiments are conducted with synthesized SDF
graphs by using SDF3 (SDF For Free) [38]. All experiments
have been performed on a system with Ubuntu 18.04.2 LTS,
Intel Core 19-9900KF CPU @ 3.60GHz, and 64GB RAM. All
proposed techniques are written in Java.

B. EXPERIMENT: SDF MODEL TRANSFORMATION

1) BENCHMARK APPLICATIONS

The first set of experiments is conducted to examine the
effectiveness of the proposed node clustering technique for
real-life benchmark applications. By randomly changing the
mapping, the proposed technique is applied 10,000 times
in total to obtain the average reduction of the number of
nodes and the execution time. The reduction rate of nodes
and the execution time of conversion and analysis are shown
in Table 6.

The ResNet and Kmeans applications get the most benefit
from the proposed clustering technique since they have some
tasks that have many jobs to be scheduled sequentially on the
mapped PE. Since the LaneDet and Crypto applications are
specified by HSDF graphs, a little gain is achieved by cluster-
ing. H264Dec is a multi-mode SDF graph that is composed
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TABLE 6. The number of nodes and the WCRT analysis time before and
after node clustering.

Execution Time (ms)
Apps Num. of Nodes /w Clus. w/o Clus.
/w Clus. | w/o Clus. | Conv. | Analysis Analysis
LaneDet 12.3 14 0.2
ResNet 3.0 258 1.7
H264Dec 8.3 17 0.4 2.78 242.45
Kmeans 47.2 1022 5.3
Crypto 3.5 4 0.1

of two HSDF graphs. The node reduction ratio is slightly less
than a half, which indicates that the proposed mode clustering
reduces the number of nodes effectively.

Note that the WCRT analysis time by HPA is reduced
down to 1.15% (87X speed-up) when the proposed node
clustering is applied. Since the WCRT analysis is performed
for all candidate mapping, such improvement is significant
for exploring the design space of mapping. The table reveals
that the clustering overhead in time is negligible, compared
to the gain of reduced analysis time.

2) RANDOMLY GENERATED SDF GRAPHS

The second set of experiments is conducted with randomly
generated SDF graphs with the SDF3 random graph gen-
erator that allows the user to change the number of nodes,
the average repetition count of nodes, and the range of the
node execution time. Table 7 shows how we vary the number
of nodes and the average repetition counts. Note that the total
number of nodes in the DAG is the product of the number of
nodes and the average repetition count of nodes. We also vary
the number of PEs onto which nodes are randomly mapped.
We assume 20% of nodes are parallelizable.

TABLE 7. Node reduction ratio(%) for random SDF graphs.

Num. of Num. of Repetition count

Nodes Processors 1 2 5 10 50
2 339 | 537 | 679 | 73.5 | 787

5 4 152 | 389 | 558 | 62.1 | 69.5

8 8.0 346 | 48.6 | 55.1 | 62.7

2 30.0 | 55.7 | 73.8 | 81.6 | 825

10 4 114 | 426 [ 632 | 72.6 | 740

8 5.0 36.0 | 56.1 | 69.3 | 68.6

2 284 | 59.6 | 80.0 | 87.8 | 92.6

50 4 94 470 [ 724 | 819 | 89.3
8 38 417 1 692 [ 799 | 873

We make the execution time statistics of the randomly
generated graph be similar to that of real-life benchmarks.
We make 50% of the nodes have fixed execution times,
and the rest have variable execution times. To model het-
erogeneous PEs, a node has different execution times on
each PE. Since the performance difference between PEs is
large in Jetson TX2, the execution time of nodes has a large
variation from lus to 1s, similarly to the case of real-life
benchmarks. Since the minimum and maximum execution
times of the nodes are 0.57 times and 2.1 times, respectively,
of the average execution time in real-life benchmarks, we set
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the minimum and maximum execution time of a node to be
0.5 and 3 times the average execution time if it has a variable
execution time.

For each setting, we generate 60 random graphs and con-
duct each experiment 100 times to get the average impact
of the proposed technique. The result is shown in Table 7 in
terms of the node reduction ratio by clustering. As expected,
the reduction ratio increases as the average repetition count
increases. When the repetition count is 1, all SDF graphs
are HSDF graphs so that only a little chance of clustering
exists. Nonetheless, up to about 30% of reduction could be
achieved on a two-processor system. While the difference
is not significant, the reduction ratio decreases as the num-
ber of PEs increases since more jobs tend to be sequen-
tially scheduled on a PE in case the number of PE is
small.

Next, we compare the WCRT analysis time before and
after the proposed SDF model transformation technique is
applied when multiple applications are running concurrently.
As shown in the first column of Table 8, we consider three
different numbers of randomly generated graphs: 2, 5, and 7.
The number of nodes, the number of PEs, and the average
repetition count for each graph are set to 10, 4, and 10,
respectively. We consider two types of systems in which
all PEs are preemptible (P) or non-preemptible (NP), even
though mixed scheduling systems can be supported. The
period of each graph is set as the product of the number
of graphs and the sum of each job’s maximum execution
time, which makes all applications schedulable for some
mappings.

TABLE 8. Comparison of the reduction ratio and execution times for
multiple graphs.

Reduction Ratio (%) Execution Time (ms)
191 /w Clustering [Cor:\lr(sjilcglj;iillell%ysis] w/o Clustering
P. NP. P. NP. P. NP.
2 73.8 73.8 1.62/1.78 | 1.83/1.59 | 51.57 41.92
5 73.5 73.3 3.42/2.76 | 4.99/2.66 | 152.02 | 114.90
7 73.5 73.3 5.30/4.05 | 7.23/3.86 | 204.10 | 129.60

For each experiment, we use 60 randomly generated graphs
with random mapping and repeat the experiment 100 times
to obtain the average result. The experimental result is sum-
marized in Table 8. Similarly to Table 7, the number of
nodes is decreased significantly by the clustering technique,
and the WCRT analysis time is reduced drastically when the
clustering technique is applied. Also, as the number of graphs
is increased, the overall execution time is increased. It con-
firms the necessity and benefit of the proposed technique for
fast design space exploration of multiple SDF graphs. Note
that the node reduction ratio for non-preemptive systems is
slightly lower than that for preemptive systems. It is because
there exist some clusters that are further partitioned to satisfy
the MPET constraint of inequality (2). Since the difference is
not significant, the WCRT analysis times show no noticeable
difference.
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C. EXPERIMENT: PARALLEL SCHEDULING

The proposed parallel scheduling methodology is applied to
find optimal mappings of real-life benchmarks onto seven
PEs in Jetson TX2. As explained above, the mapping of
ResNet is assumed to be given and fixed. We aim to minimize
the number of used PEs and the WCRT of ResNet, Crypto,
and Kmeans. The LaneDet and H264Dec applications have
throughput constraints that are equal to their periods. We set
the number of chromosomes to 100 and generate 25 off-
spring per iteration. We perform uniform crossover and 5%
mutation with a rate of 95% and 70%, respectively, based
on NSGA?2 [39] selector algorithm. The genetic algorithm
terminates after 15, 000 generations. For fast convergence,
all tasks that can be performed on the GPU are mapped to
the GPU, and the remaining tasks are randomized in the initial
chromosomes.

Fig. 8 shows three Pareto-optimal solutions found: min-
imum WCRT for Kmeans (Kmeans_best) and Crypto
(Crypto_best), and the minimum number of used PEs. All the
solutions satisfy the throughput constraints of applications.
The Relative WCRT is computed as the ratio of the obtained
WCRT over the best WCRT for each application. Since the
ResNet is compute-intensive, the mapping freedom of the
ResNet while satisfying timing constraints is limited, which
explains why the relative WCRT of ResNet does not vary in
three different Pareto-optimal solutions. On the other hand,
the WCRT of Crypto varies most with a maximum 8.6 times
larger WCRT between Kmeans_best and Crypto_best. This
is because Crypto is a best-effort application with the lowest
priority among all. The best-effort application is likely to
have a very large WCRT value because of the lowest priority
and no deadline constraint. On the contrary, the variation of
the WCRT value of Kmeans is smaller since it has a higher
priority than the Crypto, and the WCRT value does not exceed
the given deadline (i.e., the WCRT variation of a periodic or
sporadic application is relatively small since it should satisfy
the throughput constraint). Also, through this experiment,
we confirm that the number of used PEs can be reduced while
satisfying the constraints. It is possible to run the benchmark
applications simultaneously onto only four PEs without the
constraint violation. Since a single generation of evolution
takes about 250ms, the total evolution time is about 1 hour.
Without clustering, it would take two orders of magnitude
longer time.

10 10
OResNet WCRT ®Kmeans_WCRT
E 8 BCrypto WCRT O#Used PEs 8
[v] it
=6 6 &
2 3
= )
T4 42
° #*
o
2 2
[ [ ==
Kmeans_best Crypto_best # Used_PEs_best
FIGURE 8. Three Pareto-optimal solutions with four objectives.
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D. COMPARISON WITH THE SOTA PARALLEL
SCHEDULING TECHNIQUE

In this section, we compare our proposed technique with
the state-of-the-art (SOTA) parallel scheduling technique [9]
for multiple graphs. Based on the schedulability analysis
used in [8], it produces the sub-optimal scheduling results of
multiple deep learning applications in terms of the response
time of each application under the given response time con-
straints with a genetic algorithm, similar to our proposed
technique. Since it assumes that deep learning applications
are represented as DAGs, we used multiple DAGs as input
even though our proposed technique can accept general SDF
graphs. We used the same benchmark applications as inputs,
Squeezenet [40] and MobileNet v2 [41], with the profiled
task and communication overhead used in [9]. For a fair
comparison, we set the iteration number of genetic algorithms
of each methodology equally to 5, 000 generations.

Figure 9 shows the Pareto-optimal solutions for two appli-
cations, in which the x and y axes represent the WCRT values
of Squeezenet and MobileNet v2, respectively. In the figure,
each dotted line represents a set of Pareto-optimal solutions
obtained by the proposed and the reference technique. Since
a lower WCRT value means a less pessimistic result, it is
better when a solution is placed in the lower left than the
other one. As can be seen from the figure, the solutions
from the proposed methodology dominate the solutions from
the reference technique. For the same Squeezenetr WCRT
value, our solution gets 10% to 32% smaller WCRT value
for MobileNet v2 than the reference technique. Similarly, for
the same MobileNet v2 WCRT value, our solution obtains
55% to 58% smaller WCRT value for Squeezenet than the
reference technique. It is notable that our proposed method-
ology can be applied to SDF and multi-mode SDF graphs by
node clustering technique described above in addition to the
better performance, compared with the SOTA technique that
assumes DAGs for application specification.
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FIGURE 9. Pareto-optimal graphs of the proposed and reference
technique.

VIIl. CONCLUSION AND FUTURE WORK

In this paper, a novel parallel scheduling methodology is pro-
posed to schedule multiple SDF graphs with diverse real-time
constraints onto heterogeneous processors. It explores the
design space of task mapping with a genetic algorithm. For
each mapping candidate, scheduling of jobs is conducted with
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a list scheduling heuristic. For a given mapping and schedul-
ing result, the worst-case performance of each application is
analyzed with an existing WCRT analysis tool. To reduce the
WCRT analysis time, we propose a node clustering technique
that does not affect the design space and the estimated WCRT.
The correctness of the proposed clustering technique is for-
mally proved. The node clustering technique is extended to
support the multi-mode SDF model by mode clustering. The
effectiveness of the proposed method is verified with exten-
sive experiments. Our clustering technique achieves faster the
WCRT analysis time by 87 times for a given set of real-life
benchmark applications and at least 3.8% to 92.6% node
reduction ratio for randomly generated graphs with various
configurations. Our proposed methodology could find better
solutions compared to the SOTA methodology up to 58%
smaller WCRT value of an application.

To overcome the limitation of the SDF model in the expres-
sion capability, several extensions of the SDF model have
been proposed besides the MMSDF model. For example,
a library task model [42] is introduced to support resource
sharing, and the SDF/L model [43] is proposed to express
loop structures explicitly. It remains a future work to extend
the clustering technique to support these extended models.
It is likely that there are other tasks that are running concur-
rently with SDF applications on the mapped processors. It is
necessary to consider the interference between those tasks
with the SDF applications in the WCRT analysis, which is
left as another future work.
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