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ABSTRACT To prevent privacy leakage, cloud services need to take corresponding methods, so participants
often face the dilemma of service utility and privacy protection. In this paper, we propose a dynamic adaptive
access control model based on trust permission and privacy protection to solve the problem of privacy
disclosure and utility in the cloud service. Firstly, we add the concept of obligation and purpose into access
control and establish the privacy information tree and privacy policy tree. Secondly, we establish a new
trust evaluation and give the corresponding weight algorithm. Thirdly, we quantify the privacy information
with the normal space and correlation coefficient method. Further, we propose a tradeoff relationship model
between trust permission and privacy protection, each participant can select the corresponding parameters
according to the actual requirement and personal preference. Experimental analysis and comparison results
verify the feasibility, effectiveness, and superiority of our method. Finally, we summarize the work of this
paper and point out the future development direction.

INDEX TERMS Access control, cloud service, privacy protection, trust permission, tradeoff.

I. INTRODUCTION
The convenience and economy of cloud computing services
are very popular in the current network services. There are
a lot of valuable resources in the cloud system, which has a
great attraction to attackers. Due to the complexity of cloud
computing structure and the dynamic market environment,
cloud users are widely distributed and complex, so only the
legitimacy of identity can’t guarantee the reliability of behav-
ior. Since an attack is a series of malicious acts, it is necessary
to effectively control the identity authentication and access
behavior of legitimate users in the cloud, and try to avoid the
legitimate users damaging cloud resources through malicious
operations.

Privacy is a kind of personal information that has nothing
to do with the public interest and group interest and is not
wanted or inconvenient to be known by others. Effective iden-
tity authentication can not prevent such attacks. So effective
control of cloud user behavior is the focus of cloud security
research. To prevent privacy data disclosure, data institutions
usually adopt certain privacy protection technology to hide
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the sensitive attributes of users. Whether the processed data
will leak the privacy, and how much the impact on the data
available is the key factors affecting the data release. There-
fore, research on privacy measurement is imminent.

The access control technology is a method of using one or
more groups of policies to explicitly grant or control access
rights and scope. It can prevent the invasion of illegal users
by the improper behavior of legitimate users by controlling
the operation of important resources, to ensure the legal use
of network and system resources. At present, the traditional
access control methods are difficult to adapt to the dynamic
and complex network environment, so a new cloud service
access model needs to be designed with the following advan-
tages: (1) support and adapt to the dynamic changes of the
cloud service environment. (2) The integration of a variety
of privacy security protection mechanism, while ensuring
fast performance. It provides a reliable privacy protection
function.

The quantification of privacy and trust involves many
factors. It is an important standard of high reliability and
security for cloud services to evaluate the quantification of
privacy and trust accurately and objectively. Therefore, it is
necessary to construct a suitable weight method based on
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its characteristics. The relationship between trust and privacy
is very close. To some extent, the two can be said to be
opposite to each other, and trust technology is widely used
in cloud services. Therefore, it is necessary to put forward a
new approach to study the access control of cloud computing
services under dynamic trust privacy.

This paper focuses on the properties of services and users
as well as trust and privacy. Based on the analysis of the
attributes of service and user, the concept of quantifiable ser-
vice and trust is proposed, and access control has enough scal-
ability and flexibility. At the same time, according to the idea
of quantifying trust, privacy, and services, we extend the
concept of service and propose an access control model. The
main contributions of the paper are summarized as follows:
1) We add the concept of obligation and purpose into access
control and establish the privacy information tree and privacy
policy tree, propose the privacy disclosure rule.
2) We establish a new trust evaluation model and give the
corresponding weight algorithm to effectively overcome the
shortcomings of subjective imprecision.
3) We quantify the privacy information with the normal space
concept and correlation coefficient method.
4) We propose a tradeoff relationship model between trust
permission and privacy protection, give the optimal policy
solution, a participant can select the corresponding param-
eters according to the actual requirement.

The structure of this paper is as follows. In section 2,
we conclude some related work on trust, security, and
privacy protection in the network service. In section 3,
we present the related concept definitions based on trust, obli-
gation, purpose, privacy information tree, trust permission
function, and other elements. In section 4, we establish a
multi-attribute trust evaluation model based on information
entropy. In section 5, we propose a privacy metrics model
based on normal space and correlation coefficient method.
In section 6, we research and construct a trade-off policy
relationship model between privacy and trust. In section 7,
we design and discuss several experiments. In section 8,
we summarize research and discuss future work.

II. RELATED WORK
A lot of researchers have put forward a variety of schemes
and achieved a lot of research results. Based on the research
content of this paper, we mainly analyze and compare the two
types of research results.

A. PRIVACY METRICS AND MANAGEMENT
Lack of knowledge and control of data sharing will increase
the threat to customer data and reduce the trust of these
systems [1], [2]. Ranchal and Bhargava et al. in [3] proposed
an efficient solution to implement security policies in web
services, which can protect data privacy, enable data own-
ers to control data disclosure decisions, and reduce illegal
access risk, however, the execution of policies required high
communication performance. Based on the privacy quantity,
Kim and Park et al. in [4] discussed the factors that affect the

willingness of the Internet of things services, which provided
enlightenment and insight for the trade-off between privacy
and willingness. But it was difficult to adapt to the per-
sonal requirement. Martin et al. in [5] measured the relative
importance of violating privacy expectations to consumer
website trust, the results showed that consumers pay more
attention to privacy, but it can’t provide the ability to control
the experience online. Sun et al. in [6] proposed an access
control model based on trust evaluation and designed relevant
experiments to evaluate adaptability, accuracy, and efficiency.
However, the relationship between privacy and trust was less.
Oukemeni et al. in [7] proposed a general framework to guide
the development of privacy measurement and provided an
indicator to measure privacy protection; however, the oper-
ation of privacy parameters is difficult.

To ensure the availability of electronic data sources,
Sankar and Rajagopalan et al. in [8] proposed a framework to
quantify the privacy of personal identifying information and
provide quantifiable benefits for multiple legitimate informa-
tion consumers; however, it needs anonymity guarantee and
has a small scope of application. Afifi and Zhou et al. in [9]
constructed a new multivariate privacy feature quantification
model, analyzed the sensitivity of identifiers, and proposed
two different measurement methods to quantify privacy dis-
closure; however, there is a lack of optimization research
on the information publication. Wang and He et al. in [10]
proposed a two-stage framework to calculate the average
value, which can achieve the optimal calculation accuracy on
the premise of meeting the privacy requirements; however,
the influence of the node on the calculation accuracy still
needed further study.

B. PRIVACY AND MULTIPLE FACTORS
In cloud service, there are conflicts between privacy pro-
tection and utility. Padakandla and Kumar et al. in [11]
accurately described the utility privacy trade-off in database
cleaning, analyzed the general distribution of data, and mea-
sured the fidelity between the histogram of the original
database and the antivirus database; however, the vulnerabil-
ity of query response mechanism needed a more pragmatic
quantity. Salama and Li et al. in [12] used the concept of
region to deal with the privacy disclosure, maximize the use
of utility and probability location deployment, and meet the
requirements of privacy; however, the tradeoff still needs to
be further studied from the perspective of game theory. Asikis
and Pournaras et al in [13] proposed a general and novel
privacy utility trade-off, analyzed the impact of diversity
on privacy utility trajectory in information autonomous data
sharing; however, it was difficult to meet the personalized
privacy protection. Rassouli and Gündüz et al. in [14] intro-
duced total variation distance to measure privacy leakage,
solved the trade-off between utility and privacy, and pro-
vided the boundary of privacy leakage measured by mutual
information; however, the accuracy of parameter attribute
weight quantizationwas poor. Khokhar and Chen et al. in [15]
quantified the trade-off between privacy and utility in health
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data publishing and proposed an analysis cost model to share
personal health data; however, the calculation of this scheme
was complex and lacked the research of attribute weight.
Sun et al. in [16] proposed a trade-off model between privacy
and trust, which can effectively protect users’ privacy; how-
ever, the relationship between privacy and trust was relatively
simple and lacked personalized privacy protection methods.

The data owner is usually reluctant to disclose their sen-
sitive personal data and real identities to data consumers.
In [17], users can decide to publish data items according
to the aggregation opinions, who can adjust the parame-
ters to make a balance between data sharing and privacy
protection, but the privacy threshold setting was random.
Niu and Zheng et al. in [18] proposed an effective combi-
nation of authenticity and privacy protection, which adopted
encryption and signature to effectively maintain identity
protection and data confidentiality; however, it was diffi-
cult to adapt to the real data service market. Pham and
Yeo et al. in [19] designed a context-aware trust manage-
ment scheme and proposed a secure and flexible frame-
work to manage trust and privacy; however, the protocol
was complex and the practicability was low. Verginadis
and Patiniotakis et al. [20] proposed a new overall access
control framework, supported the combination of effec-
tive context-aware access control strategies; however; the
evaluation of access control rules was complex. In [21],
the learning algorithm can converge to equilibrium, each
user can achieve a balance between accuracy and privacy,
but the game equilibrium research lacked the incentive
mechanism.

How to protect the data privacy of statistical information
has become the focus of attention. Zhang and Zhou et al.
in [22] studied the issue of data publishing, used interactive
differential privacy policy to count the privacy leakage, but
the burden of computation was heavy. Qiao and Liu et al.
in [23] proposed a data publishing algorithm based onwavelet
transform, get a better partition structure, to improve the accu-
racy of the histogram counting query, but the adaptability was
poor. Gai and Zhu et al. in [24] proposed a multi-layer access
model of privacy protection in fog computing, to achieve the
balance between privacy protection and computing costs, but
the complexity was high and the burden of communication
was heavy.

There are some problems in privacy protection and trust
quantification in these above articles, such as the lack of
accuracy and reliability, the relativelyweak practicability, and
dynamic adaptability. So we synthesizemany factors and give
a new solution based on the actual need.

III. THE BASIC MODEL AND RELATED CONCEPTS
In cloud computing, with the unrestricted access of users, ser-
vices, and resources to the network, the mapping relationship
changes dynamically. Therefore, we propose a new model
to adapt to the dynamic relationship between the openness
of the network environment and the trust permission and
privacy (Fig. 1).

FIGURE 1. The overall framework of the main research content.

A. SERVICE QUANTIFICATION MODEL
1) Definition1: The set User = {u1, u2, · · · , un} of users
in the system ui = {uidi, uattri1, uattri2, · · · uattrin} refers
to a ui subject that can access network services, which is
composed of uid and a group of attributes uattr .
2) Definition 2: Service set Service = {s1, s2, · · · , sn}

is provided by the system for users, si = {sidi, sattri1
, sattri2, · · · , sattrin} is composed of service sid and a set of
service attribute identifiers sattr .
3) Definition 3: attar refers to the characteristic of an entity

in a certain aspect. In this model, it includes user attribute
uattr and service attribute sattr .
4) Definition 4: Condition refers that users should meet

to obtain the specified authority. It includes time trigger
condition, authorization time condition, etc.
5) Definition 5: Assume that Tu(uattr, t) represents the

trust evaluation of user u, we can get the formula (1):

Tu(uattr, t) =
n∑
i=1

ωiYi (1)

Yi is the value of ith attribute, ωi is the attribute weight, t is
the time stamp.
6) Definition 6 (Quantify Service Trust): Suppose that

Ts(sattr, condition) represents the evaluation of the access
control system’s trust to the quantitative service s, which is
called the service trust degree,

Ts(sattr, condition) =
n∑
i=1

λiQoS(si) (2)

where sattri is the service attribute set, QoS(si) is the value
of service si, λi is the importance of the service si, condition
is the trigger condition. Service trust is the result of attribute
calculation and the basis of permit allocation.
7) Definition 7 (Total Trust Evaluation): TG(uattr, sattr, t,

condition) represents the trust evaluation of user and service,
which is the total trust.
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FIGURE 2. Example of purpose tree.

TG(uattr, sattr, t, condition) = Tu ⊗ Ts represents the prod-
uct of the attribute evaluation.
8) Definition 8 (Service Authorization): S = {s1 ,

s2 , · · · , sn} can be divided into n units, trust space is recorded
as C = {c1 , c2 , · · · , cm},ci ∩ cj = ∅(i 6= j), c1 < c2 <
· · · cm, ck+1 > ck , besides,C is an ordered partition class, and
the function 9 between user trust and service trust is called
trust service authorization. It can be expressed as:

9(TG) = 9(Tu ⊗ Ts) =



sn, cm < Tu ⊗ Ts ≤ 1
sn−1, ck−1 ≤ Tu ⊗ Ts < ck
...

...

s2, c1 ≤ Tu ⊗ Ts < c2
s1, 0 ≤ Tu ⊗ Ts < c1

(3)

When a user requests a service from an access control system,
the confidence interval of the service should be determined
according to the trust degree Tu ⊗ Ts.

B. PURPOSE, OBLIGATION AND PRIVACY PROTECTION
In a network system, all the target sets are usually represented
by a tree�. Each node in the tree� is an element of the target
set. The edge between two nodes represents the hierarchical
relationship among the purpose (Fig. 2).

According to the relationship between the purpose and the
object, the purpose can be divided into two categories: the
purpose of access and the Intend purpose.

Access purpose: Purpose AIP refers to the intention of
the access control principal to initiate an access request for
resources, which is determined by the access control system.

Intended purpose: the intended purpose refers to the pur-
pose specified when the resource is collected. The intended
purpose can be divided into two types: allow and prohibit
purpose. The former indicates that the resource provider spec-
ifies what the resource can be used, and the latter indicates
that the resource provider specifies what the resource cannot
be used. For the purpose IP, it can be expressed as:

IP =< AIP,PIP > AIP, PIP ⊆ � (4)

where AIP and PIP represent the allowable and prohibited
purpose sets, respectively, and they are all subsets of the IP.

FIGURE 3. Privacy information unit.

According to AIP and PIP in the destination tree �, we can
get the compatible destination set IP, which is expressed as
IP∗. To represent set IP∗, three operators ↑, ↓ and l are
introduced here. For the destination setZ ⊆ �,Z↑ represents
the nodes in the Z and their ancestors, Z↓ represents the
nodes in the set Z↓ and their descendants, Zl represents the
nodes in the set Z and their ancestors and descendants, then
Zl = Z↑ ∪ Z↓:

IP∗ = {Z|Z ∈ AIP↓,Z /∈ PIPl} (5)

It can also be expressed as IP∗ = AIP↓ − PIPl.
Purpose compatibility: gave the expected purpose set IP,

when the access control system obtains the purpose, it needs
to make compatibility judgment. This process is recorded as
compliace_check(AIP, IP):

compliace_check(AIP, IP) =

{
true, if AIP ⊆ IP∗

false, otherwise
(6)

Here is a specific example of the purpose of com-
patibility judgment. In the purpose tree (Fig. 2), given
IP =< {Admin,Direct-Use}, {D-Phone} >, we can get that

AIP↓ = {Admin, Advertising, Record, Direct-Use,

D-Address, D-Phone}

PIPl= {D-Phone,Direct-Use, Marketing, General Purpose}

so, IP∗ = {Admin, Advertising, Record, D-Address}, in this
case, the purpose of the access request can be for the ele-
ments in the collection IP∗; otherwise, compliance_check
will return incompatibility.

The obligation also plays an important role in the access
control system. All obligations have a corresponding subject,
function description, and time baseline, such asObligation =
{subject, trigger, action}. Once the user’s obligations are
assigned, they will be tracked and upgraded through the event
monitor.

C. PRIVACY INFORMATION AND PRIVACY POLICY TREE
In the current access control system, privacy information
usually exists as a whole. In this paper, for a piece of cer-
tain privacy information PI = (PI1,PI2, · · · ,PIi, · · · ,PIn),
we can divide the whole information unit into several sub
information PI1,PI2, · · · ,PIi, · · · ,PIn form a chain infor-
mation flow PI1→ PI2→ PIi→ PIn, as shown in Fig 3:
Suppose that |PIi| is the sensitivity value of privacy infor-

mation, it has the following properties:

|PI1| ≥ |PI2| · · · |PIn| (7)

In Fig 4, ‘‘Apartment building 69, West, No. 800, Dongchuan
Road, Minhang District, Shanghai’’ can be expressed as
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FIGURE 4. Example of privacy information tree �2.

FIGURE 5. Tree example of the privacy policy tree.

‘‘Apartment building 69→West→ No-800→ Dongchuan
Road → Minhang District → Shanghai city’’, the user’s
privacy information set can be represented as a tree �2,
the node-set is represented by IP∗2.
According to the user’s privacy settings for the information

unit, we can get the corresponding privacy policy tree�3. The
nodes in �3 correspond to the nodes in the �2 one by one.
IP∗3 is the node-set of �3, then the mapping relationship is
calledMapping : IP∗

3
→ IP∗2. For any node e ∈ IP

∗

3, it can be
expressed as:

e = (Tmin, IP,OB) (8)

Let �2i = Mapping(e),Tmin represents the minimum
trust level of the node �2i in the privacy information tree
�2, IP represents the intended purpose of a node �2i, OB
represents the obligation set IP. The privacy policy tree is
shown in Fig 5. From the Figs 4-5, we can see that the
policy unit corresponding to the ‘‘student number’’ of the
privacy information unit is (4, <Admin,∅ >, {Log}), which
means that the minimum trust level of student information
is 4, and the access purpose is admin, and the log is required
to access the student information, the specific process is
in Table 1.

TABLE 1. Algorithm 1.

IV. TRUST EVALUATION
Trust is affected by multi-attribute. The attribute weight is
very important to the accuracy of evaluation. This paper uses
a comprehensive weight method to overcome the randomness
of the subjective method.

A. SERVICE TRUST
If there are n services and each service has m attributes
QoS = {q1, q2, · · · , qm}. qij represents the ith service and
jth attri-bute, we can get the following expression:

QoS =


q11 q12 · · · q12
q21 q22 · · · q2m
...

...
. . .

...

qn1 qn2 · · · qnm

 (9)

In the attributes matrix QoS, the larger the value of some
attributes, the lower the quality of service; the larger the value
of some attributes, the higher the quality of service, such
as confidentiality, reliability, etc. These values need to be
normalized, each element in the QoS can be normalized in
formula (10):

q′ij =


qij − qmin

qmax − qmin
, qmax − qmi n 6= 0

1, qmax − qmin = 0
(10)

Both qmin and qmax represent the minimum and maximum
values of a column in the QoS.
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The normalized attribute value is used to calculate theQoS,
as shown in formula (11):

QoS(si) =
1
m

m∑
j=1

q′ij (11)

After calculating the comprehensive valueQoS of the service
and the user’s evaluation, the service reputation is calculated
as follows:

Ts(si) = λi × QoS(si) (12)

Ts(si) is the trust degree of the service, QoS(si) is the com-
prehensive evaluation value of si ; qij is the evaluation value
of user uj for the service si, qij ∈ [0, 1]; λi ∈ [0, 1] is
the weight value. Calculation of service attributes based on
entropy weight is as follows:

qi = −k
m∑
i=1

pij· ln pij, pij = qij

/
m∑
i=1

qij,

(i ≤ j ≤ n), k = 1/ lnm (13)

Weight of the jth attribute is

λi = (1− qi)/
m∑
i=1

(1− qi), (1 ≤ i ≤ m),

0 ≤ λi ≤ 1,
m∑
i=1

λi = 1 (14)

B. USER TRUST
Based on the complexity of trust and the related concepts
described in the above chapters, we introduce the following
trust attribute functions [6], [16].

1) CREDENTIAL TRUST ATTRIBUTE
If there are n services and each service has m attributes
QoS = {q1, q2, · · · , qm}. qij represents the ith service and
jth attribute, we can get the following expression:

Y1 =
n∑
j=1

rcj/n (15)

RC = {rc1, rc2, · · · , rci, · · · , rcn} represents a satisfaction
degree, rcj ∈ [0, 1] is the satisfaction degree of the jth
credential.

2) FEEDBACK TRUST

Y2 =


∑n

k=1 (ρ(Fk )× Y1(Fk ))∑n
k=1 ρ(Fk )

n 6= 0

0 n = 0
(16)

ρ(Fk ) =


1 , level = 0
n∏

m=0

Y1(um, un) , 6 ≥ level > 0
(17)

ρ(Fk ) is a trust feedback factor, {F1,F2, · · ·Fn} is set of
feedback node, according to the ‘‘Six Degrees of Separa-
tion’’ [25], 6 ≥ level ≥ 0 represents the layer of the feedback
trust node.

3) OBLIGATION TRUST

Y3 =

∑
d∈D

d × ν × GB∑
d∈D

d × ν ∗ GB+
∑
d∈D

d × ν ∗ OB
(18)

ν represents the obligation weight; d represents the number
of successful obligations; OB represents the number of fail
obligations in a certain time; GB represents the number of
obligations in a certain time; D is the total number of obliga-
tions in the system [6].

4) TRUST RISK

RK (si) = si × (1− Ts(si)) = 9(Ts(si))× [1− Ts(si)] (19)

Y4 = 1− RK (si) (20)

si represents the quality of service provider. The si is greater,
the risk is greater. According to formulas (19) and (20), risk
and service have an inverse proportional relationship [6].

5) PRIVACY FEEDBACK

Y5|Event = (
n∑
j=1

|PI ′j |)/(
m∑
i=1

|PIi|), m ≥ n (21)

PI = (PI1,PI2, . . .PIm) is the privacy interaction informa-
tion between ui and uj,PI ′ = (PI ′1,PI

′

2, . . .PI
′
n) is the disclo-

sure privacy information, Event is expressed as a privacy leak
event.
|PI ′| = (|PI ′1|, |PI

′

2|, . . . . . . |PI
′
n|) and |PI | = (|PI1|, |PI2|

, . . . . . . |PIm|) are the value of PI = (PI1,PI2, . . . PIm) and
PI ′ = (PI ′1,PI

′

2, . . . PI
′
n).

6) WEIGHT OF TRUST ATTRIBUTE
W = (ω1, ω2, · · · , ωm) expresses the eight of the trust
attribute [6], [16], [26], we get ‘‘Or metric method’’

Orness(W ) =
1

m− 1

m∑
i=1

(m− i)ωi

and ‘‘maximumdispersion degree’’Disp(W ) = −
m∑
i=1
ωi lnωi

, 0 ≤ Disp(W ) ≤ lnm, which satisfies three conditions:

max imize : −
m∑
i=1

ωi lnωi (22)

Orness(W ) = α, α ∈ [0, 1] (23)
m∑
i=1

ωi = 1, ωi ∈ [0, 1], i = 1, 2, · · ·m (24)

Further, we get formulas (25)-(28):

α = Orness(W ) =
1

m− 1

m∑
i=1

(m− i)ωi (25)

lnωi =
i− 1
m− 1

lnωm +
m− i
m− 1

lnω1 ⇒

ωi =
m−1
√
ωm−i1 ωi−1m (26)
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TABLE 2. Algorithm 2.

ω1[(m− 1)α + 1− mω1]m

= [(m− 1)a]m−1[((m− 1)a− m)ω1 + 1] (27)

ωm =
((m− 1)α − m)ω1 + 1
(m− 1)a+ 1− mω1

(28)

In Table 2, m is a definite value, the key is how to give the
value of a reasonably.

V. PRIVACY MEASUREMENT ANALYSIS
Whether the data will leak the privacy, how much the impact
on availability is the key factor. To make the expression of
privacy information, we propose a measurement model.

A. METRIC SPACE
In mathematics, the distance between any elements can be
definable in the metric space.
Definition 9. (Metric Space): Suppose that < is a

non-empty set, for two elements x, y in the <, 8(x, y) rep-
resents the distance between two elements, which has two
characters: (1) 8(x, y) ≥ 0,8(x, y) = 0, and x = y; (2) If
z ∈ <,8(x, y) < 8(x, z) + 8(y, z).8(x, y) is the distance
between two points x, y. (<,8) is called as metric space
according to the distance.

According to the definition 9, the following properties can
be obtained:

8(x, y) = 8(y, x), x, y, z ∈ <,

× |8(x, z)−8(y, z)| < 8(x, y).

Norm is a basic concept in performance analysis, which is
often used to measure the length or size of each element in the
metric space. Let n(n1, n2, · · · , nk ) be a vector, A = (ai,j)m×n
is a matrix:

Vector 1-norm

||n||1 =
k∑
i=1

|ni| (29)

Vector 2-norm

||n||2 = (
k∑
i=1

n2i )
1
2 (30)

Matrix F-norm

||A||F = (
m∑
i=1

n∑
j=1

a2i,j)
1
2 (31)

B. PRIVACY QUANTITATIVE MODEL
In this paper, the privacy vector is defined as an index in
the measurement space, and its influence size in the privacy
value is determined by the relationship among the influential
factors. The privacy vector (2-norm) is used to represent the
size of the privacy value.

Assume that a piece of privacy information is
PIi = (θ1, θ2, · · · , θi, · · · , θn), θi represents the privacy
factor related to the user’s privacy, then the privacy value |PIi|
of PIi can be expressed as

|PIi| =
2
√
(β1θ1)2 + (β2θ2)2 + · · · (βnθn)2

= 2

√√√√ n∑
i=1

(βi × θi)2, i = 1, 2, · · · , n. (32)

where βi is the weight coefficient of the influence factor θi.
The correlation coefficient is an objective weight method

to eliminate the influence of duplicate information on the
comprehensive evaluation results, which have significant the-
oretical and practical significance. Calculate the correlation
coefficient matrix, the original data contains n factors, stan-
dardize the original data, then the correlation coefficient
matrix:

R =


r11 r12 · · · r1n
r21 r22 · · · r2n
...

...
. . .

...

rn1 rn2 · · · rnn

 (33)

After standardization, it can be simplified as:

R = (rij)nn (34)

Calculate the sum value of (1− rij) in the jth column:∑
(1− ri1),

∑
(1− ri2), · · ·

∑
(1− rij) (35)

The result of
∑

(1− rij) row vector is larger, the influence in
the comprehensive evaluation system is greater, so we should
give more weight.

Assume that Ii is the information quantity of ith factor,
the various results of indicators can be considered by select-
ing the standard deviation σi. The conflict characteristics
between the ith standard and other standards are measured by
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∑
(1− rij), rij represents the correlation coefficient between

the ith and the jth factors, Ii can be expressed as follows:

Ii = σi
n∑
i=1

(1− rij) (36)

The result Ii is larger, the amount of data in the ith criterion is
larger, and the importance is more. Therefore, the weight βi
of the ith factor is as follows:

βi = Ii/
n∑

i=1‘

Ii (37)

VI. TRADEOFF RELATIONSHIP BETWEEN PRIVACY
AND TRUST
The relationship between service providers and consumers is
dynamic, it can be divided into three categories: privacy pro-
tection priority, trust permit priority, and the tradeoff between
privacy and trust.

A. PRIVACY PROTECTION PRIORITY P − T Policy1
Disclosing the least privacy information to establish a privacy
trust relationship, (P � T )/T means privacy protection
priority:

F(T ,P) = fPmin(T ,P), (P � T )/T (38)

The steps of policy selection are as follows:

1) PRIVACY INFORMATION SELECTION
Assuming that the trust of the interactive object is T0,
under this condition, according to the privacy protection
policy, the disclosure privacy information is PI (s) =
{PI1,PI2, · · ·PIr }, then the amount of privacy information is
as follows:

|PI1| =
r∑
i=1

|PIi| (39)

To realize interaction, an entity needs to disclose |PI2|(|PI2|
≤ |PI1|), calculate the amount of privacy information of
each element in set PI (s) = {PI1,PI2, · · ·PIr } respectively,
and the result is {|PI1|, |PI2|, · · · |PIr|}, select the privacy
information from set PI (s).

2) POLICY SOLUTION
In essence, the choice problem of disclosing privacy informa-
tion is to solve the optimal problemQ1, the objective function
is the minimum value of |PI3|, and the solution is the vector
b = [b1, b2, · · · br ].

Q1,

{
Min |PI3| = b1 × |PI1| + b2 × |PI2| + · · · br × |PIr |
st, |PI3| ≤ |PI2|

(40)

The element bi(i ∈ [1, r]) in the solution vector b =
[b1, b2, · · · br ] is the Boolean value of the ith element in the
set PI (s) = {PI1,PI2, · · ·PIr }, and the disclosure privacy
information is {|PI1|, |PI2|, · · · |PIr |}.

B. TRUST PERMISSION PRIORITY P − T Policy2
Selective private information for maximum trust permission
(T � P)/P represents permission priority:

F(T ,P) = fTmax(T ,P), (T � P)/P (41)

The steps of policy selection are as follows:

1) TRUST VALUE EVALUATION
Suppose that the trust is T0, according to the privacy
protection policy, the privacy information disclosed is
set PI (s) = {PI1,PI2, · · ·PIr }, the sum of the privacy infor-
mation set PI (s) is |PI1|.

2) PRIVACY INFORMATION SELECTION
To realize the interaction, the amount of disclosure privacy
information is |PI2|(|PI2| ≤ |PI1|), and the trust value of
PI (s) is {T1,T2, · · ·Tr}.

3) POLICY SOLUTION
The choice problem of disclosing privacy information to
obtain maximum trust is to solve the optimization problem
Q2, the function is the maximum value of |PI3|, and the
solution is a vector b = [b1, b2, · · · br ]:

Q2,

{
Max |PI3| = b1 × T1 + b2 × T2 + · · · br × Tr
st, |PI3| ≤ |PI2|

(42)

The element bi(i ∈ [1, r]) is the Boolean value of the ith
element in the set PI (s), and the corresponding trust amount
of each element in the set PI (s) is {T1,T2, · · · Tr }.

C. BALANCE PRIVACY AND TRUST P − T Policy3
The policy aims to balance between privacy and trust, and
satisfies the relationship between the formula (38) and the
formula (41). The essence of the policy is as follows:

F(T ,P) = φ • fpmin(T ,P)+ ψ • ftmax(T ,P), (φ + ψ = 1)

(43)

The steps of policy selection are as follows:

1) PRIVACY INFORMATION SELECTION
To achieve interaction, the amount of privacy information
that entities need to disclose is |PI2|(|PI2| ≤ |PI1|), both
privacy loss and trust gain of PI (s) are {|PI1|, |PI2|, · · · |PIr |}
and {T1,T2, · · · Tr } respectively, and privacy information is
selected from PI (s).

2) PRIVACY LOSS EVALUATION
Assuming that the privacy information requested by the
object is the PI (s), the user will call the formula (32), and
the amount of privacy loss is {|PI1|, |PI2|, · · · |PIr |}.

3) TRUST VALUE EVALUATION
The sum of the privacy information of the PI (s) is |PI1|,
and the trust evaluation method is called to calculate the
{T1,T2, · · · Tr } in the PI (s) = {PI1,PI2, · · ·PIr }.
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FIGURE 6. Architecture of our experiment.

TABLE 3. Data record of address information.

4) POLICY SOLUTION
The essence of privacy information disclosure selection is
to solve the optimal problem Q3, which balances privacy
protection and trust permission, the function is the |PI3|,
the vector is b = [b1, b2, · · · br ].

Q3,


|PI3| = b1 × (φ|PI1| + ψT1)+ b2 × (φ|PI2| + ψT2)

+ · · · br (φ|PIr | + ψTr )
φ + ψ = 1

(44)

The element bi(i ∈ [1, r]) is the Boolean value of the ith
element, both φ andψ can be selected by specific application.

VII. EXPERIMENT ANALYSIS
To verify the feasibility of the privacy protection in this
paper, our model is implemented in this experiment part. The
parameters: Intel Core i5-3230m 2.6GHz processor, 8.0GB
memory, 64-bit Windows 10, MySQL server 5.6.

A. SYSTEM IMPLEMENT
In this experiment (Fig.6), the application server deals with
the business logic, the database is responsible for queries by
the application server.

In the paper, we propose to refine the access control mod-
els of trust level and role into ‘SimpleAC’ [1], [6], [20],
which use ‘‘ access_level represents the privacy settings for
address information, as shown in Table 3. For example, three
access_level values (0,1,2) are used to represent three privacy
settings based on relationship type: ‘‘friend visible’’, ‘‘class-
mate visible’’ and ‘‘relative visible’’, or three privacy settings
based on relationship distance and proximity (0,1,2) are used
to represent person visible, friend visible and only self visible.

Further, when user B requests the address information of
user A from the application server, the application server
will send a query request to the address table in the database
server. If the identity of user B meets the requirements of the

access level field set by user A, the application server will
return the value to user B, otherwise, it will return the empty
result or error information.

In Table 4, both item_ID and address_ID are important
keys, the number level is the level of the information unit
in the privacy information tree, the policy is the privacy and
setting e = (Tmin, IP,Ob) corresponding to the information
unit, the value is the content of the information unit.

When user B requests the address information of user
A, the application server will send a query request to the
database server, and use the address ‘‘ID’’ field to find the
corresponding address information unit, and read it row by
row according to the tree ‘‘level from low to high’’.

1) PRIVACY RISK ANALYSIS
To compare the privacy security of ‘‘SimpleAC’’ and our
model, there are the following hypothesis.
Hypothesis 1: For each access decision, the system returns

the permission with probability pr and the rejection with
probability 1− pr, 0 ≤ pr ≤ 1/2.
Hypothesis 2: For privacy information PI1,PI2 · · ·PIn,

when the system returns the PI1 · · ·PIi, the privacy risk is i/n,
0 ≤ i ≤ n.
Assume that the privacy risks of ‘‘SimpleAC’’ and our

model are PR1and PR2 respectively [1]. Because the ‘‘Sim-
pleAC’’ regards privacy information as a whole, the requester
will see the information with probability pr , privacy risk is as
follows:

PR1 = pr · 1+ (1− pr) · 0 = pr (45)

In our proposed model, the privacy information is divided
into n units, the result probability of PI1,PI2 · · ·PIn is pr i,
the privacy risk of the system can be expressed as follows:

PR2 = pr ·
1
n
+ pr2 ·

2
n
+ · · · + prn · 1 =

1
n

n∑
i=1

ipr i (46)

PR = PR1 − PR2 represents the difference of privacy risk
between the ‘‘SimpleAC’’and our model. We get the change
ofPR in the cases of pr = 0.5 and pr = 0.4, as shown in Fig7.
In Fig 7(a), our model has a lower risk than ‘SimpleAC’,

the difference will be more obvious when the number of
the information unit is more. In Fig 7(b), we get PR of the
probability pr in the case of n = 3 and n = 5. The difference
of privacy risk between the two models increases and then
decreases with the change of probability pr , which indicates
that probability pr increases to a certain extent, it will affect
privacy security.

2) PERFORMANCE ANALYSIS
If the user has n kinds of privacy information, according
to the processing of ‘‘visible’’ and ‘‘invisible’’, there are
n∏
i=1

(PTi + 1) kinds of possible results, then our system can

return 2n kinds of results, PTi refers to the number of ith
information split into subunit. Obviously, PTi ≥ 1, then
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TABLE 4. Data records in addressitem.

FIGURE 7. Privacy risk difference, (a) in the cases of pr = 0.5 and pr = 0.4 (b) in the case of n = 3 and n = 5.

TABLE 5. Attributes of QWS.

n∏
i=1

(PTi + 1) ≥ 2n, our system has a finer granularity.

Because of the finer granularity of our model, privacy infor-
mation is no longer the ‘‘visible’’ and ‘‘invisible’’. As long as
users can set up reasonable policies in the privacy information
tree, there will be no risk of privacy disclosure.

B. PERFORMANCE METRICS ANALYSIS
In this section, we design several experiments to compare
with the other two methods, Kirsten et al. [5] (The penalty
for privacy violations: How privacy violations impact trust
online), Xu and Chun et al. [17] (Trust-Based Collaborative
PrivacyManagement in Online Social Networks). The dataset
is on the http://www.uoguelph.ca/qmahmoud/qws/, (Table 5).

We design experiments of privacy loss and trust value
under three different environments: privacy protection

(φ = 1, ψ = 0) or trust permission (φ = 0, ψ = 1),
the tradeoff between privacy and trust (0 < φ,ψ < 1), these
specific parameters are as follows:
(1) The disclosure of privacy information requires more than
one kind of trust certificates;
(2) There are 9 kinds of privacy attributes, and the categories
of public privacy information are randomly generated;
(3) We randomly generate the service 50 times to calculate
the mean value.

1) PRIVACY RISK ANALYSIS
In Figs 8-10, the horizontal axis represents the number of pri-
vacy categories, the vertical axis represents the measurement
results.

In Fig 8 (a) and (b), under the trust permission priority,
as the experimental process progresses, the privacy loss of our
model is 0.376 and 0.624 less than [17] and [5], respectively,
and the trust value of our model is 0.135 and 0.324 more
than [17] and [5], respectively.

In Fig 9 (a) and (b), under the trust permission priority,
as the experimental process progresses, the privacy loss of our
model is 1.645 and 0.623 less than [17] and [5], respectively,
and the 9trust value of our model is 1.042 and 1.352 more
than [5] and [17], respectively.

In Fig 10 (a) and (b), under the tradeoff between privacy
and trust (φ = 0.3, ψ = 0.7), as the experimental pro-
cess progresses, the privacy loss of our model is 1.645 and
1.726 less than [17] and [5], respectively, and the trust value
of our model is 0.615 and 0.765 more than [5] and [17],
respectively.

In Fig 10 (c) and (d), under the tradeoff between pri-
vacy and trust (φ = ψ = 0.5), as the experimental pro-
cess progresses, the privacy loss of our model is 0.686 and
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FIGURE 8. Experimental comparison under the privacy protection priority, (a) Privacy loss, (b) Trust value.

FIGURE 9. Experimental comparison under the trust priority, (a) Privacy loss, (b) Trust value.

FIGURE 10. Experimental comparison under the tradeoff between privacy and trust, (a) Privacy loss, (b) Trust value; (c) Privacy loss, (d) Trust value,
(e) Privacy loss, (f) Trust value.

0.825 less than [17] and [5], respectively, and the trust value
of our model is 0.545 and 0.746 more than [5] and [17],
respectively.

In Fig 10 (e) and (f), under the tradeoff between privacy and
trust (φ = 0.7, ψ = 0.3), as the experimental process pro-
gresses, the privacy loss of our model is 0.605 and 0.754 less
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FIGURE 11. Service success rate of three models, (a) Privacy protection priority (φ = 1, ψ = 0), (b) Trust permission priority (φ = 0, ψ = 1), (c) Tradeoff
between privacy and trust (φ = ψ = 0.5).

FIGURE 12. Trust accuracy (a) MAD, (b) RMSE, (c) MAPE.

FIGURE 13. Privacy disclosure, (a) privacy protection priority, (b) trust priority, (c) tradeoff between privacy and trust.

than [17] and [5], respectively, and the trust value of our
model is 1.005 and 1.225more than [5] and [17], respectively.

In [5], the relationship between trust and privacy is rela-
tively simple, lacking a dynamic privacy protection mech-
anism; in [17], there is a lack of impact of trust feedback
on privacy disclosure. Our model avoids these shortcomings,
integrates the obligation and purpose mechanism and various
factors into the privacy and trust model, and establishes a
dynamic tradeoff relationship between trust and privacy.With
the increasing number of privacy attributes, our model has a
better adaptability and has obvious and stable advantages than
literature [17] and [5].

2) SERVICE SUCCESS RATE
Continuing with the previous part, we compare the ser-
vice success rates of the three models. The horizontal axis

represents the number of transactions, and the vertical axis
represents the service success rate.

In Fig 11 (a), the service success rate is relatively low under
the privacy protection priority; in Fig 11 (b), the service suc-
cess rate is relatively high under the priority of trust authority;
in Fig 11 (c), the service success rate is relatively moderate
under the trade-off relationship between privacy and trust. In a
comprehensive comparison, the service success rate of our
model is stable at about 74%, and the selection of parameters
φ and ψ has about 3% influence on service success rate.

In [5], trust evaluation is affected by privacy deviation
penalty, due to the lack of trust feedback to correct privacy,
privacy protection is relatively weak. In [17], the relationship
between privacy loss and trust value is relatively fixed and
simple. We propose a trust and privacy evaluation model,
establish a tradeoff relationship and dynamically choose trust
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permission or privacy protection, so our model is better
than [17] and [5].

C. ACCURACY COMPARISON OF TRUST EVALUATION
It is to necessary further study the trust accuracy of this
paper, in the next experiments, we introduced synthetic 50K
data [16], each data contains 1000 attributes, and the attribute
value is in [0, 1].

Suppose that At+1 is the true value at t + 1, TGt+1 is
the evaluation value. et is the error at the time t , et =
TGt+1,−At+1, n is the amount of service transaction times.
We introduce three performance indices: mean absolute devi-
ation (MAD), root mean square error (RMSE), and mean
absolute percentage error (MAPE) to measure the accuracy
of trust evaluation.

MAD is expressed as the formula (47):

MAD =

∑n
t=1 |TGt − At |

n
=

∑n
t=1 |et |
n

(47)

RMSE is expressed as the formula (48):

RMSE =

√√√√√ n∑
t=1

(TGt − At )2

N
(48)

MAPE is expressed as the formula (49):

MAPE =
1
n

n∑
t=1

|
et
At
|(×100%) (49)

In Fig 12(a), with the gradual advancement of the number
of transactions, the MAD of our model, [17], and [5] are
finally stable at 0.0928,0.1009 and 0.1145, respectively.

In Fig 12(b), with the gradual advancement of the number
of transactions, the RMSE of our model, [17], and [5] are
finally stable at 0.0865, 0.1001 and 0.1135, respectively.

In Fig 12(c), with the gradual advancement of the number
of transactions, the MAPE of our model, [17], and [5] are
finally stable at 11.21%, 12.71%, 13.05%, respectively.

Ourmodel adopts themechanism of privacy trust feedback,
purpose, and obligation, the relevant weight factors are rela-
tively objective and accurate, both [17] and [5] lack similar
mechanisms. So our model is better than [17] and [5] in the
trust evaluation accuracy.

D. PRIVACY PERFORMANCE COMPARISON
Based on the above synthetic data set, suppose that the user’s
trust level is lower than the threshold of ith access, this is a
privacy disclosure event Edi, the privacy disclosure rate ca n
be expressed as follows:

privacy disclosure rate =
n∑
i=1

Edi/rq (50)

rq expresses all possible transactions, and n is the number of
possible privacy disclosure times.

In Fig 13(a), under the privacy protection priority, as the
experimental process progresses, the privacy disclosure rate

of our model, both [17] and [5] are finally stable at 0.0628,
0.1045 and 0.1209, respectively.

In Fig13(b), under the trust permit priority, as the exper-
imental process progresses, the privacy disclosure rate of
our model, both [17] and [5] are finally stable at 0.1228,
0.1345 and 0.1519, respectively.

In Fig 13(c), under the tradeoff between privacy and trust,
as the experimental process progresses, the privacy disclosure
rate of our model, both [17] and [5] are finally stable at
0.1128, 0.1245 and 0.1369, respectively.

In literature [17], the trust privacy relationship model lacks
the dynamic feedback adjustment mechanism, so it can not
protect privacy well. In literature [5], weight of privacy
attribute lacks objective quantitative formula, which seriously
affects the privacy protection. Our model establishes a pri-
vacy information policy tree, which can also perceive and
filter potentially unsafe hidden danger through trust privacy
feedback and risk obligation factors. Therefore, our model is
better than [17] and [5] in terms of privacy disclosure.

VIII. CONCLUSION
In cloud services, participants often face the dilemma of
service utility and privacy protection [27]. We establish a
dynamic adaptive access control model based on trust per-
mission and privacy protection. Firstly, we add the concept
of obligation and purpose into access control, propose the
privacy information tree and privacy policy tree; second,
establish a new trust evaluation model, and give the weight
algorithm; third, we quantify the privacy with the norm space
and construct a tradeoff relationship model between trust
permission and privacy protection, each participant can select
the corresponding parameters according to the actual require-
ment. Finally, the experimental results show the feasibility
and effectiveness of our research and reflect the advantages
than the other two models.

There are still some shortcomings in this paper, such as
personal requirement is still a problem in cloud privacy pro-
tection. In the future, we will need to further improve our
approach and provide a mandatory mechanism to protect the
privacy of each participant.
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