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ABSTRACT RBFNN with different algorithms and the logic mining method for forecasting constitute the
most significant tools and techniques, which are used to demonstrate the economic growth in the country.
Upon using monthly data spanning from Jan 2016 to March 2020 for the manufacturing of palm oil,
the results mainly revealed that RBFNN-2SATRAAIS is the most accurate and efficient model compared to
RBFNN-2SATRAPSO and RBFNN-2SATRAGA in forecasting the price of palm oil. RBFNN-2SATRAAIS
had the highest average overall accuracy (90.476190%), followed by RBFNN-2SATRAPSO (85.71%), and
RBFNN-2SATRAGA (76.19%). The results also showed that the spot price of palm oil is highly influenced
by the total exports and imports, as well as the production of palm oil, its end-stocks, and Malaysia’s real,
effective exchange rate. By using the data mining technique based on the energy minimization technique,
the logical mining task was carried out. The empirical findings provided useful insights into decision-making
and policy implementations, including the formulation of strategies to help the industry in dealing with
constant price fluctuations and, thereby, enabling the Malaysian palm oil industry to continue its domination
over the international market.

INDEX TERMS Palm oil prices, economic growth, forecasting, artificial immune system, particle swarm
optimization, genetic algorithm, radial basis functions neural network, 2 satisfiability, 2 satisfiability reverse.
Analysis; logic mining.

I. INTRODUCTION
There are many industries, which play a pivotal role in the
Malaysian economy. Among these industries is theMalaysian
palm oil industry that enhances the country’s economic-social
level. This has been demonstrated by the contribution of the
significant palm oil industry in Malaysia. For illustration,
as a key contributor in 2015, palm oil represents the fourth
main contributing product to the country’s national income,
accounting for 63 billion RM of Malaysia’s gross national
income [1].Malaysia has had substantial expertise in the palm
oil industry for more than 100 years. Malaysia has a com-
parative success in the international market and, thus, it has
become a market leader in terms of productivity research and
development. The government ofMalaysia has superintended
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and carried out several frameworks and initiatives to intensify
the predominance of the essential Malaysian industry of palm
oil in the international market, thereby obliquely enhancing
the country’s income. Besides being a key income source
for Malaysia, Malaysia’s Palm Oil Council announced that
the Malaysian palm oil industry contributes to the influential
employment opportunities for more than 650,000 labor and
smallholders and more faraway 3 million people in Malaysia,
whose sustenance is very much dependent on this indus-
try [2]. However, there is fluctuation in prices of palm oil
between down and rise during the previous period as shown in
FIGURE1. This scenario frequently happens along the period
and the gap of the price falls is quite big. Such a fluctuation
trend in the prices of palm oil has increased concerns for those
who are dealing with uncertainties and risks in the oil palm
trade and has influenced the smallholder’s income, whichwill
further affect the country’s revenue in the long run.
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FIGURE 1. The trend of Malaysia’s palm oil price per year.

Therefore, it is crucial to understand the palm oil price
behavior and its affecting attributes in order to ensure a stable
future price and to help in making wise decisions. Therefore,
it is imperative to examine the determinants of attributes of
the price change to properly anticipate these fluctuations in
the price of palm oil over time. The techniques of forecast-
ing were examined in previous studies, but researchers have
implemented conventional forecasting techniques [3]–[5] and
these techniques did not achieve more consistent findings.
New techniques of forecasting exist nowadays, in which,
more reliable findings can be yielded such as using Arti-
ficial Neural Networks (ANN) models in forecasting [6].
A recent study by [7] showed the ability of the recurrent
neural network (RNN) as the building block for the model
of ability-aware Person Job Fit Neural Network (APJFNN)
in training an industrial data set in China. The proposed
model has recorded better accuracy compared with the state-
of-the-art approaches like decision tree, linear regression, and
gradient boosting decision tree. Since most of the aforemen-
tioned logic mining techniques integrate the statistical mea-
sures, an alternative method will be appropriate to facilitate
the learning and testing phase of the recruitment data set.

This paper aims to consider logic mining in the palm oil
price behavior so that a novel method is proposed to identify
the relationship among the attributes of the monthly price of
palm oil and how it affects the output of the palm oil industry
in Malaysia. This can be achieved by using the Radial Basis
Function Neural Network and the logic mining method.

Radial Basis Function Neural Network (RBFNN) has
wide-ranging uses for countless types of problems in busi-
ness, industry, and science [8]. One major use of RBFNN
involves time series forecasting [9]. Many successful applica-
tions suggested that RBFNN can be a promising alternative
tool for both forecasting researchers and practitioners [10].
Research on artificial neural networks (ANN), specifically
the radial basis function neural network is still primitive.

Various metaheuristics have been used to enhance the per-
formance of the neural network various ANN models for
different purposes. According to the No Free Lunch theorem
(NFL), there has been nometaheuristics algorithm, which can
perform better than all other algorithms in all optimization
problems [11]. Motivated by this reason, different algorithms
were proposed to train RBFNN-2SATRA to compare the effi-
ciency and effectiveness of these algorithms and obtain the
best algorithm to train RBFNN-2SATRA. The advantages of
metaheuristics algorithms involve flexibility, self-adaptation,
conceptual simplicity, and the ability to search for a global
optimum rather than a local one [12]–[14]. This paper aims
to explore the training capacity in RFBNN-2SATRA. In this
regard, research is underway for other potential metaheuris-
tics, and they will be explored in the future.

The introduced logic mining method has the capability of
extracting the logical rule between neurons. In [15], a logic
mining method in ANN has been presented by applying the
3 Satisfiability Reverse Analysis method. To improve the
method, [16] proposed a logic mining method by imple-
menting in RBFNN and 2 Satisfiability. The proposed model
showed its capability of extracting the logical rule between
neurons. The power of logic mining can be updated when the
new data is introduced to the database. The newly introduced
data will, therefore, be updated in the data sets, which will
contribute to the new relationship or trend of data. Thus,
it demonstrates the capability of our logic mining models to
work with the Malaysian palm oil price behavior data with
different dimensions and instances. Logic mining techniques
are widely used in several research domains and provide
useful results to guide the decision-makers [11], [17]. The
results of this technique, besides being of interest, can guide
decision-makers. It is worth mentioning that the induced
logical rule of logic mining is always converged to global
minimum energy [18]. The successful development of effec-
tive and efficient logic mining by applying algorithms can
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provide enormous benefits to an organization from a busi-
ness standpoint. These benefits include reduced costs due to
more accurate control, more accurate future predictions, more
effective fault detection and prediction, fraud detection and
control, and automation of repetitive human tasks. According
to Sikora and Piramuthu [19], they presented the design of
a more effective and efficient GA to the logic mining tech-
niques that use the concepts of self-adaptive feature selection
together with a wrapper feature selection method based on
Hausdorff distance measure. In another development to logic
mining, Yuan [20] presented an effective algorithm called
PSOwith the logic mining forMass Sensor Networks. Evolu-
tionary algorithms for improving logic mining have become
a very popular research topic in recent years. Among many
proposed algorithms, the three algorithms that are very simi-
lar and popular include GA, PSO, and AIS.While GA is more
well-established because of its much earlier introduction, the
more recent PSO and AIS algorithms have started to attract
more attention. Many papers were published based on these
algorithms. However, most assessments have been made
empirically with specific cases on a particular application
domain, and the two key performance indicators that were
commonly used for comparison are the solution quality and
solution time. This paper aims to conduct a general qualitative
comparison of the three evolutionary algorithms based on
logic mining. By implementing metaheuristics such as GA,
PSO, and AIS, the proposed logic mining can, therefore,
reduce the error that leads to suboptimal induced logic [12].

The implementation of the 2SAT in the Reverse Analysis
method in extracting the data set is still limited. In fact,
there are no significant attempts and recent developments
in extracting attributes as the factors in terms of system-
atic logical representation that contributed to the Malaysian
palm oil price behavior data. This is the main motivation
behind introducing the systematic variant of logical rule,
2SATRA as the logical representation to properly represent
the extracted logic for the Malaysian palm oil price behavior
data cases. The previous work on the reverse analysis method
by incorporating Horn logical rule in the neural network was
introduced by [21] in processing the monitoring stock in a
departmental store performance dataset. However, the behav-
ior of the data is represented by using a non-systematic
logical rule, where the redundancy of attributes was con-
sidered. In the case of the Malaysian palm oil price behav-
ior data, the attributes and instances consistently vary every
month. Therefore, the systematic logical representation such
as 2SATRA is crucial to analyze the pattern of the Malaysian
palm oil price behavior data set. To sum up, the primary
aim of the present study involves developing a logical rule
to explore the relationship among the candidate’s attributes,
which contributes to making proper anticipation regarding
the fluctuations in the Malaysia palm oil price over time.
To address the problem, the method of Reverse Analy-
sis referred to as the 2 Satisfiability-based Reverse Anal-
ysis method (2SATRA) is utilized for the data extraction
method for the Malaysian palm oil price behavior data set.

The proposed method involves less complicated mathe-
matical formulas and theorems. In order to use a Radial
Basis Function Neural Network (RBFNN) with 2 Sat-
isfiability based Reverse Analysis method (2SATRA) to
make predictions for a realistic problem, the network must
be trained. RBFNN-2SATRA has been trained by using
three algorithms, namely Artificial Immune System algo-
rithm (AIS), Particle Swarm Optimization algorithm (PSO),
in addition to Genetic Algorithm (GA) to extract the best
logic for the Malaysian palm oil price behavior data set.
In this paper, three technologies were proposed, namely
Radial Basis Function Neural Network-based 2 Satisfi-
ability Reverse Analysis with Artificial Immune System
algorithm (RBFNN-2SATRAAIS), Radial Basis Function
Neural Network-based 2 Satisfiability Reverse Analy-
sis with Genetic Algorithm (RBFNN-2SATRAGA), and
Radial Basis Function Neural Network-based 2 Satisfiability
Reverse Analysis with Particle Swarm Optimization algo-
rithm (RBFNN-2SATRAPSO) for extracting the best logic
mining for the Malaysian palm oil price.

This work advances the following contributions: (1) To
convert the Malaysian Palm Oil Price data set into a system-
atic form based on 2 Satisfiability (2SAT) logic. (2) To apply
the 2 Satisfiability Reverse Analysis (2SATRA) method as an
alternative approach in extracting the relationships between
the factors or attributes, which contribute to forecasting the
crude palm oil price in the future in Malaysia. (3) To assess
the capability and accuracy of the 2SATRA approach based
on RBFNN. (4) To utilize various algorithms like GA, PSO,
and AIS to identify the relationships between the factors or
attributes, which contribute to forecasting the crude palm oil
price in the future in Malaysia.

The performance evaluation metrics were adopted to eval-
uate the effectiveness of three algorithms used to train the
RBFNN-2SATRA to extract the best logic mining for the
Malaysian palm oil price data set with a varied Hidden Neu-
rons’ number in the RBFNN’s hidden layer. Thus, to forecast
the future price of crude palm oil, all algorithms were uti-
lized. The results from each algorithm were then compared
to identify the best model in forecasting the crude palm oil
price. This study is significant research since Malaysia is one
of the major exporting countries of palm oil and, therefore,
the results may provide useful insights into ensuring the
competitiveness of Malaysia’s palm oil sector in the global
market. FIGURE 1 shows the trend of Malaysia’s Palm Oil
Price per year.

II. TWO SATISFIABILITY REPRESENTATION (2SAT)
Two Satisfiability (2SAT) can be defined as a specific logi-
cal representation. It strictly comprises 2 variables for each
clause [22]. The 2 SAT properties are summarized as in the
following:

i. A specific set of m logical variables, x1, x2, . . . , xm.
Each of the variables can store a given binary
value xi ∈ {1, 0}, exemplifying correspondingly
TRUE/FALSE.
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ii. In xi every variable is a given set of literals, whereby
positive and negative literals are xm and ¬xm, corre-
spondingly.

iii. Consisting of a specific set of n distinct clauses,
C1,C2,C3, . . . ,Cn. Each of theCi is linked by logical
AND (∧), and every 2 literals form a given single Ci
linked by a logical OR (∨).

Upon using property (i) throughout (iii), 2SAT formulation’s
definition is explicitly defined or P2SAT :

P2SAT =
n
∧
i=1

Ci =
n
∨
j=1

(
xij, yij

)
(1)

An example of P2SAT is:

P2SAT = (A ∨ B) ∧ (C ∨ D) ∧ (¬E ∨ F) (2)

The formulation of both P2SAT is characterized in the
Conjunctive Normal Form (2CNF). This is due to the nature
of CNF Satisfiability, which is conserved compared to forms
like the Disjunctive Normal Form (DNF).

This paper has provided information concerning the price
datasets of the Malaysian palm oil in terms of attributes, i.e.,
variables in the P2SAT , and they are the ANN symbolic rule.

III. RADIAL BASIS FUNCTION NEURAL NETWORK
Radial Basis Function Neural Network (RBFNN) can be
defined as a specifically modified feed-forward neural net-
work of a given hidden, as well as an interconnected layer,
which has been established by [23] and [24]. As opposed to
other networks, RBFNN enjoys further integrated architec-
ture and structure. Regarding its structure, RBFNN comprises
three layers of neurons for specific computation purposes.
The m neurons in the input layer are input data transferred
to a system. The parameters (i.e., center and width), dur-
ing the training phase, are computed in the given hidden
layer. The obtained parameters are utilized for calculating
the given output weight in the given output layer. In order
for dimensionality to be reduced from an input to an output
layer, Gaussian activation’s function is provided, whereby
the Hidden Neuron’s Gaussian activation’s function ϕi (x) in
RBFNN involves [25]:

Q (x) =

∥∥∥∥∥ N∑
j=1

w′ji xj − cj

∥∥∥∥∥
2

2σ 2
j

(3)

ϕi (x) = e−Q(x), (4)

whereby cj, σj refer to center, as well as the width of the given
Hidden Neuron, correspondingly. Based on the present case,
xj refers to the given input value of N the input neurons. Con-
sequently, Euclidean norm ‖‖ from the neuron i throughout
the neuron j involves:∥∥∥∥∥∥

N∑
j=1

w′ji xj − ci

∥∥∥∥∥∥ =
√√√√√ N∑

m=1

 N∑
j=1

w′ji xj − ci

2

(5)

whereby w′ji refers to the given input weight amid input
neuron j, as well as Hidden Neuron i. Structurally, xj refers
to the given input data in a training set, as well as the given
Hidden Neuron i. ci refers to the Hidden Neuron’s center. The
following equation provides the RBFNN’s final output f (wi):

f (wi) =
N∑
i=1

wi ϕi (xk), (6)

whereby f (wi) = (f (w1) , f (w2) , . . . , f (wN )), referring
to the RBFNN output value and the given output weight
provided by wi = (w 1, w 2, . . . , wN ).

The goal of RBFNN involves obtaining optimum weights
wi, thereby satisfying the chosen value of output. A Hidden
Neuron in RBFNN provides a group of functions that repre-
sent a given input pattern spanned by a Hidden Neuron [26].

IV. 2 SATISFIABILITY REVERSE ANALYSIS METHOD
(2SATRA) IN RBFNN
The main impetus of logic mining involves extracting valu-
able logical rule from the given data sets. This section for-
mulates an improved Reverse Analysis method, which is
the 2 Satisfiability Reverse Analysis method of 2SATRA.
2SATRA refers to a specific logic mining method; it uses the
RBFNN-2SAT models for extracting logical rules from the
given data set. The application of 2 Satisfiability enhanced
Reverse Analysis approach in hybrid RBFNN networks can
be shown using this algorithm:

Step 1:Assuming the binary learning, as well as the testing
Malaysian Palm Oil Price dataset with the outcome of Plearn
(60%) and Ptest (40%) converting all the rawMalaysian Palm
Oil Price dataset to binary [15], [18].

Step 2: Initializing specific input data, the width, as well
as the center of the neurons; assigning all binary data neurons
depending on the first conducted step.

Step 3: Segregating a two neurons’ set for each clause
L1,L2, . . . ,Ln leading to Plearn = 1.

Step 4: Obtaining Pbest by relating the 2SAT clauses fre-
quency in the complete learning Malaysian Palm Oil Price
dataset.

Step 5: Checking clause output weight of hidden layer of
Pbest by using RBFNN-2SATRAGA, RBFNN-2SATRAPSO,
and RBFNN-2SATRAAIS.

Step 6: Extricating the best output weight Wi of Pbest .
Step 7: Finding the neurons’ final state by calculating the

equivalent output of the RBFNN-2SAT following [27] in the
following equation:

sgn(f (wi)) =

{
1, f (wi) ≤ 0
0, Otherwise,

(7)

where f (wi) refers to an output value, as well as an output
weight of RBFNN, i.e., wi.

f (wi) =
∑

ϕi(x)wi, (8)

where ϕi refers to the activation function of input xi in a
hidden layer, as well as Wi, which refers to the weight amid
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FIGURE 2. Methodology flowchart.

input data in a hidden layer, as well as output data in an output
layer.

Step 8: Inducing the entire probable 2SAT logic
PB1 ,P

B
2 , . . . ,P

B
n from neurons’ states.

Step 9: Examining the entire induced logic PBi by contrast-
ing the given outcome for PBi with the Ptest .

Step 10: Obtaining the entire performance evolution,
as well as calculating accuracy.

2SATRA can be defined as a method, which uses the
advantageous feature of the RBFNN, as well as the 2 Sat-
isfiability logic or RBFNN-2SATRA. 2SATRA represents a
feasible method that helps to extract the most ideal logical
rule, which governs the performance of the data set. The
complete flowchart of FIGURE 2 shows the summarized
methodology of this study.

V. 2SATRA IN PALM OIL DATA SET
Palm Oil (PO) data is a data set, which is obtained from the
Malaysian palm oil industry in Malaysia. In this regard, [22]
studied a few variables only in their studywithout considering

other important variables, which may exert a considerable
impact on the prices of palm oil like Crude Oil (i.e.,
petroleum), as well as End-Stocks of Palm Oil, in addition
to the Palm Oil Total Exports, the Production of Palm Oil,
with the Palm Oil Total Imports. This paper aims to bridge
the gap by including relevant determinants such as Total
Exports (MT) of Palm Oil, Total Imports (MT) of Palm Oil,
Palm Oil production, Palm Oil End-Stocks, Malaysia’s Real
Effective Exchange Rate, as well as Crude Oil (petroleum) -
theMonthly Price- USA in order to understand theMalaysian
monthly price for palm oil (USA/Ton) movement. In contrast
to most previous literature that used a univariate approach in
forecasting the palm oil price, this study uses a multivari-
ate approach, in which, several new explanatory variables
are included in forecasting the movement of the Malaysian
monthly price of palm oil (USA/Ton). The logic mining
approach via 2SATRA provides a solid logical rule as a
depiction of the Malaysian monthly price of the palm oil
data set to enhance the export performance of the Malaysian
palm oil. This has been utilized to generate a logical rule
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TABLE 1. Data description.

for demonstrating the data’s behavior. The data set are as
illustrated in TABLE 1.

whereby MT means Metric Ton. In terms of methodology,
this study uses three different algorithms to enhance the
export performance of Malaysian palm oil and to forecast the
spot price in the future. The algorithms include the Artificial
Immune System algorithm (AIS), the Particle Swarm Opti-
mization algorithm (PSO), and the Genetic Algorithm (GA).
Each of these algorithms’ details is discussed as follows:

A. RADIAL BASIS FUNCTION NEURAL NETWORK-BASED
2 SATISFIABILITY REVERSE ANALYSIS WITH GENETIC
ALGORITHM (RBFNN-2SATRAGA)
The Genetic Algorithm refers to a typical metaheuristic algo-
rithm, which is utilized to tackle varied optimization prob-
lems. Assuming a specific finite solution space, GA structure
is classified into local search, as well as global search [28].
The strings’ populations in GA, i.e., chromosomes are char-
acterized in relation to the solutions to an optimization prob-
lem [29]. The chromosome’s quality is represented by a
fitness value, and at each generation, each chromosome’s
fitness value is assessed. The best fitness will be chosen
as a given final solution. Chromosomes improve their fit-
ness by applying three operators, including crossover and
selection, in addition to mutation. Thus, the crossover can
promote information exchange among chromosomes. In this
regard, Hamadneh et al. [26] utilized GA for identifying
the Hidden Neurons’ centers, width, along with the Hid-
den Neuron’s number via lessening the amount of the total
error of the actual outputs, in addition to favorite outputs.
Throughout the selection, therefore, several chromosomes
will be chosen from the existing population, which depends
upon the fitness value. Also, the mutation is added so that
the chromosomes’ genetic diversity is created. GA has been
utilized in this work for optimizing the RBFNN-2SATRA
output weight via minimizing the error of training. The
GA implementation in RBFNN is referred to as RBFNN-
2SATRAGA. In the RBFNN-2SATRAGA, the output weight
is calculated by GA. The following steps are involved in the
RBFNN-2SATRAGA.

Step 1: Initialization of Population
Output weights, which are characterized by a given chro-

mosome, are initialized. The following are the chromosomes’

representations:

wi = (w 1,w2,w3, . . . .,wN ) (9)

A population possesses Npop chromosomes, comprising
NN randomly output weights, and the aim involves minimiz-
ing objective function:

fGA (wi) =
j∑

i=1

wiϕi (x) (10)

whereby fGA (wi) refers to an objective function in the model
of RBFNN-2SATRAGA.

Step 2: Computation of Fitness
The fitness of each of the chromosomes can be computed

through the RBFNN-2SATRA basis function, which is uti-
lized in the present work. It can be displayed in this equation
as follows:

fiti =
1

(1+ fGA (wi))
, 0 ≤ fit ≤ 1 (11)

whereby fGA (wi) refers to an objective function; fiti which
refers to fitness value.

Step 3: Selection
The chromosomes’ arrangement is in a specific descending

order according to the fitness function value, whereby the
optimum chromosomes (i.e., of the highest value of fitness)
will be kept only, whereas the remaining ones will be rejected.
The selection probability, pi for each of the chromosomes, can
be computed by utilizing this following equation:

pi =
fiti
n∑
i=0

fiti

(12)

whereby fiti refers to the given fitness value.
Step 4: Crossover
All through the phase of crossover, information from a

given parent is randomly exchanged to produce an off-
spring of diverse genetic composition, and the crossover’s
location is randomly chosen. The phase of crossover deter-
mines the cross-population number based on the rate of
crossover. Assume a couple of parents wk , as well as wm,
the offspring wnewi generated by these equations [12], [30]:

wnewi =

{
wm + r (wk − wm), pi, i = 1, 2, 3, . . . n
wm, 1− pi

(13)

whereby pi refers to probability, r refers to the rate of
crossover, wk refers to the higher probability chromosome,
wm refers to the lower probability chromosome, whereas
parameter k has been selected by this equation:

k =

{
rand(m, n), pi
m, 1− pi

(14)

whereby k+m = n and k > m. Value k is disseminated amid
k , as well as m uniformly.
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Step 5: The Mutation Phase
Throughout this phase, the chromosome’s information is

arbitrarily assigned in the pre-identified range (i.e., often
identified by users). The mutation can be predicted to gen-
erate a new chromosome breed based on this equation:

wnewm =

{
rand (−5, 5) , rand(0, 1) < τ

wi, rand(0, 1) ≥ τ
(15)

where wnewm refers to a novel chromosome from the phase of
mutation when τ ∈ [0, 1].

Step 6: The Termination Phase
GA can iterate to 10000 Generations. In case a given

criterion of a solution’s termination is fulfilled, calculation
of the algorithm will be terminated, or it will return to the
previous Step 2 with i = i+ 1. The final output of RBFNN-
2SATRA will be the chromosome, which has the RBFNN-
2SATRAGA’s ideal output weights.

B. RADIAL BASIS FUNCTION NEURAL NETWORK-BASED
2 SATISFIABILITY REVERSE ANALYSIS WITH PARTICLE
SWARM OPTIMIZATION ALGORITHM
(RBFNN-2SATRAPSO)
PSO signifies a given class of the iterative swarm-based
searching algorithm. It enjoys a wide-ranging utilization,
i.e., it can be utilized as a specific learning algorithm, or it
can be used as a universal optimization. The innovative
work of PSO was performed by Eberhart and Kennedy [31]
via the mathematical modelling of socio-behavioral features
belonging to birds’ gathering and schooling of fish in each
population. The most remarkable feature of PSO involves
adjustable free parameters that facilitate implementation and
optimization. PSO has particularly used a robust searching
process via impending the ideal particle in the given solution
space [32]. Potential solutions, i.e., particles are flying over
each searching space by following the existing superlative
particles. Also, the change in the particles’ position occurs
in the PSO algorithm, whereby it is necessary to search for
the ideal particle. PSO algorithm has been adopted in this
study to optimize an output weight amidst Hidden Neurons,
in addition to enhance the RBFNN-2SATRA output neurons.
These steps are the main steps in the RBFNN-2SATPSO
model:

Step 1: Initialization
Initialization of the population particles, where

wi = (w1,w2,w3, . . . .,wn), and its position xi =

(x1, x2, x3, . . . , xn).
Step 2: Evaluate initial populations
Evaluate initial populations using the objective function

fPSO (wi) of each particle in the swarm.

fPSO (wi) =
n∑
i

wi ϕi (x) (16)

where wi ∈ R refers to the output weight and ϕi(x) is the
Gaussian Activation Function in RBFNN-2SATRA.

Step 3: Set to the objective value
Find the best values pbesti from the minimum value of an

objective function. Compare pbesti of particles with each other
and update the swarm global best location with the greatest
objective function (gbesti ).
Step 4: Update the particle velocity
The particle updates its velocity by the following equation:

wi+1 = �wi+ε1 rand1
(
pbesti −xi

)
+ε2 rand2

(
gbesti −xi

)
(17)

The parameter � = 0.6 is called the inertia weight,
whereas ε1 = ε2 = 2 are acceleration constants, rand1 =
rand2 are randomly sampled in the range [0, 1], pbesti refers
to the personal optimum position, which is accomplished by
the particle (output weight) of the first swarm and gbesti refers
to the global optimum position, which is accomplished by the
particles (output weights) of the second swarm.

Step 5: Termination
PSOA iterates to 10000 iterations.When a specific solution

termination criterion is achieved, the algorithm’s calculation
is terminated, or it will update the position of the new particle
by the following equation:

xi+1 = xi + wi+1 (18)

where xi is the initial position. The final output of RBFNN-
2SAT is the optimal output weights of RBFNN-2SATPSOA.

C. RADIAL BASIS FUNCTION NEURAL NETWORK-BASED
2 SATISFIABILITY REVERSE ANALYSIS WITH ARTIFICIAL
IMMUNE SYSTEM ALGORITHM (RBFNN-2SATRAAIS)
Having enthused by nature, the non-traditional optimization
methods have been popularly used in combinatorial opti-
mization. The algorithm of the artificial immune system is
an inspired technique by the immune system. AIS refers to
an adaptive system stimulated by theoretical immunology,
as well as the immune functions and principals, along with
models applied to intricate problem domains [33]. AISs can
be used in areas like biological modelling and the com-
puter network’s security, detection of viruses, robotics, data
mining, scheduling, and clustering, as well as classifica-
tion [33], [34]. AIS is a distributed network, capable of doing
parallel processing. The binary AIS is, technically, proposed
according to the immune clonal selection perspective. This
paper focuses on the clonal selection, which is implemented
in the binary AIS. Moreover, AIS is used in the context of this
work for optimizing the RBFNN-2SATRA output weight by
minimizing the error of training. The AIS implementation in
the RBFNN is the RBFNN-2SATRAAIS, and the involved
algorithm in RBFNN-2SATRAAIS involves:

Step 1: Initialization
Initialize the population of 100 B-cells (output weights) in

the system according to [35]. The representations of B-cells
are as follows:

wij =
(
w1j,w2j,w3j, . . . .,wnj

)
(19)

22548 VOLUME 9, 2021



S. A. S. Alzaeemi, S. Sathasivam: Examining the Forecasting Movement of Palm Oil Price

where nj is the number of weight output. The objective
function for this problem involves minimizing the objective
function value:

fAIS (wi) =
j∑

i=1

wi ϕi (x) (20)

where wi ∈ R refers to output weight (antibody) amid
Hidden Neuron in the given hidden layer, as well as the given
output neuron in the given output layer. ϕi(x) is the Gaussian
Activation Function in RBFNN-2SATRA.

Step 2: Affinity Evaluation
Affinity evaluates the feasible solution value to an objec-

tive problem. This term affinity of the B-cells is the objec-
tive function in the algorithm. The affinity value of each
of the solutions in the current population can be assessed
as a response to applying RBFNN-2SATRA. In this work,
the basic function of calculating the affinity of each solution
will be in the following equation [36]:

Affi =
1

(1+ fAIS (wi))
, 0 ≤ fiti ≤ 1 (21)

Based on the above equation, the lower fAIS (wi) is, the
higher the affinity value will be, where fAIS (wi) is the objec-
tive function. When fAIS (wi) → ∞,Affi → 0. In contrast,
Affi = 1 if fAIS (wi) = 0, therefore Affi ∈ [0, 1]. According
to Li et al., good solutions have higher affinity [36].
Step 3: Selection
Choose 50 optimum individuals (B-cells) of the population

according to affinity measure to undergo the cloning operator
to further diversify the population to attain better affinity.

Step 4: Cloning
This step is important because it involves cloning the best

B-cells that were selected. Cloning initiates replicating the
chosen B-cells utilizing a classical selection of roulette wheel
to the system [14]. According to [37], β refers to the popula-
tion clone number introduced by the program to search space,
and consistent with [35], β = 200 is selected.

RCi =
Affi × β∑

Affi
, (22)

where RCi is the rate of cloning or the number of clones
allowed, Affi refers to the solution’s affinity value, and

∑
Affi

refers to total solutions’ affinity values in the population. The
procedure mentioned above provides further clones of strings
with lower fAIS (wi) than those with higher fAIS (wi), β = 200
is selected as a fixed parameter.

Step 5: Normalization
This process is important in the algorithm as a specific

mechanism process, prior to the improvement by the hyper-
mutation process. Compute the normalized affinity of the B-
cells, the process is called affinity maturation. The standard
formulation for B-cells normalization is given in the follow-
ing equation [33]:

affNi =
affi −minaff

maxaff −minaff
(23)

where affNi is normalize the affinity of B-cells. min aff is the
minima B-cells affinity value. maxaff is the maxima value of
the affinity of B-cells.

Step 6: Somatic Hypermutation
Calculate the number of mutations, which is the most

important step for AIS during the optimization process. This
is the main event in the improved binary AIS algorithm. Also,
the essential impetus of the somatic hypermutation implies
improving the B-cells for a feasible solution. Based on [37],
a selective pressure mechanism optimizes the B-cells’ ability
(output weight) so that the optimum affinity is obtained. The
somatic hypermutation rate is regarded as relative to the cell
affinity. The higher affinity a cell receptor possesses with
antigen, the mutation rate will conversely be lower. By using
this strategy, the human’s immune system keeps high-affinity
offspring cells, thereby confirming large mutations of the
low-affinity ones to improve affinity cells [38]. The given
mutation formula’s number is introduced by Layeb et al. [35]
in the following equation:

NM = aff Ni ×
1
NN
+ (1− affNi)× 0.01, (24)

where NM the number of mutations, NN is the number of
neurons, and affNi normalizes the affinity of B-cells (output
weights). Next, generate a new solution B-cells (wnewi ) by
using the following equation:

wnewi =

{
rand (−5, 5) , rand(0, 1) < r
w∗i , rand(0, 1) ≥ r,

(25)

where wnewi refers to the novel B-cell when r ∈ [0, 1]. After
that, the affinity of the new generation of B-cells will be
calculated.

Step 7: Termination
If the termination condition is met,∣∣f (wnewi )− yi

∣∣ ≤ tolerance (26)

stop and the best B-cells (optimal output weights) will be
memorized; or else the algorithm will go back to the previous
Step 2. The tolerance value is the termination or stopping cri-
terion. As for the analysis, choose 0.001 to reduce statistical
error [14].

VI. EXPERIMENTAL SETUP
Experimental simulation is enhanced for assessing the perfor-
mance of the metaheuristic algorithms in training RBFNN in
performing 2SATRA. In this paper, a real-life data set of the
Malaysian monthly prices of palm oil with 7 attributes that
are exerted in the established 2SATRA logic mining. This
study uses a multivariate approach, in which, several new
explanatory variables (attributes) are included in forecasting
the movement of the Malaysian monthly price of palm oil.
The attributes’ price ranged from Jan 2016 to March 2020 for
palm oil manufacturing. The information about the data set
is presented in TABLE 1. Based on the Malaysian Palm
Oil Price dataset, 60% of the data point in datasets is used
for training; 40% is utilized for testing. This study utilized
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60%:40% for the data set entries in training and testing for
constructing an optimal learning network Tthe network in
the training phase requires more entries compared with the
testing phase. Otherwise, the 60%:40% ratio has a good
agreement with Zamri et al. [15] and Kho et al. [18]. k Mean
clustering [15] has been utilized for converting the given
dataset into specific binary representation. The k-Means
method, which was developed by MacQueen [39], is one
of the most widely used non-hierarchical methods. It is a
partitioning method, which is particularly suitable for large
amounts of data. First, an initial partition with k clusters
(given number of clusters) is created. Then, starting with
the first object in the first cluster, Euclidean distances of
all objects to all cluster foci are calculated. If an object
is detected whose distance to the center of gravity of the
own cluster is greater than the distance to the center of
gravity (centroid) of another cluster, this object is shifted to
the other cluster. Finally, the centroids of the two changed
clusters are calculated again, since the compositions have
changed here. These steps are repeated until each object is
located in a cluster with the smallest distance to its centroid.
The entire 2SATRA models have been used in Microsoft
Visual C++ software using Microsoft Windows 7, in 64-bit,
with 3.40 GHz processor and 4096 MB RAM, in addition to
500 GB of hard-drive specifications.

The use of C++ aims at helping users to take full com-
mand over the management of memory. It can be observed
that the entire simulations have been performed in a similar
device so that no possible biases can occur. Regarding the
selection of the activation function, Gaussian activation func-
tion has been employed because of the association properties
of every radial unit as center, as well as width. The remaining
activation functions like hyperbolic activation function [40]
and bipolar activation function [41], as well as Mc Culloch
Pitts Activation Function [41], do not suit the presented
RBFNN due to the given non-compatible classification inter-
val. The activation function utilization has led to the RBFNN
overfitting nature. Thus, the classification result has used
a similar tolerance value, i.e., Tol = 0.001 presented by
Sathasivam [42]. Selecting Tol value aims at ensuring that a
possible statistical error is reduced between Target Output,
as well as the output. TABLE 2 provides a summary of the
parameters’ lists in each of the RBFNN-2SATRA models.

VII. RESULTS AND DISCUSSION
Based on the results of the conducted experiments,
the performance of the given training algorithms is mea-
sured in accordance with varied Hidden Neurons’ number
4 ≤ NH ≤ 48. Six different measurements were conducted
to evaluate RBFNN-2SATRAmodels via metaheuristic algo-
rithms, including Accuracy and Schwarz Bayesian Crite-
rion (SBC) to evaluate accuracy of prediction. The results
showed that Root Mean Square Error (RMSE) and Mean
Absolute Error (MAE), as well as Mean Absolute Percentage
Error (MAPE) andMean Absolute Relative Error (MARE) in
addition to Central Process Unit time (CPU time), exhibited

the complexity of structure of the RBFNN-2SATRA network
according to the rising number of the neurons as displayed by
this equation:

RMSE =
n∑
i=1

√
1
n
(f (wi)− yi)2 (27)

RMSE [43] represents a specific standard error estimator
commonly utilized in predictions, as well as classifications.
RMSE, all through the given learning phase, has been mea-
suring the error’s deviation amid the existing value f (wi),
as well as yi regarding the mean f̄ . When RMSE is lower, this
implies achieving better accuracy for the introduced model.

MAE =
n∑
i=1

1
n
|f (wi)− yi| (28)

MAE represents a specific loss function error type that
directly measures the difference amid expected value, as well
as an existing value. MAE, all through the given learning
phase, has been measuring the over-all difference amid the
given current value f (wi), as well as yi [44]. Also, a smaller
MAE value denotes the best method’s fitness.

MAPE =
100%
n

n∑
i=1

∣∣∣∣ f (wi)− yif (wi)

∣∣∣∣ (29)

MAPE [43] has evaluated the error’s size in terms of percent-
age. MAPE, all through the given learning phase, has been
measuring the percentage difference amid the existing current
value f (wi), as well as yi. A lower MAPE resulted in better
accuracy regarding the model’s percentage.

MARE =
n∑
i=1

1
n
|fmax − fi|
|fi|

(30)

The mean absolute relative error (MARE) [45] is expressed
as the average absolute value of relative differences between
the current value f (wi), as well as yi.

SBC = n ln(

n∑
i=1
(f (wi)− yi)2

n
)+ pa ln(n) (31)

where pa refers to the center’s number, widths, as well as
output weights. Concerning the values of SBC, lower values
designate the better values [16].

On the other hand, if CPU time is lower, the model’s effi-
ciency will be enhanced. The CPU time equation is [42], [46]:

CPU time = Treaning Time+ Testing Time (32)

The CPU time represents the required time for the
RBFNN-2SAT models to complete a single execution.
It involves the ability, as well as the stability of the
RBFNN-2SAT models.

During the testing phase, different benchmarks were used
to reflect the forecasting performance of the proposed model
as follows:
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TABLE 2. Optimal parameters in RBFNN-2SATRA models.

Testing_RMSE measures the deviation of the error between
the PBi Number of the correct induced logic, Ptesti Total num-
ber of testing data.

TESTING_RMSE =
n∑
i=1

√
1
n

(
P test
i − PB

i

)2 (33)

Note that the lower value of Testing_RMSE signifies the small
error deviation of the proposed PBi for the Ptesti .
Testing_MAE measures the deviation of the error between

the PBi Number of the correct induced logic, Ptesti Total num-
ber of testing data.

TESTING_MAE =
n∑
i=1

1
n

∣∣∣P test
i − PB

i i

∣∣∣ (34)

Note that the lower value of Testing_MAE signifies the small
error deviation of the proposed PBi for the Ptesti .
Testing_MAPE measures the percentage of the error

between the PBi Number of the correct induced logic, Ptesti
Total number of testing data.

TESTING_MAPE =
n∑
i=1

100
n

∣∣PBi − P test
i

∣∣∣∣P test
i

∣∣ (35)

Note that the lower value Testing_MAPE signifies the small
error percentage of the proposed PBi concerning the P test

i .
Testing_MARE measures the average absolute value of

relative differences between the PBi Number of the correct
induced logic, Ptesti Total number of testing data.

TESTING_MARE =
n∑
i=1

1
n

∣∣PBi − P test
i

∣∣∣∣P test
i

∣∣ (36)

Note that the lower value of Testing_MARE signifies the
small error average absolute value of the proposed PBi con-
cerning the P test

i .
Thus, when the error value is small, this shows better

accuracy, which is defined as in the following:

Accuracy =
Number of the correct induced logic

Total number of testing data
× 100%

(37)

Accuracy determines the system’s capability of training the
Malaysian Palm Oil Price dataset.

The results of the three models called
RBFNN-2SATRAGA, RBFNN-2SATRAPSO, and RBFNN-
2SATRAAIS are summarized in FIGURE 3 to FIGURE 8
and TABLE 3 and TABLE 4. These three models are for
developing the logical rule to explore the relationship among
the candidate’s attributes, which contributes to proper antici-
pation regarding the fluctuations in the price of the Malaysia
PalmOil over time. It also contributes to enhancing the export
performance of the Malaysian palm oil, in addition to fore-
casting the spot price in the future. Based on the experimental
results, the best model is RBFNN-2SATRAAIS, which can
classify data in accordance with the 2SATRA logical rule
using the minimum values of RMSE, MAPE, MAE, MARE,
SBC, as well as CPU time. RBFNN-2SATRAAIS model
showed the best performance regarding errors as the given
hidden neuron number was improved as shown in FIGURE 3
to FIGURE 6. The significant features of themodel, including
variation and recognition, as well as the memory, in addi-
tion to learning and distributed perception, along with
self-organizing affected the capability of performance.

FIGURE 3 displays the performance of RMSE in
the training phase for RBFNN-2SATRAAIS, RBFNN-
2SATRAPSO, and RBFNN-2SATRAGA. Relatively, the
RBFNN-2SATRAAIS approach is significantly better than
RBFNN-2SATRAPSO and RBFNN-2SATRAGA. This is
due to the robust operators such as the cloning and
somatic hypermutation feature of AIS in the training phase,
which enhanced the affinity of the solutions. According
to the value of MAPE in FIGURE 4, it was obvious
that RBFNN-2SATRAAIS recorded MAPE consistently less
value for all the numbers of hidden neurons. On the con-
trary, the MAPE for RBFNN-2SATRAPSO and RBFNN-
2SATRAGA increased significantly until the last simulations.
The lower value of MAPE has provided profound evi-
dence of the performance of AIS in working well with
RBFNN-2SATRA. The optimization operators as the somatic
hypermutation in RBFNN-2SATRAAIS during obtaining
the final outputs have minimized the percentage of the
suboptimal state as opposed to RBFNN-2SATRAPSO
and RBFNN-2SATRAGA. As for FIGURE 5, a simi-
lar result was achieved for the MAE values in compari-
son with RBFNN-2SATRAAIS, RBFNN-2SATRAPSO, and
RBFNN-2SATRAGA. MAE is denoted as an actual error,
widely used by researchers to investigate the correctness
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FIGURE 3. RMSE evaluation for forecasting palm oil price models.

FIGURE 4. MAPE evaluation for forecasting palm oil price models.

of the solution. By observing FIGURE 5, it can be con-
cluded that RBFNN-2SATRAAIS has a sturdier capability to
train the Malaysian palm oil data set compared to RBFNN-
2SATRAPSO and RBFNN-2SATRAGA due to the lower

MAE values. MARE is one of the prominent error estimator
tools. Based on FIGURE 6, it can be observed that RBFNN-
2SATRAAIS has attained an inferior MARE value com-
pared to RBFNN-2SATRAPSO and RBFNN-2SATRAGA.
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FIGURE 5. MAE evaluation for forecasting palm oil price models.

FIGURE 6. MARE evaluation for forecasting palm oil price models.

In Hamadneh et al. [13], the lowest SBC value showed that
the model is the optimum model. The RBFNN-2SATRAAIS
model showed the most optimum performance in relation to

Schwarz Bayesian Criterion (SBC) even though the Hidden
Neurons’ number increased as shown in FIGURE 7. Con-
cerning CPU time, the performance of RBFNN-2SATRAAIS
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FIGURE 7. SBC evaluation for forecasting palm oil price models.

FIGURE 8. CPU time evaluation for forecasting palm oil price models.

model has been faster in comparison with the remaining
models as shown in FIGURE 8. If NH > 15, the possibility

for the RBFNN-2SATRAGA and RBFNN-2SATRAPSO of
being trapped in the given state of the trial/error has increased.
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TABLE 3. Testing error for all RBFNN-2SAT models.

TABLE 4. Best logic and accuracy.

Trial and error made RBFNN-2SATRAGA accomplish the
pre-mature convergence. However, the model of RBFNN-
2SATRAGA possesses rather a greater learning error due
to ineffective initial crossover. Thus, a number of iterations
are required for the model of RBFNN-2SATRAG to gener-
ate output weight, which is high in quality, amid attributes,
throughout which, the mutation is the single active opera-
tor. This problem has become worse in case the suboptimal
output weight among attributes involves the floating number.
In RBFNN-2SATRAGA, novel generations are formed via
reproduction. In RBFNN-2SATRAAIS, however, novel gen-
erations are formed via cloning. In RBFNN-2SATRAAIS,
the search agents’ number is not constant as it increased
because of the cloning operations. However, in the model
of RBFNN-2SATRAGA, the search agents remained con-
stant. In RBFNN-2SATRAAIS, the clone itself moved to the
neighboring nodes. In RBFNN-2SATRAGA, a search field
involves the entire population. From another perspective,
the RBFNN-2SATRAPSO model has rather a lower learn-
ing error in comparison with RBFNN-2SATRAGA because
of the utilization of the particle in the algorithm, thereby
mimicking the introduced RBFNN-2SATRAAIS model in
this work. The result of the RBFNN-2SATRAPSO model
seems quite promising. However, the aspect of the control of
the efficient local search is lacking [44]. The search space,
in this case, for each of the particles, magnifies indefinitely,
thereby leading to the suboptimal output weight between the
attributes. Therefore, the RBFNN-2SATRAPSO model will
converge prematurely.

TABLE 3 illustrates the respective testing error recorded
for all models during testing the RBFNN-2SATRA.
The testing RMSE, MAE, MAPE, and MARE recorded
for RBFNN-2SATRAAIS, RBFNN-2SATRAPSO, and
RBFNN-2SATRAGA were consistently similar for each
NH = 4 until NH = 48. This highlights the capability
of the proposed network, i.e., 2 SATRA and RBFNN in
generating the best logic during the training phase, which
resulted in a very minimum error during the testing phase.
The training mechanism in 2SATRA in extracting the best
logic to map the relationship of the attributes in RBFNN

with AIS is acceptable according to the performance eval-
uation metrics recorded during simulation. The simulation
results in TABLE 4 proved that RBFNN-2SATRAAIS is
the best model - it enjoys the capability of classifying a
higher accuracy percentage of (90.476190%) of the test sam-
ples compared to the findings of the RBFNN-2SATRAPSO
model (85.71%) and RBFNN-2SATRAGA model (76.19%).
The results showed that the RBFNN-2SATRAAIS model
has the potential of obtaining the logical rule, which clas-
sifies the relationship among the candidate’s attributes. This
contributes to achieving a higher level of proper anticipation
of the price fluctuations of Malaysia’s Palm Oil. Based on the
results using the RBFNN 2SATRAAIS model, the long-run
relationship among the variables has been confirmed, which
revealed that all independent variables play a significant role
in determining the movement or behavior of palm oil price.
The results also showed that the most significant variables,
which affect the palm oil price, include the total exports of
palm oil, the total imports of palm oil, the production of
palm oil, end-stocks of palm oil, andMalaysia’s real effective
exchange rate. This finding showed that palm oil has an
advantage in maintaining the stability of the Malaysian cur-
rency exchange. Therefore, the government and policymakers
may use this information to develop the palm oil industry in
Malaysia. For forecasting, the RBFNN-2SATRAAIS model
seems to be the best model used in forecasting the price of
Malaysian palm oil. The price fluctuations of palm oil may
help policymakers modify their budgetary plans for more
investment grants and incentives in the palm oil market.

VIII. CONCLUSION
The primary aim of the study involves predicting the
Malaysian’s monthly palm oil price. Three different models
were utilized in this study to investigate the determinants of
Malaysia’s palm oil prices and forecast the crude palm oil
price in the future. Based on the assessment, the RBFNN-
2SATRAAIS model is one of the finest logic mining methods
to predict the monthly price for palm oil in Malaysia. The
accuracy of RBFNN-2SATRAAIS in the Malaysian palm oil
data set was the highest (90.476190%), followed by RBFNN-
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2SATRAPSO (85.71%) and RBFNN-SATRAGA (76.19%).
According to the outcome of the experiment, the desired
monthly price trend for Malaysia’s palm oil has been estab-
lished with the highest accuracy. Such information is useful
for the government and policymakers to enhance the growth
ofMalaysia’s palm oil industry. Therefore, it is recommended
that training sessions and workshops should be held for the
export department staff to encourage investment in the palm
oil market.
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