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ABSTRACT Facial Expression Recognition (FER) has long been a challenging task in the field of computer
vision. Most of the existing FER methods extract facial features on the basis of face pixels, ignoring the
relative geometric position dependencies of facial landmark points. This article presents a hybrid feature
extraction network to enhance the discriminative power of emotional features. The proposed network consists
of a Spatial Attention Convolutional Neural Network (SACNN) and a series of Long Short-term Memory
networks with Attention mechanism (ALSTMs). The SACNN is employed to extract the expressional
features from static face images and the ALSTMs is designed to explore the potentials of facial landmarks
for expression recognition. A deep geometric feature descriptor is proposed to characterize the relative
geometric position correlation of facial landmarks. The landmarks are divided into seven groups to extract
deep geometric features, and the attention module in ALSTMs can adaptively estimate the importance of
different landmark regions. By jointly combining SACNN and ALSTMs, the hybrid features are obtained
for expression recognition. Experiments conducted on three public databases, FER2013, CK+, and JAFFE,
demonstrate that the proposed method outperforms the previous methods, with the accuracies of 74.31%,
95.15%, and 98.57%, respectively. The preliminary results of Emotion Understanding Robot System (EURS)
indicate that the proposed method has the potential to improve the performance of human-robot interaction.

INDEX TERMS Facial expression recognition, long short-term memory network, relative geometric position

dependency, hybrid feature, attention mechanism.

I. INTRODUCTION

Facial expressions, which convey useful nonverbal cues in
daily social communication, are one of the most impor-
tant features for recognizing the emotional states of human
beings. Due to its potential applications in a multiple of
research fields, such as affective computing [1], computer
vision [2], medical assessment [3], and Human-Robot Inter-
action (HRI) [4], Facial Expression Recognition (FER) has
drawn an upsurge of interest in recent years. Numerous stud-
ies have been conducted on emotion recognition problems in
facial expression images during the last decades. However,
distinguishing facial expressions accurately remains a chal-
lenging task because the irrelevant facial information impacts
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the FER performance. The irrelevant information comes from
variant poses, partial occlusion (e.g. hair, glasses), and back-
ground clutter. Capturing and representing the most dis-
criminative expression-related features is a key issue to be
addressed in facial expression analysis.

Traditional methods attempt to improve the discrimination
of expressional features through human design and selec-
tion. Facial Action Coding System (FACS) [5] represents
facial characteristics by measuring the observable move-
ments of Action Units (AUs), but the changes on the face
are sometimes subtle and difficult to be detected. A multi-
tude of other traditional methods, such as Local Binary Pat-
terns (LBP) [6], Histogram of Oriented Gradient (HOG) [7],
Gabor wavelet [8], and Scale-invariant Feature Transform
(SIFT) [9], address the FER problem by capturing local fea-
tures. However, these methods mainly focus on the extraction
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of shallow features that are relatively singular, resulting in
low recognition accuracy.

Compared to traditional methods, the deep learning-
based ones have more potential in deep feature extraction.
In the last decade, many deep neural network architectures,
such as Convolutional Neural Network (CNN) [10], Deep
Belief Network (DBN) [11], Generative Adversarial Net-
work (GAN) [12], are successfully applied to FER task,
and achieve the state-of-the-art recognition results. Moreover,
deep learning-based methods show robust generalization
ability. Despite the achievements of the deep learning-based
methods, most of them are only designed to extract expres-
sional features from facial pixel images without exploring the
relationship between the relative geometric position features
of facial landmarks and expressions [13].

Therefore, this article proposes a hybrid feature extraction
network to improve the discriminative power of expression-
related features. The hybrid features consider two kinds of
facial features: 1) pixel-level features, and 2) deep geometry-
level features. The proposed model uses a Spatial Attention
CNN (SACNN) to extract the pixel-level features based on
face pixels and employs a series of Long Short-term Memory
(LSTM) networks with Attention mechanism (ALSTMs) to
learn the relative geometric position dependencies of facial
landmarks. We propose a feature descriptor to characterize
the relative geometric position correlation of facial land-
marks in a deep-learning way, which is referred to as the
deep geometric feature. Motivated by the fact that different
facial regions contribute unequally to expressions, a grouping
strategy is introduced to divide the facial landmarks into
seven groups for local deep geometric feature learning. The
attention mechanism is implemented to learn weight vectors
and recalibrate the the weights to local geometric features
adaptively. The holistic geometric features which integrate
all local features are further combined with the pixel-level
features to form the hybrid features for expression classi-
fication. The contributions of this work are summarized as
follows:

o A hybrid feature extraction network that combines the
pixel-level feature and the deep geometric feature is
developed to tackle facial expression recognition.

o A deep geometric feature descriptor that characterizes
the relative geometric position dependencies of facial
landmarks is proposed to exploit the facial landmarks
for expression recognition.

« A landmark grouping strategy is introduced to divide the
facial landmarks which are sent to the ALSTMs network
to learn the local-holistic geometric features.

o The experimental results on the public expression
databases demonstrate that the proposed method outper-
forms the previous methods.

The remainder of this article is structured as follows.
Section II briefly introduces the related work on FER. The
details of the proposed method are presented in Section III.
Section IV compares and discusses the experimental results,
and Section V shows the preliminary results of a practical
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TABLE 1. Recent Research Methods.

Expression recognition Method example

Dlib: Amos et al. [14]

Viola-Jones: Viola et al. [15]

MTCNN: Zhang et al. [16]

Handcrafted feature: Shan et al. [17] [18] [19]
GAN: Zhang et al. [12]

DBN: Liu et al. [21]

DNN: Jain et al. [22]

CNN: Ng er al. [23] [25] [26]

ECNN: Jung et al. [27] [28]

CNN + Handcrafted feature: Levi et al. [29] [30]
CNN-LSTM: Yu et al. [31] [32]
Attention-CNN: Gan et al. [38] [39] [40] [41]

Face detection

Feature extraction

Attention

emotion understanding robot system. The conclusions of this
work are given in Section VL.

Il. RELATED WORK

In this section, we present the related work on FER system,
the expressional feature extraction using deep learning, and
the attention mechanism. Table 1 summarizes the different
approaches used by the recent FER studies.

A. FACIAL EXPRESSION RECOGNITION SYSTEM

In general, a FER system consists of three components:
face detection, feature extraction, and expression classifi-
cation. In face detection, face detectors such as Dlib [14],
Viola-Jones [15], and MTCNN [16] are used to locate and
crop faces from complex backgrounds. The feature extraction
aims at capturing facial features that are related to expres-
sions. The features are grouped into handcrafted features and
learning-based features. Handcrafted features usually require
human design and selection elaborately [17], [18], [19].
Learning-based features refer to the high-level abstractions
extracted with deep learning techniques. Compared to hand-
crafted features, learning-based features are more robust to
face position changes and scale variations in FER tasks [20].
Hybrid features, which enrich the expression representation,
are a combination of two or more features. After the feature
extraction, features are passed to a classifier, such as Support
Vector Machines (SVM), Random Forest (RF), or softmax
loss layer, to predict the expression category to which the
given face belongs.

B. FEATURE EXTRACTION USING DEEP LEARNING

Due to the ability of extracting deep-level semantic fea-
tures and the outstanding recognition performance, deep
learning methods are applied to facial expression analy-
sis [12], [21]-[23]. As CNN performs better than other
deep learning methods, CNN architectures are widely
employed to conduct feature extraction and recognition [24].
Mollahosseini et al. [25] present a deep network based on
inception structures to increase the depth of the network for
FER, which shows a good performance. Arriaga et al. [26]
use global average pooling to remove the fully connected
layers and derive a reduced model for real-time FER.
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To improve the discriminability of facial features, some
researches combine different CNNs as an ensemble model to
conduct expression recognition. A joint fine-tuning method
is presented by Jung er al. [27] to integrate two separate
CNNs and fuse the facial features by weighted summa-
tion. Yu et al. [28] propose an expression recognition model
which employs three different CNNs to complement each
other to obtain richer features. However, Ensemble Convolu-
tional Neural Networks (ECNN5s) require intensive comput-
ing resources and training time.

Several works attempt to combine handcrafted feature
extraction techniques with deep learning networks to enrich
facial features for FER. For example, Levi et al. [29] propose
a mapped LBP feature for illumination-invariant FER. The
original image and the mapped LBP image are used to train
an ECNN to predict expressions. Connie et al. [30] propose
a hybrid CNN with dense SIFT aggregator for expression
recognition, and they achieve outstanding results.

Noting that temporal relations among image sequences are
of importance for emotion analysis. More focus has been
transferred to algorithms extracting spatial-temporal features
simultaneously. As a special form of the recurrent neural
network, LSTM is capable of capturing long-term dependen-
cies of sequences with arbitrary lengths. Typically, LSTM
takes the features extracted by CNN as input to capture
temporal information of facial expressions. The CNN-LSTM
framework becomes a preferable choice in video-based FER
task [31], [32].

C. ATTENTION MECHANISM

The attention mechanism is widely used in computer vision
tasks to address the weakness of convolutions [33], [34]. As
for the FER task, some works [35]-[37] focus on learning
features from local facial regions and provide a prior knowl-
edge that most of the expressional clues that are beneficial
to expression analysis come from the salient facial regions.
To highlight the expression-related features, attention mech-
anism is introduced to adaptively emphasize the important
information of facial expression while suppressing the irrel-
evant information [38], [39]. Li et al. [40] propose patch-
gated CNN for FER. They use facial landmarks to extract
small patches of interest and embed patch-gated units to learn
the weights for these patches to obtain region-level attention.
Wang et al. [41] develop a region attention network to adap-
tively capture the importance of facial regions for occlusion
and pose variant FER.

D. OUR WORK

The above works demonstrate that the feature extraction
based on facial pixels and the CNNs with attention mecha-
nism can achieve a good recognition performance. However,
there is currently no works exploring how to learn the relative
geometric position correlation of facial landmarks for facial
expression. This article presents a hybrid feature extraction
network for FER. The proposed method uses SACNN to
extract the pixel-level facial feature and employs ALSTMs to
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explore the deep geometric position correlation of facial land-
marks. The facial landmarks are divided into seven groups for
local-holistic geometric feature extraction and the attention
mechanism is utilized to estimate the importance of different
landmark regions. The proposed method focuses more on
the facial feature extraction on the basis of facial landmarks,
helping the network extract more discriminative features that
are conducive to recognize expressions.

lIl. APPROACH FOR HYBRID FEATURE EXTRACTION

In this section, we start by representing the overview of the
proposed model, then introduce the spatial attention CNN for
pixel feature extraction, the detection and grouping strategy
of facial landmarks, and the attention-LSTMs model.

A. OVERVIEW OF SPATIAL ATTENTION CNN

ATTENTION LSTMS

The flowchart of the proposed model is illustrated in Fig.1.
Image preprocessing is carried out before facial feature
extraction. There are two separate branches for feature extrac-
tion: one is the pixel-level feature extraction for original face
images and the other is the geometric feature extraction for
facial landmarks. The former branch uses SACNN architec-
ture to learn facial representations and the spatial attention is
embedded to increase the weights of useful features, which
makes the network focus more on the expression-related
feature. The latter branch consists of a landmark detection
module and a series of LSTM networks with attention for
exploiting facial landmarks. The landmark detection module
is employed to locate the facial landmark points which are
further sent to the well-designed ALSTMs to learn deep
geometry-level features.

In addressing facial landmarks, a deep feature descriptor
is proposed to characterize the relative geometric position
features. We introduce a grouping strategy to group the land-
marks according to their positions and use the attention mech-
anism to estimate the importance of the local deep geometric
features of grouped landmarks. Then the pixel-level feature
and the geometry-level feature are fused as the hybrid fea-
ture through concatenate operation for classification. At last,
the classification loss is calculated at the last fully connected
layer, and the overall network is optimized by minimizing the
loss function.

B. SPATIAL ATTENTION CNN FOR PIXEL-LEVEL

FEATURE EXTRACTION

CNN is extensively used in the recognition of facial expres-
sions because of the ability of capturing deep level feature
abstractions. The specific CNN architecture in the proposed
network for pixel-level feature extraction is inspired by
the VGG-Net, and a spatial attention module is used to
VGG19 network as the pixel feature extractor, shown as
Fig.2. The details of the pixel feature extractor are shown
in Table 2. The size of the input image is 44 x 44. Conv(ks x
ks X cin X cour) Stands for the convolutional layer with
the kernel size ks x ks, where cip and coy; represent the
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FIGURE 1. An overview of the proposed network, which contains two separate feature extractors. The first one (in the green
rectangle) is the SACNN that extracts the pixel-level feature based on facial images. The second one (in the orange rectangle) is the
ALSTMs for geometry-level feature extraction based on the facial landmarks in different facial regions. For instance, the LSTM in
the red dashed rectangle takes the landmark coordinates of the left eyebrow to extract the local geometric feature. The detected
facial landmarks and the corresponding groups are shown in the purple dashed rectangle.
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FIGURE 2. The CNN architecture in the proposed model.

number of input channels and output channels, respectively.
MaxPool(k x k) denotes a k x k max pooling layer. Batch Nor-
malization (BN) layer is added after each convolution block
to reduce the internal covariate shift, and Rectified Linear
Unit (ReLU) is used for activation. A spatial attention layer is
employed to reduce the irrelevant information by estimating a
scaler weight that denotes the importance of the correspond-
ing group of pixels. It is expected that the irrelated regions
of facial images are assigned low importance weights. The
extracted CNN features are fed into the attention network,
which outputs an attentive mask to quantify the importance of
each position in feature maps. The extracted features are then
weighted by the attentive mask. Mathematically, we denote
the extracted feature maps as k. and the attentive mask as
M... A one-layer convolutional model is adopted to obtain the
attention mask, which is formulated as follows:

M. =f,(W.xh.+B.) ()
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TABLE 2. The Network Configuration of CNN.

Input: 44 x 44 x 3

VGG-Net Conv(3 x 3 x 3 x 64), BN, ReLU
Conv(3 x 3 x 64 x 64), BN, ReLU
MaxPool(2 x 2)
Conv(3 x 3 x 64 x 128), BN, ReLU
Conv(3 x 3 x 128 x 128), BN, ReLU
MaxPool(2 x 2) (11 x 11 x 128)
Conv(3 x 3 x 128 x 256), BN, ReLU (11 x 11 x 256)
Conv(3 x 3 x 256 x 256), BN, ReLUx2 (11 x 11 x 256)
MaxPool(2 x 2) (5 X 5 x 256)
Conv(3 x 3 x 256 x 512), BN, ReLU (5 x5 x512)
Conv(3 x 3 x 512 x 512), BN, ReLUx3 (5 x 5 x 512)
MaxPool(2 x 2) (2 x2x512)
Conv(3 x 3 x 512 x 512), BN, ReLUx4 (2 x 2 x 512)

Attention Conv(l X 1 x 512 x 1), tanh (2x2)
FC-layer(512) (512)

Output size

(44 x 44 x 64)
(44 x 44 x 64)
(22 x 22 x 64)
(22 x 22 x 128)
(22 x 22 x 128)

where W, and B, are respectively the weights and bias of
the convolutional layer, and B, is randomly initialized. f,(-)
is the tanh activation function, and the value of the atten-
tive mask can be limited within the range of (—1, 1). The
features with positive weights are regarded as expression-
related features while the features with negative weights are
regarded as redundant features which should be filtered out.
The importance of corresponding pixel can be reweighted,
and the weighted pixel-level feature map h, is obtained

18879



IEEE Access

C. Liu et al.: Facial Expression Recognition Using Hybrid Features of Pixel and Geometry

s eSS

Left eyebrow Right eyebrow Left eye

- |

Nose

Mouth

Jaw

Right eye

Detected landmarks

Raw image

Grouped landmarks

FIGURE 3. The detection and grouping of 68 facial landmarks. The 68 detected facial landmarks are divided into seven components, i.e., left

eyebrow, right eyebrow, left eye, right eye, nose, mouth, and jaw.

TABLE 3. Component Partition of 68 Facial Points.

Facial Region Landmark Coordinates

Facial Feature Vector

Left eyebrow {(w’f,y’f)},k:l,Q,,..,5 v1 :(m},y%,x%,y%,...,x?,y?)
Right eyebrow {(xé,yé“)},k:l,Q,...,E) Vo :(x%,y%,x%,yg,...,xg,yg)
Left eye {(mé,y§)},k:1,2,...,6 v3:(z%,yé,x%,yg,...,mg,yg)
Right eye (=5, v5)}h=1,2,...,6 vy = (2}, yi, 25, v3, .., 25, 45)
Nose {(w’g,yé“)},kzl,l---,!? vs:(wé,yévwg,yg,---,wg,yé’)
Mouth {(:L'IGC?yg)}’k:1727720 v6:(xé7yé7mgvyg7'"7x%07ygo)
Jaw (@5, 95} k=1,2,...,17 vr = (2}, yt, 22,93, ., 21, yp")
by and the superscript represents the i-th landmark. Similarly,
the rest groups of facial landmarks can be reprented, and their
hy =M., Oh, ) group p

where the symbol “©®” represents element-wise product.

C. FACIAL LANDMARK DETECTION AND
GROUPING STRATEGY
The locations of the fiducial facial landmark points around
the facial components and facial contour capture the rigid
and non-rigid deformations caused by facial expressions. The
facial landmark detection is hence important for expression
recognition. Geometric facial features for expression analysis
are based on locating the landmarks and determining the
relative position relation of associated facial components,
i.e., eyebrows, eyes, nose, mouth, and jaw. Shahid ez al. [42]
propose local facial shape harmonic features to recognize
expressions on the basis of eleven sub-local facial regions.
In this article, the DIib toolkit is adopted to detect the
position of 68 facial landmarks. Each of the landmarks is
represented by a 2-dimensional Cartesian coordinate as (x, y).
Fasel et al. [20] point out that facial expressions are caused by
the changes in facial behavior and are closely related to some
specific areas rather than the whole face. According to the
abovemetioned principles, this article introduces a grouping
strategy to divide the facial landmarks into seven groups
in terms of their different positions on the face, including
left eyebrow, right eyebrow, left eye, right eye, nose, mouth,
and jaw. The detection and grouping of facial landmarks
are illustrated in Fig.3. For example, there are 5 landmark
points in the left eyebrow area, and their corresponding
2-dimensional coordinates {(x{‘ s y’l‘)}, k=1,2,...,5, work
together to form a 10-dimensional feature vector v
(xll,yi,xf,y%,...,xf,y?). For the coordinate (x},y]’:) of a
landmark point, the subscript denotes the j-th component
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corresponding feature vectors are listed in Table 3.

D. ATTENTION LSTMs FOR GEOMETRY-LEVEL

FEATURE EXTRACTION

To capture the latent information hidden in the landmarks
of different facial regions, ALSTMs is designed to extract
the deep geometry-level representations from the Cartesian
coordinates of the grouped facial landmarks. Specifically,
seven LSTMs take the corresponding seven facial landmark
sequences vi, (k = 1,2, ..., 7) and map the input sequences
into output sequences separately by calculating the activa-
tions of the cell units in the network. As an example, the left
eyebrows landmark vector vi = ()cl1 , y} , xlz, y%, . ,xf, y?)
can be regarded as five sequences, each of which is denoted
as a 2-dimensional Cartesian coordinate. The landmark
sequences are passed to the corresponding LSTM to capture
the relative positional dependencies, then the local deep geo-
metric feature of the left eyebrows is obtained. The process
of extracting the geometric feature is represented by the
following formulations recursively:

i = oWy + Wpiki—1 + Weiei—1 + by) 3)
fi=oWyve +Wyehi 1 + Wepei—1 + by) 4)
¢; = f,ei—1 +itanh(W vy + Wpehi 1 +b)  (5)
0 = o (Wyove + Wiohi—1 + Weoer + by) (6)
h, = tanh(c;) @)

where i;, f,, ¢;, and o, are the activation vectors of the input
gate, forget gate, memory cell, and output gate in the LSTM
model, respectively. v; and h, are separately the input and
hidden vectors at the #-th time step. W g denotes the weights
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matrix between « and B. by is the bias of «, and o (-) repre-
sents the sigmoid function o(x) = 1/(1 4+ e™). It is noted
that the cell number of each LSTM is equal to the number of
the input facial landmarks. Likewise, the deep geometry-level
features of the other facial regions are extracted through the
corresponding LSTMs. Then the holistic deep geometry-level
features h; of the whole face are obtained by concatenating all
the separately learned features k; of all seven facial regions,
as follows:

hy =T[hi, hy, ... ¢hy]. (8)

The FACS points out human expressions can be repre-
sented by a set of AUs and reveals that expressions are rele-
vant to a few facial regions. Different facial regions contribute
unequally to expression recognition, which motivates us to
treat the landmarks in different facial regions discriminatively
in terms of their importance for the classification. An atten-
tion module is employed to highlight discriminative features
learned from the expression-related landmarks. In particu-
lar, the extracted local deep geometric features of all seven
LSTMs are fed into the attention network, which outputs an
attentive mask to quantify the importance of the geometric
features. The extracted features are weighted by the attentive
mask and the holistic geometry-level features are obtained.
Concretely, we denote the extracted features as h; and the
attentive mask as M;. An one-layer convolutional model is
used to get the attentive mask, which is formulated as follows:

M; =fa(Wgxh + By) ©))

where W, is the convolutional kernels of the attention net-
work, and B, is the corresponding bias. The symbol “*”
indicates the operation of convolution and f,(-) is softmax
activation function. In our model, the kernel size of W, is
1 x 1 and the bias B, is randomly initialized. Each weight
of the attentive mask is only related to the features in the
corresponding position. Therefore, each attentive weight can
reflect the degree of the importance of different facial land-
marks. To obtain the features beneficial to the expression clas-
sification, the extracted features are weighted by the attentive
mask as follows:

he=M,0Oh (10)

where “©” is the operation of element-wise multiplication
and h indicates the final geometry-level feature.

E. LOSS FUNCTION

The loss function is required to evaluate the training of the
model in the weights update. The softmax activation is used
for classification in the last layer of fully connected layers.
Denote the ground-truth expression label for the k-th sample
as a one-hot vector y, = [y}c,yi, . ,y,i, R ykc], where C
is the number of categories. The proposed model is trained
under the supervision of cross-entropy loss, which is defined
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as follows:

K C
1
LOSSCE:_}ZZ)’E log pj (11)
k=1 c=1

where p; represents the predicted probability of the c-th
category for the k-th sample.

IV. EXPERIMENTS ON EXPRESSION RECOGNITON

In this section, we introduce the detailed evaluation of the pro-
posed method, including the database description, implemen-
tation details of experiments, and the experimental results.

A. DATABASE DESCRIPTION

To evaluate the proposed method, we conduct the experi-
ments on three public facial expression recognition databases:
the FER2013 database [43], the extended Cohn-Kanade
(CK+) database [44], and the Japanese Female Facial
Expression (JAFFE) database [45]. These databases cover
different scales of face images and challenging conditions.

1) FER2013: The FER2013 database is introduced dur-
ing the ICML 2013 Challenges. FER2013 is a large-scale
and unconstrained database collected automatically by the
Google image search API. All images have been registered
and resized to 48 x 48 grayscale images of faces after
adjusting the cropped region. FER2013 contains 28,709 train-
ing images, 3,589 validation images, and 3,589 test images
with seven basic expression labels (anger, disgust, fear,
happiness, sad, surprise, and neutral). The samples of the
FER2013 database are shown in Fig.4.

2) CK+: The CK+ database is the most extensively used
laboratory-controlled database for evaluating FER systems.
CK+ contains 593 video sequences from 123 subjects. The
image sequences vary in duration from 10 to 60 frames
and show a shift from the neutral facial expression to the
peak expression. Among these videos, 327 sequences from
118 subjects are labeled with seven basic expression labels
(anger, contempt, disgust, fear, happiness, sad, and surprise)
based on the FACS. The samples of the CK+ database are
shown in Fig.5.

3) JAFFE: The JAFFE database holds 213 images in total
of seven facial expressions (anger, disgust, fear, happy, sad,
surprise, and neutral) posed by ten Japanese female partici-
pants. The images are in size of 256 x 256 pixels and the
expresser have 2-4 samples for every expression. The samples
of the JAFFE database are shown in Fig.6. The number of
images for each prototypical expression in the databases are
listed in Table 4.

Preprocessing: The image resolutions of the FER2013
database, the CK+ database, and the JAFFE database are
48 x 48, 640 x 490, and 224 x 224, respectively. The Dlib
toolkit is used for face detection, and the images that identify
faces are preserved. As the input dimension of a deep network
is fixed, we select the size of 48 x 48 as the final image reso-
lution. For the CK+ database, the last three frames with peak
expressions of face sequences are selected for experiments.
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FIGURE 6. Some samples of JAFFE database.

TABLE 4. Number of Images for Each Expression in Databases. AN, DI, FE,
HA, SA, SU, Ne, and Co Stand for Anger, Disgust, Fear, Happiness, Sad,
Surprised, Neutral, and Contempt, Respectively.

Database =~ AN DI FE HA SA SU NE CO
FER2013 4953 547 5121 8989 6077 4002 6198
CK+ 45 59 25 69 28 83 - 17
JAFFE 30 29 32 31 31 30 30 -

The key face area of each image is detected and cropped
from the raw face image. The cropped image is resized to
the resolution of 48 x 48.

B. IMPLEMENTATION DETAILS

The proposed method is implemented using PyTorch deep
learning framework on a GTX 1080Ti with 11 GB machine.
The optimization method used for weights update is the
Stochastic Gradient Descent (SGD) algorithm, where the
learning rate starts at 0.01. The momentum, weight decay,
and batch size are 0.9, 0.0005, and 32, respectively. Dropout
is adopted in the CNN to avoid overfitting, and the dropout
ratio is set to 0.5. The number of hidden layers and hidden
layer nodes in the LSTM are 2 and 128, respectively. For the
FER2013 database, the total number of epochs is set to 200.
The learning rate begins to decrease after 30 epochs and is
decreased by multiplying it with 0.98 after each epoch. The
number of epochs for the CK+ database and the JAFFE
database is 150. The learning rate begins to decrease after
30 epochs and is decreased by multiplying it with 0.95 after
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each 3 epochs. In the training stage, we randomly cut five
images with the size of 44 x 44 from each training sample as
the training data and feed them to the CNN to learn pixel-level
features. During the testing phase, an integrated approach
is used to reduce outliers. Five images with the same size
of training images are cropped for validation in the upper
left, lower left, upper right, lower right, and center. The
average probabilities based on the five cropped face images
are obtained, and the maximum output classification is the
prediction of the corresponding expression.

C. RESULTS ON THE DATABASES

Experiments are conducted on FER2013, CK+-, and JAFFE
to evaluate the performance of the proposed model.
VGGI19 with spatial attention is selected as the baseline
model, and the pixel-level feature extractor in the proposed
model adopts the same convolutional structure but removing
the last softmax layer. To analyze the effect of the ALSTMs
in extracting facial features from the grouped landmarks, two
models with different geometry-level feature extractors are
compared. The former is the proposed SACNN-ALSTMs
model which uses ALSTMs to extract the geometric feature
from facial landmarks. In the latter SACNN-LSTM model,
we replace the ALSTMs with one LSTM which takes all
facial landmarks of the whole face as the input for geometric
feature extraction. Therefore, the contrast experiments are
carried out on the baseline model, the SACNN-LSTM model,
and the SACNN-ALSTMs model.

1) Results on FER2013: Experiments are conducted on
the unconstrained FER2013 database to evaluate the perfor-
mance of the proposed model when dealing with complex
variations. As shown in Table 5, the accuracies of the base-
line model, the SACNN-LSTM, and the SACNN-ALSTMs
achieve 71.36%, 73.22%, and 74.31%, respectively. The aver-
age recognition accuracy of the SACNN-ALSTMs model and
the SACNN-LSTM model outperform the baseline model by
2.95% and 1.86%, respectively. The improvement in accuracy
is caused by the geometry-level feature extracted from facial
landmarks, which proves the geometric feature extracted
from facial landmarks are beneficial to improve the expres-
sion recognition performance. The accuracy of the proposed
SACNN-ALSTMs model outperforms the SACNN-LSTM
model by 1.09%, which indicates that the landmark grouping
strategy for learning features from the landmarks of different
facial regions is more effective. It may be explained that
the attention mechanism assigns larger weights to relative
positional dependencies of the facial landmarks in the areas
associated with facial expressions.

The detailed recognition accuracies (confusion matrix) of
each facial expression are shown in Fig.7(a). In addition to the
confusion matrix, we compute precision, recall, and F1-score
to further measure the expression recognition performance of
the proposed model. The experimental results are presented
in Table 6. The Receiver Operating Curve (ROC) of the pro-
posed network on the FER2013 database is shown in Fig.8,
from which we can observe that the proposed model achieves
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FIGURE 7. The confusion matrices of the FER2013 database, the CK+ database, and the JAFFE database.

TABLE 5. The Accuracy (%) Results on Three Databases.

Model FER2013 CK+ JAFFE
Baseline model 71.36 92.32 96.43
SACNN-LSTM (ours) 73.22 94.04 97.86
SACNN-ALSTMs (ours) 74.31 95.15 98.57

Receiver Operating Characteristic

= = micro-average ROC curve (area = 0.87)
ROC curve of class 0 (area = 0.90)
——— ROC curve of class 1 (area = 0.95)
.+ —— ROC curve of class 2 (area = 0.87)
02 // ROC curve of class 3 (area = 0.98)
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FIGURE 8. The ROC of the SACNN-ALSTMs model on FER2013 dataset. The
red dotted line represents the average ROC curve, and the solid lines are
the ROC curves of seven categories. Class 0,1,2,3,4,5,6 denote anger,
disgust, fear, happy, sad, surprise and neutral, respectively.

good performance with an average Area Under the Curve
(AUC) of 0.87. It can be observed from the experimental
results that both “happy” and “‘surprised” categories are
easier to distinguish with high recognition accuracies. It can
be explained that these expressions have clear facial muscle
movements and shape deformations. The facial expressions
of “fear”, ““sad”, and ‘““anger” are easy to be misclassified.
The reason is that the expressions of abovementioned three
categories are similar to each other, and it is difficult for the
proposed model to distinguish them accurately.

2) Results on CK+: To possess more reliable results,
10-fold cross-validation is used for classification on the CK+
database. All the facial images are equally divided into ten
groups, nine of which are used for training each time, and the
remaining one group is used for the test. Such experiments
are repeated ten times, and the average accuracy is taken as
the final prediction result.
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TABLE 6. Recognition Performance (%) Measure for Each Expression
When SACNN-ALSTMs Gives an Average Accuracy of 74.31% on the
FER2013 Dataset.

Emotion Precision Recall F1-score
Anger 69.10 65.58 67.29
Disgust 82.35 76.36 79.25
Fear 65.71 56.63 60.83
Happy 89.89 92.04 90.95
Sad 60.88 62.63 61.74
Surprise 86.08 81.73 83.85
Neural 67.93 77.16 72.25

The average recognition accuracies of the baseline model,
the SACNN-LSTM model, and the SACNN-ALSTMs model
are 92.32%, 94.04%, and 95.15%, respectively, as shown
in Table 5. It can be observed from the experimental results
that the SACNN-ALSTMs and the SACNN-LSTM outper-
form the baseline model by 2.83% and 1.72%. The results
suggest that the hybrid features are more discriminative for
expression classification than the pixel-level features only
extracted from the raw face images. This may be owing to the
deep geometry-level features learned from facial landmarks
offer more latent expression-related information. In addition,
the accuracy of the SACNN-ALSTMSs model is higher than
that of the SACNN-LSTM model by 1.11%, which verifies
the effectiveness of the landmark grouping strategy.

The confusion matrix of the predictions of the SACNN-
ALSTMs on the CK+ database is shown in Fig.7(b). The
experimental results of the precision, recall, and F1-score car-
ried on CK+ database are listed in Table 7. It can be observed
from the confusion matrix that “happy” and “‘surprise” are
recognized with high accuracies for all three models. ““Sad”
and “contempt” are relatively hard to distinguish, and they
are easily misclassified. This may be due to the lack of train-
ing samples in these prototypical facial expressions, which
may result in learning more features of other expressions. The
ROC curves of the proposed network on the CK+ database
are shown in Fig.9, from which it can be observed that the
proposed model achieves good performance with an average
AUC of 0.97.
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FIGURE 9. The ROC of SACNN-ALSTMs model on CK+ dataset. The red
dotted line represents the average ROC curve, and the solid lines are the
ROC curves of seven categories. Class 0,1,2,3,4,5,6 denote anger, disgust,
fear, happy, sad, surprise and contempt, respectively.

TABLE 7. Recognition Performance (%) Measure for Each Expression
When SACNN-ALSTMs Gives an Average Accuracy of 95.15% on the CK+
Dataset.

Emotion Precision Recall Fl-score
Anger 98.18 90.00 93.91
Disgust 96.70 97.78 97.24
Fear 90.70 92.86 91.76
Happy 98.63 100.00 99.31
Sad 87.36 84.44 85.88
Surprise 97.56 100.00 98.77
Contempt 80.00 80.00 80.00

TABLE 8. Recognition Performance (%) Measure for Each Expression
When SACNN-ALSTMs Gives an Average Accuracy of 98.57% on the JAFFE
Dataset.

Emotion Precision Recall F1-score
Anger 100.00 100.00 100.00
Disgust 100.00 100.00 100.00
Fear 100.00 100.00 100.00
Happy 90.91 100.00 95.24
Sad 100.00 95.00 97.44
Surprise 100.00 95.00 97.44
Neural 100.00 100.00 100.00

3) Results on JAFFE: The total number of samples in
the JAFFE database is small, but there is a similar number
of images showing each expression. Similar to the CK+
database experiments, 10-fold cross-validation is applied for
classification on the JAFFE database. As listed in Table 5,
the SACNN-ALSTMs model achieves an average recognition
accuracy of 98.57%, which outperforms the baseline model
and the SACNN-LSTM model by 2.14% and 1.43%. The
experimental results demonstrate the superiority of the pro-
posed model on the JAFFE database. The confusion matrix
of the SACNN-ALSTMs on the JAFFE database is shown
in Fig.7(c). The details of the precision, recall, and F1-score
carried on the JAFFE database are listed in Table 8. It can be
found that all seven categories of expressions in the JAFFE
database are recognized by the proposed model with high
accuracies.
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TABLE 9. Performance (%) Comparison on the FER2013 Database.

Method Accuracy
Resnet18 65.68
VGG19 66.54
Tang 2013 [46] 71.2
Devries et al. 2014 [47] 67.21
Jeon et al. 2016 [48] 70.74
Guo et al. 2016 [49] 71.44
Arriaga et al. 2017 [26] 66.00
Munasinghe et al. 2017 [50] 71.10
Xie et al. 2019 [51] 66.20
Sun er al. 2020 [52] 72.5
SACNN-ALSTMs (ours) 74.31

D. COMPARISON EXPERIMENT WITH OTHER METHODS
1) Comparison on FER2013: The proposed method is com-
pared with some other existing deep learning-based methods
on the FER2013 database. The details of the compari-
son results are listed in Table 9. Tang [46] uses a linear
SVM classifier instead of softmax layer and achieves a
recognition accuracy of 71.2%. The method proposed by
Devries et al. [47] obtains an average accuracy of 67.21%.
Jeon et al. [48] propose a CNN based on the HOG feature
and achieve an average accuracy of 70.74%. Guo et al. [49]
present a deep learning method termed deep neural network
with relativity learning which obtains an average accuracy
of 71.44%. The method proposed by Arriaga et al. [26]
obtains an accuracy of 70.74%. Munasinghe et al. [50] pro-
pose a sequential-based framework which achieves a recog-
nition accuracy of 71.10%. Xie et al. [51] propose a deep
multi-path CNN with salient region attention and obtain
an average accuracy of 72.5%. Sun et al. [52] propose an
ROI-Attention vectorized CNN model that can locate
expression-related regions and estimate the importance of
different image regions, and they achieve an average accuracy
of 66.20%.

From Table 9, we can observe that the proposed SACNN-
ALSTMs outperforms other competitive methods with an
accuracy of 74.31%. Compared with other deep learning-
based methods, the proposed model extracts hybrid features
that combine pixel-level features learned from face pixels and
deep geometry-level features learned from facial landmark
coordinates. The hybrid features are more discriminative for
expression classification. It may be explained that landmark
coordinates provide latent features associated with expres-
sions, and the ALSTMs has the ability to capture the relative
geometric position correlation among the expression-related
facial landmarks.

2) Comparison on CK+: Comparison experiments with
other deep learning-based methods are conducted on the
CK+ database. The comparison results are listed in Table 10.
Taheri ef al. [53] propose a dictionary-based approach by
decomposing expressions in terms of AUs and achieve an
accuracy of 88.53%. Happy et al. [35] propose a framework
to capture appearance features of salient facial patches and
obtain an accuracy of 94.69%. The DTAN model and DTGN
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TABLE 10. Performance (%) Comparison on the CK+ Database. (Loso:
Leave-One-Suject-Out, 5(8,10)-Fold: 5(8,10)-Fold-Cross Validation).

Method Accuracy Validation
Resnet18 86.26 10-fold
VGG19 87.35 10-fold
Taheri et al. 2014 [53] 88.52 loso
Happy et al. 2014 [35] 94.69 10-fold
(DTAN) Jung et al. 2015 [27] 91.44 10-fold
(DTGN) Jung et al. 2015 [27] 92.35 10-fold
Mollahosseini et al. 2016 [25] 93.20 5-fold
Lopes et al. 2017 [54] 92.73 8-fold
Zhang et al. 2018 [55] 92.35 10-fold
Cai et al. 2018 [56] 94.35 10-fold
Jain et al. 2019 [22] 93.24 -
Sun er al. 2020 [52] 87.20 -
Shahid er al. 2020 [42] 94.90 10-fold
SACNN-ALSTMs (ours) 95.15 10-fold

model proposed by Jung et al. [27] achieve the classifi-
cation accuracy of 91.44% and 92.35%, respectively. The
deep neural network presented by Mollahosseini et al. [25]
achieves an average accuracy of 93.20%. Lopes et al. [54]
use a combination of CNN and specific image pre-processing
steps to boost the recognition performance, which achieves
an accuracy of 92.73%. The image sequences-based network
proposed by Zhang et al. [55] integrates the feature learning
from both spatial and temporal information, and obtains a
recognition result of 92.35%. The island loss is proposed
by Cai et al. [56] to minimize the intra-class distances of
deep features while maximizing inter-class distances, and it
achieves an accuracy of 94.35%. Jain et al. [22] propose an
extended deep neural network which achieves an average
accuracy of 93.24%. The method proposed by Sun et al. [52]
obtains an average accuracy of 87.20% on CK+ database.
The proposed model achieves an average recognition accu-
racy of 95.15% on the CK+ database. It can be observed that
the SACNN-ALSTMs model outperforms previous methods,
which verifies the effectiveness of the proposed method.

3) Comparison on JAFFE: The proposed method is com-
pared with other methods on the JAFFE database. As shown
in Table 11, Happy et al. [35] capture appearance features
of salient facial patches for FER and obtain an accuracy
of 91.80% on the JAFFE database. Lopes et al. [54] use
a combination of CNN and specific image pre-processing
steps to boost the recognition performance, which achieves
an accuracy of 94.86%. Jain et al. [22] propose an extended
deep neural network which achieves an average accuracy
of 95.23%. Li et al. [57] propose face cropping and image
rotation methods for CNN training and obtain an accuracy
of 97.18%. The ROI-Attention vectorized CNN model [52]
can obtain an average accuracy of 92.00% on seven types
of expression recognition. The proposed method outperforms
the other methods described above, achieving an average
accuracy of 98.57%.

The recognition accuracies of the CK+ database
and the JAFFE database are higher than that of the
FER2013 database. The reason for reduced performance
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TABLE 11. Performance (%) Comparison on the JAFFE Database (10-Fold:
10-Fold-Cross Validation).

Method Accuracy Validation
Resnet18 89.90 10-fold
VGG19 91.27 10-fold
Happy et al. 2014 [35] 91.80 -
Lopes et al. 2017 [54] 94.86 10-fold
Jain et al. 2019 [22] 95.23 -
Li et al. 2020 [57] 97.18 10-fold
Sun et al. 2020 [52] 92.00 -
SACNN-ALSTMs (ours) 98.57 10-fold

TABLE 12. Complexity Measure for the SACNN-ALSTMs Model.

Model Parameters (M)  FLOPs (G)
Baseline 203.02 0.898
SACNN-LSTM 430.63 0.907
SACNN-ALSTMs (ours) 396.76 0.929

shown by FER2013 trained model is a variation of faces in
terms of diversity and control conditions. The CK+ database
and the JAFFE database are collected in a controlled labora-
tory environment, and the data are all frontal faces that have
few background variations.

E. EVALUATION OF COMPLEXITY AND INFERENCE TIME
The Floating Point Operations (FLOPs) and parameters are
used to evaluate the time complexity and space complexity
of the proposed model, and the comparison results are listed
in Table 12. We can see that the proposed SACNN-ALSTMs
model is more complex in terms of parameters and FOLPs
because the ALSTMs is introduced into the proposed network
to deal with the facial landmarks. The inference time is fur-
ther investigated on the CK+ dataset. The average inference
time per image is obtained on an NVIDIA 1080Ti GPU of
Linux system with an Intel(R) i9-7900X CPU @3.30GHz.
The average inference time of the baseline model, the
SACNN-LSTM model, and the proposed SACNN-ALSTMs
model are 1.2ms, 1.5ms, and 2.1ms, respectively. Although
the proposed model increases in time complexity and space
complexity, the increase of inference time is negligible con-
sidering the improvement of the GPU hardware computing
power.

F. CROSS-DATABASE EXPERIMENT

To evaluate the generalization ability of the proposed model,
we conduct six experiments across different databases. The
FER2013 and JAFFE do not contain contempt expression,
and the CK+ does not include neutral expressions. Therefore,
these expressions are neglected. The network is trained on
one database and tested on the two remaining databases,
as shown in Table 13. Sun et al. [52] train the deep multi-
path CNN on the FER2013 and AffectNet databases, and
test on the JAFFE database. Xie et al. [51] conduct cross-
database experiments on the CK+ database and the JAFFE
database. From the results, we can observe that the proposed
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TABLE 13. Performance on Cross-Database Evaluation (%).

Train Test Method Accuracy
FER2013 CK+ SACNN-ALSTMs(ours) 62.78
JAFFE SACNN-ALSTMs(ours) 65.26
Sun et al. [52] 69.00
CK+ FER2013 SACNN-ALSTMs(ours) 32.43
JAFFE SACNN-ALSTMs(ours) 44.13
Xie et al. [51] 43.38
JAFFE FER2013 SACNN-ALSTMs(ours) 34.65
CK+ SACNN-ALSTMs(ours) 48.54
Xie et al. [51] 49.10

model achieves better or competitive performance on the
cross-database, which proves the proposed method is robust
and applicable to practical applications.

The analyses about the comparative experimental results
are summarized as follows:

« In the contrast experiments on three public databases,
the recognition accuracies of SACNN-ALSTMs are
higher than that of other deep learning-based methods,
which verifies the effectiveness of the proposed method.

o The proposed model outperforms the baseline model
by jointly combining SACNN and ALSTMs, which
demonstrates that the deep geometric features of facial
landmarks are conducive to improve the discriminative
power of hybrid features.

o The improved recognition performance through
ALSTMs proves the availability of the proposed deep
geometric feature descriptor and the landmark grouping
strategy. The ALSTMs can capture the dependencies of
landmark groups and the attention mechanism helps the
model focus on the expression-related features.

o The proposed model achieves promising performance
on the FER2013 database which has complex back-
grounds and head pose variations. The results suggest
that our method has the ability to handle different varia-
tions in practical applications.

It is worth noting that there are still some potential threats
that may reduce the recognition accuracy of the proposed
method. As facial landmark points are used to extract the deep
geometric feature through ALSTMs, the SACNN-ALSTMs
network relies on the robust face detection and facial land-
mark localization. In addition, the introduction of ALSTMs
leads to an increase in time and space complex.

V. PRELIMINARY APPLICATION EXPERIMENTS ON
FACIAL EXPRESSION RECOGNITION

With the rapid growth of artificial intelligence and robotics,
social robots promise widespread integration into human
society and HRI become inevitable. However, the interaction
effect is less than satisfactory because robots lack understand-
ing of human emotional intentions. Emotion understanding
becomes an essential challenge to improve the HRI perfor-
mance [4], [58]. For instance, Greco et al. [58] propose a
robotic architecture provided with emotion analysis capabil-
ities on the basis of facial expression recognition.
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To further appraise the performance of the proposed model
in a real-world application, preliminary experiments are con-
ducted on the developing Emotion Understanding Robot Sys-
tem (EURS) in our lab, as shown in Fig.10. The EURS
includes an NAO humanoid mobile robot with a monocular
camera, an information robot, and a remote server to speed up
affective computation. To facilitate the analysis of emotion
recognition results, an information robot is utilized for the
visualization of the recognition results. Currently, a computer
is used as a substitute for the information robot. The EURS is
designed to smooth human-robot interaction by realizing the
robot’s understanding of human emotional intention based on
facial expression recognition and to make the robot respond
appropriately according to the results of the emotional anal-
ysis. For instance, when the human emotion recognized in
the interaction scenario is ‘““sadness”, the robot may start a
conversation of concern and inquiry, make a gentle soothing
movement, or play light music to comfort the human. Accu-
rate emotion recognition is the premise of the subsequent
robot behavior decision-making, and the proposed model
based on facial expressions is a part of the preliminary work
of EURS.

The experimental environment is shown in Fig.11. The
NAO robot uses its monocular camera to capture the facial
expressions during the human-robot interaction, and the face
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TABLE 14. Comparison of Dynamic Emotional Recognition(%).

Emotion Baseline model SACNN-ALSTMs
Angry 72.00 76.00
Disgust 34.00 46.00
Fear 44.00 66.00
Happy 92.00 98.00
Sad 74.00 82.00
Surprise 60.00 76.00
Neutral 70.00 78.00
Average 63.71 74.57

data are uploaded to the remote server for real-time analysis.
The emotion understanding results are fed back to the NAO
robot for appropriate responses and sent to an information
robot for visualization. Facial samples are obtained from
10 volunteers in our laboratory, including four females and
six males. In the experiment, each volunteer makes seven
basic expressions (i.e., happy, surprise, fear, anger, disgust,
sad, and neutral), each of which is sampled for 5 times.
A majority voting is adopted to validate whether the facial
expressions are rightly posed. Each image is independently
voted by 10 annotators, and the image is only accepted when
the experimenter obtained fully recognizable expression.
A total of 350 samples are collected for the preliminary appli-
cation experiments on FER. As listed in Table 14, the recog-
nition result achieves an average accuracy of 74.57%. The
inference time for one expression image is about 2.8ms,
which meets the requirement for the emotion recognition of
EURS.

VI. CONCLUSION AND FUTURE WORK

This article presents a SACNN-ALSTMs network to extract
the hybrid feature for facial expression recognition. The
SACNN-ALSTMs can learn the relative geometric position
dependencies of facial landmark points and extract more
discriminative facial features for FER.

o The SACNN is employed to extract pixel-level features
from facial pixels and the ALSTMs is utilized to explore
the potentials of facial landmarks. By jointly combining
the SACNN and ALSTMs, the proposed model can be
more discriminative to different expressions.

o A deep geometric feature descriptor is proposed to char-
acterize the relative geometric position relationship of
facial landmarks. The geometric feature is combined
with the pixel-level feature to improve the discriminative
power of the facial feature.

« A landmark grouping strategy is introduced to group the
facial landmarks into seven groups to capture the local
geometric features. An attention module is implemented
to reweigh the local geometric features which are con-
catenated to obtain the holistic geometric features.

The presented method is evaluated on three publicly available
databases, FER2013, CK+, and JAFFE. Experimental results
demonstrate the effectiveness of the proposed model.

The proposed approach shows good performance for the

datasets with frontal faces and limited head deflection.
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However, variant head poses and occlusions are two common
situations in the real world, which may directly lead to the
failure detection of facial landmarks. In the future work,
we will focus on exploring methods for pose and occlusion
FER without landmarks, as the proposed model relies on
robust face detection and facial landmark localization. Also,
we plan to optimize the proposed network structure to reduce
the complexity for the deployment in practical applications.
In addition, the increasing number of video-based databases
motivates us to develop networks for expression classification
using multi-modal feature fusion.
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