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ABSTRACT Herpes zoster (HZ) is a common cutaneous disease affecting one out of five people; hence, early
diagnosis of HZ is crucial as it can progress to chronic pain syndrome if antiviral treatment is not provided
within 72 hr. Mobile diagnosis of HZ with the assistance of artificial intelligence can prevent neuropathic
pain while reducing clinicians’ fatigue and diagnosis cost. However, the clinical images captured from daily
mobile devices likely contain visual corruptions, such as motion blur and noise, which can easily mislead
the automated system. Hence, this paper aims to train a robust and mobile deep neural network (DNN)
that can distinguish HZ from other skin diseases using user-submitted images. To enhance robustness while
retaining low computational cost, we propose a knowledge distillation from ensemble via curriculum training
(KDE-CT) wherein a student network learns from a stronger teacher network progressively. We established
skin diseases dataset for HZ diagnosis and evaluated the robustness against 75 types of corruption. A total
of 13 different DNNs was evaluated on both clean and corrupted images. The experiment result shows that
the proposed KDE-CT significantly improves corruption robustness when compared with other methods.
Our trained MobileNetV3-Small achieved more robust performance (93.5% overall accuracy, 67.6 mean
corruption error) than the DNN ensemble with smaller computation (549x fewer multiply-and-accumulate
operations), which makes it suitable for mobile skin lesion analysis.

INDEX TERMS Biomedical image processing, convolutional neural networks, deep learning, dermatology.

I. INTRODUCTION
Herpes zoster (HZ) is a virus-induced skin disease char-
acterized by a painful rash accompanied by blisters. The
occurrence of HZ in a lifetime is 10%–30% [1], [2]. However,
if proper antiviral treatments are not provided within seventy-
two hours after the onset of a rash, it can progress to chronic
disease with severe pain [3]. Thus, early diagnosis of HZ is
crucial for a complete recovery; otherwise, it leads to severe
complications. Despite its frequent occurrence and severity,
most people are unaware of their risk for HZ [4]. The onset of
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HZ is accompanied by mild symptoms such as fever, itching,
and chills and it can progress to persistent neuropathic pain.
HZ decreases the quality of life, which severely affects an
individual’s sleep and social activities [5].

Despite its clinical importance, there has been little focus
on the automated system that can diagnose HZ using only
clinical images. To date, most studies related to automated
skin lesion diagnosis have focused on melanoma [6], and
early approaches adopted machine learning methods [7], [8].
Recently, convolutional neural network (CNN) has been uti-
lized with a large amount of data and it has achieved superior
performance comparable to that of actual dermatologists [9],
[10]. However, these studies only focused on dermatoscopic
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FIGURE 1. Summary of key results. Our knowledge distillation from ensemble via curriculum training (KDE-CT)
enhanced the corruption robustness for both (a) MobileNetV3-Small and (b) EfficientNet-B0 compared to the
standard training (baseline), Gaussian noise training (GNT), and adversarial noise training (ANT). ACC is the
overall accuracy, and the rest are the corruption errors for noise, blur, weather, and digital corruptions.

images [6], which are collected under controlled environ-
ments using a fixed camera configuration and a dermato-
scope. For easy and accessible diagnosis of HZ, an automated
skin analysis system can be used on clinical images in mobile
environments. If artificial intelligence (AI) can diagnose HZ
from user-submitted skin images captured using a mobile
camera, users can quickly submit their skin images and
thus increase their chances of having the skin disease exam-
ined before symptoms are noticed. Considering the desire of
those who do not wish for their private skin images to be
exposed, it is not rational to diagnose the skin images on
the server. Instead, the user is recommended to self-diagnose
the skin condition offline using their own mobile devices.
This requires a mobile model that can accurately and robustly
diagnose skin diseases in low-quality images, which may
contain noise and involve various illumination conditions.

In recent years, some studies have considered clinical
images to classify skin lesion [11], [12]. Liu et al. [11]
collected a large number of skin images from 16,114 cases,
including both dermatoscopic and clinical images for the
differential diagnosis of 26 skin conditions using deep learn-
ing. Han et al. [12] trained a DNN using 220,680 clini-
cal images to suggest the treatment options for 134 skin
disorders. Although the aforementioned models achieved
promising performance and were extensively applied in the
clinical domain, it is difficult to incorporate these models
directly into mobile devices owing to their high computa-
tional costs. Specifically, [11] utilizes a large neural network
consisting of one to six Inception-V4 networks [13], and [12]
uses an ensemble of four different convolutional networks.
To reduce the network size in skin lesion analysis, neu-
ral architecture search (NAS) [14] can be applied, but it
requires a convoluted optimization process based on trial
and error, depending on the task and datasets. However, our
model utilizes knowledge distillation (KD), which makes it
highly compatible with various models, datasets, and NAS,

while reducing the computational cost and ensuring high
accuracy.

For mobile diagnosis of skin diseases, the robustness of
DNNs against possible visual corruptions should also be
considered, as the skin disease classification performance of
DNNs deteriorates in the case of low-quality images [12].
Mishra et al. [15] evaluated the robustness of DNNs against
expected user noise and reported a significant reduction in
the overall performance. However, only two types of visual
corruption (i.e., shot noise andGaussian blur) were examined.
By contrast, we conducted an in-depth investigation of the
effect of 75 types of visual corruptions on the network perfor-
mance, following the protocol in [16]; such an investigation
has not been conducted thus far in the context of skin lesion
classification.

In this study, we aimed to develop an accurate, robust, and
mobile model that can diagnose HZ from clinical images.
To the best of our knowledge, this is the first study to focus
on skin disease classification from clinical images using KD
to train a mobile network effectively. The main contributions
of this study are summarized as follows:
• Benchmarking of various DNNs, ranging from small
mobile models to large ensemble models, for diagnosis
of HZ from clinical skin images.

• Assessing the corruption robustness of DNNs by intro-
ducing the mean corruption error (mCE) in skin disease
classification with 75 types of visual corruptions.

• Proposing an effective training strategy, KD from
ensemble via curriculum training (KDE-CT), to enhance
the robustness of DNNs against visual corruptions as
well as the performance on clean images via progressive
teacher selection.

• Achieving robust performance with an accuracy
of 93.5% and mCE of 67.6 using KDE-CT on
MobileNetV3-Small (Fig. 1), which can be applied to
AI-based mobile prescreening for HZ diagnosis.
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II. RELATED WORK
A. COMPUTER-AIDED DIAGNOSIS OF SKIN LESION
Computer-aided diagnosis (CAD) of skin lesions can reduce
the diagnostic cost and improve the reliability of diagno-
sis by assisting dermatologists or physicians in decision-
making [17]. Many CAD methods have been proposed to
diagnose skin lesions [6], focusing mainly on the detec-
tion of melanoma from dermatoscopic images [18], [19].
Recently, a deep neural network (DNN) was utilized, and
Esteva et al. [9] showed that a CNN can classify skin cancer
as effectively as dermatologists can. Haenssle et al. [10]
compared the performances of CNNs and 58 dermatolo-
gists in terms of melanoma detection using dermatoscopic
images and reported that the CNN outperformed most der-
matologists. For the analysis of skin lesions, an ensemble of
neural networks is considered as a state-of-the-art strategy
as it can enhance the predictive performance of the neural
networks by reducing inductive biases [20]. The top-scoring
methods from the 2017–2019 ISIC Skin Lesion Classifi-
cation Challenges [21]–[23] utilized the ensemble of DNN
by aggregating multiple deep neural networks. Specifically,
Gessert et al. [23] achieved the best performance in the
2019 ISIC Skin Lesion Classification Challenge by using an
ensemble of multiple efficient networks [24] and SENet [25].
Perez. et al. conducted extensive experiments for melanoma
classification [26] with 135 models, and they showed that
the ensembles of neural networks perform significantly better
than a single model, even when the models used for the
ensemble are randomly selected. However, the ensemble of
the neural networks leads to a heavy and larger model, which
is infeasible for mobile on-device inference and mobile diag-
nostic services. In this study, we jointly utilized the ensemble
techniques with KD, obtaining an overall performance gain
for skin lesion classification with low computational cost.

B. SKIN LESION DIAGNOSIS FROM CLINICAL IMAGES
Clinical images can be a more convenient and econom-
ical option for tele-dermatology and mobile applications,
as they do not require additional equipment and can be eas-
ily obtained by users by photographing skin lesions using
smartphones. However, these user-submitted images aremore
challenging to analyze than dermoscopic images. Unlike
dermoscopic images captured under a controlled environ-
ment and camera configuration using a digital dermatoscope,
smartphone-captured images can contain an illumination
variation, defocus, and motion blur [27]–[29]; This can alter
the visual appearance of skin lesions, inreducing the effec-
tiveness of segmentation and classification [30]. A typical
method for enhancing the generalization ability of DNNs
for input variations is to increase the amount of training
data by collecting extensive data [11], [12] or employing
various data augmentation techniques [31]. Liu et al. [11]
classified 26 common skin conditions at a level comparable to
that of board-certified dermatologists by using deep learning
systems on large-scale datasets, including 16,114 clinical

cases. Perez et al. [31] examined the proper data augmenta-
tion pipeline for melanoma classification and outperformed
the top-ranked method in the 2017 ISIC Challenge without
additional external data.

However, a skin lesion diagnosis system based on DNNs
is still prone to the visual artifacts induced by the user
when images are captured with noise and blur, and these
input shifts can easily degrade the performance of neural
networks [12], [15]. Han et al. [12] reported that although
DNNs are trained with 220,680 clinical photographs, tend to
misclassify when the input images are of low quality with
blur or shade. This instability can reduce the reliability of
the diagnosis system and make it impractical for using in
mobile clinical diagnosis. Despite its importance, however,
there has been little interest in the robustness of skin lesion
diagnosis. Only Mishra et al. [15] evaluated the robustness of
DNN against user noise with imitated conditions and showed
a significant decrease in the overall performance. However,
in-depth studies have not yet been conducted to assess the
robustness against input visual corruption in the domain of
skin lesion diagnosis. While [15] examined the robustness
against only shot noise and Gaussian blur, we followed the
standard method proposed in [16] to assess the robustness
of DNN for skin lesion diagnosis against 75 types of input
corruptions.

C. EFFICIENCY AND ROBUSTNESS OF DNNs
In mobile applications of DNNs, computational efficiency
is crucial for satisfying the computational resources and
latency requirements. Several studies have focused on model
compression and acceleration [32]; KD [33] is a promising
method for these tasks as it is easily extensible to other
tasks. In KD, the knowledge of large teacher networks can
be transferred to a small student network by minimizing the
difference between the student and teacher networks in terms
of logits or feature levels. Thus, KD can significantly reduce
the number of parameters and the inference time by utilizing
the mobile models as a large-scale substitute model. The use
of KD has been extended to distillation of neural-network
ensembles [34], [35]. In addition, it has been demonstrated
that more informative and richer knowledge can be distilled
from multiple teacher networks. In this study, we utilized
various training strategies for KD of the DNN ensemble,
which have not yet been applied in the domain of skin lesion
classification.

Robustness is also significant for deep learning on mobile
devices, especially for diagnosis of skin diseases wherein the
decision has to be trustworthy and safe. A naive approach
for increasing the robustness against input corruption is to
apply data augmentation in the training phases. However,
the pipeline of data augmentation should be appropriately
determined after careful consideration, as data augmentation
for a certain corruption type can degrade the robustness
against other corruption types [36]. Several methods have
been proposed to enhance robustness against corruptions;
these includemixed data augmentation [37], adversarial noise
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FIGURE 2. Examples images in SD-HZ dataset: (a) Acne (b) Herpes Zoster (c) Tinea (d) Other Disease.

training [38], and assembling CNN techniques with KD [39].
However, in the skin lesion analysis domain, wherein random
nuisances are observed, the correlation between the network
and metrics is difficult to analyze from the ImageNet per-
spective [26]. Furthermore, methods that improve corruption
robustness have not yet been extensively tested for a skin
lesion analysis. Unlike [40], which focuses on mitigating
adversarial noises in dermoscopic images, we considered var-
ious types of corruption in clinical images, including noise,
blur, weather, and digital corruptions, to enhance the robust-
ness of DNN against noise that is likely to be generated by
the user.

III. METHODS
A. DATASET
1) SD-HZ: SKIN DISEASE DATASET FOR THE HERPES ZOSTER
For the visual diagnosis of HZ from clinical skin images,
we established the SD-HZ dataset based on two public
datasets (i.e., SD-198 [28] and SD-260 [41]) and our custom
dataset (i.e., HZ-W). Table 1 presents the number of images
corresponding to each class of disease in each dataset used in
the experiment. SD-198 [28] and SD-256 [41] are currently
the most extensive public datasets for images of clinical
skin diseases, including eczema, acne, and various malignant
conditions. We selected SD-198 and SD-256 datasets in this
study as the images from these two datasets are captured
from mobile phones and digital cameras under various illu-
minations, and camera configurations for various skin types.
Example images from these datasets are depicted in Fig. 2,
which is well suited for our purpose to evaluate performances
using user-submitted images under mobile skin diagnosis
settings.

SD-198 contains 6,548 skin disease images from
198 classes, whereas SD-260 is an extended version of
SD-198, which has more diversity and imbalance, consisting
of 20,600 images and 260 classes. However, they contain only
24 and 12 HZ images, respectively, which are insufficient
for a DNN to learn richer and comprehensible features.
Thus, we constructed a custom dataset (i.e., HZ-W) for the
diagnosis of HZ based on web crawling. We initially col-
lected 746 images from Google and Bing using the keyword
‘‘herpes zoster’’, and thenwemanually removed the duplicate
images using an automatic tool. Then, a clinician (S. Ryu)

TABLE 1. Summary of the SD-HZ dataset used in this study: Number of
images and the disease names corresponding to the class.

prudentially examined the entire images twice and filtered out
369 non-herpes images. As a result, we collected 377 clinical
images of HZ under various light conditions and camera
configurations, as shown in Fig. 3, which finely imitate the
condition for the mobile diagnosis of HZ.

2) SD-HZ-C: CORRUPTED SKIN DISEASE DATASET
In the mobile diagnosis of skin diseases, user-submitted
images are likely to be exposed to various corruptions, such
as noise and blur. Thus, the automated diagnosis system
should be robust against user noise for reliable and consistent
diagnostic results. To measure the robustness of the neural
network to the input image corruptions, Hendricks et al. [16]
proposed an mCE metric and ImageNet-C benchmark with
standard corruptions. Following the protocol of [16], we cre-
ated an SD-HZ-C dataset for the fair evaluation of the robust-
ness of the automated skin diagnosis system. We applied
a total of 75 corruptions on the test split of the SD-HZ
dataset including 15 corruption types with five severity levels
for each type. The four categories of corruptions applied to
SD-HZ-C are noise (i.e., Gaussian noise, shot noise, impulse
noise), blur (defocus blur, frosted glass blur, motion blur,
zoom blur), weather (snow, frost, fog), and digital (bright-
ness, contrast, elastic, pixelation, JPEG). Example images of
SD-HZ-C are shown in Fig. 4, which mimics well the various
realistic corruptions in the user-submitted images for skin
disease diagnosis.

B. DEEP NEURAL NETWORKS
For the classification of clinical skin images, we evaluated
13 different DNN models belonging to three categories.
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FIGURE 3. Examples of HZ image in HZ-W where light condition and camera configurations are varied (from close-up to long shot).

FIGURE 4. Examples of corrupted images in SD-HZ-C owing to (a)-(c) noise, (d)-(g) blur, (h)-(j) weather, and (k)-(o) digital categories with severity level
of 3.

The first category pertains to basic models: CNN archi-
tectures that are widely used in computer vision and have
shown considerable performance for image classification.
The second category pertains tomobile models: mobile neural
networks optimized for mobile settings with fewer parame-
ters and faster computations. The third category is the DNN
ensemble (DNN ensemble), which has outperformed sin-
gle models in various skin lesion analysis tasks, including
those presented in ISIC 2019. The details of each model are
described in the following subsections.

1) BASIC MODELS
1) AlexNet [42] is an early type of CNN with five

convolutional layers, ReLU activation function, and
max-pooling layers.

2) Vgg-16 [43] consists of 16 convolutional layers with a
small kernel size of 3 x 3.

3) InceptionV3 [44] has Inception modules, which pro-
duce outputs from convolutional kernels with different
shape and auxiliary classifiers to improve the conver-
gence of the deep network.
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FIGURE 5. Flowchart of proposed KDE-CT. For the diagnosis of HZ from a clinical image, (a) we train a mobile neural network (S) on clean images, and
then (b) test this model on both clean and corrupted images, where the corrupted images are generated with 75 standard visual corruptions (e.g.,
Gaussian noise, zoom blur, fog, and pixelation). The student network (S) learns from an ensemble of large teacher networks (T1,T2, . . . ,TN ) using KD
from ensemble via curriculum training (KDE-CT) by minimizing the sum of distillation loss and adversarial loss. The teacher network for training is
progressively updated for every Es epoch so that the student network can learn more robust and richer features from multiple teacher networks under a
better curriculum.

4) ResNet-50 [45] is a deep CNN of 50 layers that utilize
the shortcut connection between two residual blocks to
alleviate the degradation problem of a deep network.

5) DenseNet-121 [46] consists of four dense blocks, and
connections from each block to every other block are
applied to alleviate the vanishing-gradient problem and
strengthen feature propagation.

6) ResNext-101 [47] is constructed by repeating a build-
ing block that aggregates a set of transformations with
the same topology. This method exposes a new dimen-
sion, cardinality, as an essential factor in addition to
the dimensions of depth and width. In the experiments,
we use hyper parameters of 32 groups and 8 widths per
group for the building blocks.

7) SEResNext-101 [25] is the adapted version of
ResNext-101 model with a squeeze-and-excitation
block to focus on the channel relationship by adaptively
recalibrating the channel-wise feature. We utilize the
hyper parameters of 32 groups and 4 widths per group
for the building blocks.

2) MOBILE MODELS
1) EfficientNet-B0 [24] Its network depth, width, and

resolution are balanced by utilizing the compound coef-
ficient of width, depth, and resolution. A base architec-
ture is searched by a neural architecture that optimizes
both accuracy and efficiency. We utilized 1.0 for the
channel multiplier and depth multiplier and 224 for
the resolution as the hyper parameter of the compound
scaling method.

2) MNasNet-B1 [48] is a CNN designed via mobile NAS,
which incorporates the model latency and the accuracy
into the main objective of the search, with a channel
multiplier of 1.0.

3) MobileNetV2 [49] is based on an inverted residual
structure where the shortcut connections are between
the thin bottleneck layers and intermediate expansion
layer for reducing the computational cost. Channel
multiplier of 1.0 was used in this paper.

4) MobileNetV3-Small [50] is a CNN for low resources
used on the mobile phone CPUs and optimized
via platform-aware network architecture search and
NetAdapt algorithm.

3) DNN ENSEMBLE
1) Ensemble-M An ensemble model that averages

the outputs of MobileNetV3-Small, DenseNet-121,
ResNext-101, and SEResNext-101.

2) Ensemble-EAn ensemble model that averages the out-
puts of EfficientNet-B0, DenseNet-121, ResNext-101,
and SEResNext-101.

C. KNOWLEDGE DISTILLATION FROM DNN ENSEMBLE
1) KNOWLEDGE DISTILLATION WITH ADVERSARIAL
LEARNING
To enhance the performance of a single network, we used a
KD from an ensemble (KDE), as shown in Fig. 6. In KDE,
the knowledge of the teacher network ensemble is distilled
into a single student network by learning the probability
distribution of the output logits of multiple teacher network.
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FIGURE 6. Illustration of training strategies for the knowledge distillation from DNN ensemble. S is student network and T is teacher network. To distill
the knowledge of multiple teacher networks, (a) the output of all teacher models is averaged in AT, (b) a random teacher for each batch is selected in ST,
and (c) a teacher is progressively updated for every (ec ) epoch in CT.

Using KDE, a student network can learn more robust and rep-
resentative features from a DNN ensemble while maintaining
a low computational cost. Thus, it can be especially useful for
skin disease classification where ensembles of networks are
likely to outperform single models [26]. We trained a student
network with the softened probability distribution of teacher
model outputs, which was proposed by Hinton et al. [33].
Given the input data x, the knowledge of a teacher network
can be transferred to the student network by minimizing
the distillation loss LKD, which is the difference between
the output logits of student network s and that of teacher
network t with temperature scaling:

LKD = LKL
(
σ
( s
T

)
, σ

(
t
T

))
, (1)

where σ is the softmax function, T is a temperature value that
softens the output logits, and LKL is the Kullback–Leibler
divergence loss. Furthermore, s and t refer to the output
logits of the teacher networks (i.e., target logits) and student
network, respectively. Here, we use T = 2, which is the best
value reported in [33]. After the teacher network is trained,
its parameters are fixed during the training of the student
network.

Additionally, we used adversarial learning [51] in the KD,
which can ensure better convergence of the student model
from multiple teacher networks [35]. In adversarial learning,
the discriminatorD, consisting of three fully connected layers
attempts to distinguish whether the output logits o is from a
teacher or student, by maximizing the following equation:

max
D

[
Eo∼tlogD(o)+ Eo∼slog(1− D(o))

]
, (2)

where o ∼ t and o ∼ s are the output logits from the
teacher and student networks, respectively. Furthermore, o is
the concatenation of t and s. Thus, the loss function for the
adversarial learning is

LAD = −
[
Eo∼tlogD(o)+ Eo∼slog(1− D(o))

]
, (3)

Overall, the training proceeds with simultaneous mini-
mization of the overall loss, L, which is the sum of the
distilling loss and adversarial loss:

L = LKD + LAD, (4)

2) TEACHER SELECTION FOR DNN ENSEMBLE DISTILLATION
For KD from the ensemble of neural networks, the student
network performance can vary depending on the teacher
selection strategy in training. We proposed curriculum
training for KDE (KDE-CT) to distill more effectively the
ensemble teachers via an adaptive learning strategy. Using
KDE-CT the student network can learn from a stronger
teacher network as the training proceeds so that more compre-
hensive and robust features can be learned progressively from
the ensemble of teacher networks under a better curriculum.
The standard methods for the teacher selections are KDE
via averaged training (KDE-AT) [34] and KDE via switched
training (KDE-ST) [52], and the three training strategies are
shown in Fig. 6, and the details are as follows:

1) KDE via Averaged Training (KDE-AT) This method
is a typical DNN ensemble distillation method that
uses the average of the outputs logits of all the teacher
networks (i.e., output logits of traditional ensemble)
as the target logits [34], [52]. Given the input data x
and a set of teacher networks ST =

{
T1, T2, . . . , TN

}
sorted by the overall accuracy, the target logits t can be
expressed by the following equation:

t =
1
N

N∑
n=1

Tn(x), (5)

where N is the number of teacher networks.
2) KDE via Switched Training (KDE-ST) It was pro-

posed in [52] and [35] and showed beneficial effects
on the performance of DNN ensemble distillation. This
method randomly selects a teacher network from a set
of teacher networks ST at every mini batch during the
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training step. The target logits t with the input x can be
formulated as the following equation:

t = RSM(
{
T1(x), T2(x), . . . , TN (x)

}
), (6)

where RSM(S) is the random selection module in a
given set S.

3) KDE via Curriculum Training (KDE-CT) We pro-
posed a KDE strategy (KDE-CT) to train a more
accurate and robust student network via progres-
sive teacher network updates. Motivated from [53],
which changes the training dataset from a low-
level-knowledge to a high-level knowledge dataset,
we sequentially updated the teacher network used for
KD from a low-performance to a high-performance
network. We hypothesize that this curriculum training
strategy can help in finding better local minima for
the student network as the student network can grad-
ually learn more robust and richer features from mul-
tiple teacher networks under a better curriculum. The
performance of the teacher network can be evaluated
using various metrics; we used the overall accuracy
of the teacher networks in this study. As illustrated in
Figures 5-(a) and 6-(c), the teacher network is progres-
sively updated for every Es epoch in a given teacher
set ST = {T1, T2, . . . , TN }. Specifically, given the
sequence of teacher networks ST sorted by a certain
metric (i.e. accuracy, and F1), the target logits can be
defined using the following equation:

t = Tmin(dEc/Ese,N )(x), (7)

where d e is the ceiling function, Ec is the number of
the current training epoch, and Es is the step number
of the training epoch that changes the teacher net-
work. Additionally, the student network was trained by
the ensemble of teacher networks for last 100 train-
ing epochs. In our experiments, we used 100 for Es
and 4 for N .

IV. EXPERIMENTS AND RESULTS
We compared the performances of 13 different models on
both clean images (SD-HZ dataset) and corrupted images
(SD-HZ-c dataset). Then, we conducted experiments to verify
the effectiveness of our KDmethod to improve the robustness
against input visual corruption in the context of skin disease
classification.

A. EXPERIMENT SETUP AND EVALUATION METRICS
The performance for skin disease classification was assessed
using the following criteria: overall accuracy (ACC), and
the macro average of F1-score (F1), precision (PR), recall
(RE), and area under the curve of the receiver operating
characteristic (AUROC). Additionally, we used the F1 score
for the HZ (F1-HZ) and accuracy for the HZ (ACC-HZ) as a
metric to compare the performance of HZ diagnosis. Cohen’s
kappa coefficient (Kappa) [54] was measured to assess the
agreement between the prediction of the neural network and

experts. In addition, we measured the computational effi-
ciency for each model using MACs, Latency, and Params.
MACs is the number of multiply-and-accumulate operations
and represents computational cost of the neural network.
Latency is defined as the test time required for a model to
process a single image. Params. is the storage cost, defined
as the total number of parameters of the DNN. These metrics
are calculated using FP32 on an Intel i7-9700K CPU with a
batch size of 1, considering that users are likely to submit a
single image per request to a mobile diagnosis application.
Formobile diagnosis of skin diseases from a user-submitted

image, robustness against user noise is another important
factor. To assess the robustness of DNNs against input visual
corruptions, we used corruption errors (CE) and mCE [16].
For a classifier f , the CE against the input visual corruption
type c at the level of severity s is defined as

CE fc =
( 5∑
s=1

E fs,c
)/( 5∑

s=1

EAlexNets,c

)
, (8)

where E is the top-one error rate on the clean dataset. Mean-
while, mCE is the average of CE for all 15 corruption types
and is computed as

mCE fc =
(∑
c∈C

CE fc
)/
|C|, (9)

where C = { Gaussian noise, shot noise, · · · , and JPEG}.
Thus, mCE measures the error of a classifier with respect
to AlexNet [42] against all 75 corruption errors standardized
by [16].
We used only the SD-HZ dataset for training the networks

in all the experiments. The model trained on SD-HZ was
tested on both clean images (test split of SD-HZ) and 75 types
of corrupted image sets (SD-HZ-C). The SD-HZ dataset was
randomly split into training (70%), validation (10%), and test
(20%) datasets using stratified sampling. The detailed sample
distribution of the training, validation, and test datasets is
shown in Table 3. In training, all models were trained on
SD-HZ after modifying the last fully connected layer of the
model pre-trained on ImageNet [55] to a 4-ary classification
layer. During training, the validation loss was monitored on
every epoch. We stopped the training if no improvement
was observed in the validation loss after the 10th epoch. For
data augmentation, a similar pipeline proposed by [31] was
utilized using the Albumentation library [56]. Images were
resized to 224 × 224, and we applied the horizontal and
vertical flip, random brightness, random contrast, random
hue, saturation value, and an affine transformation (translate,
scale, rotate) with the probability of 0.5 for each operation in
every batch of training.
When training the DNNs in Section III-B, RAdam opti-

mizer [57] was aplied with the batch size of 64, learning
rate of 2 × 10−4, and weight decay of 2 × 10−5 using
Pytorch. We used the same train-val-test split and data aug-
mentation pipelines for the KD models; however, the hyper
parameter and optimizer slightly differed as we followed
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TABLE 2. Performances of 13 different models on the SD-HZ dataset (Latency: millisecond, Params.: million, MACs: million).

TABLE 3. Sample distribution for training, validation, and test.

the same setting for KDE methods in [35]. We used the
model trained on the SD-HZ dataset as a teacher network
and then distilled the knowledge from the teacher network
using stochastic gradient descent (SGD) optimizer [58] with
the batch size of 128. The learning rates for LKD and LD
were 0.1 and 0.001, respectively. The step weight decay was
applied at the 150-th and 250-th training epoch with the decay
rate of 0.1. We used a weight decay constant of 10−5, and a
maximum training epoch of 500 for the convergence of the
student network. The evaluation of KD was conducted under
the same condition as in [35].

B. PERFORMANCE OF SKIN DISEASE CLASSIFICATION
We first evaluate the 13 models described in Section III-B
on the SD-HZ dataset for the diagnosis of HZ and other skin
diseases. The results of 13 different models for skin disease
classification on the SD-HZ dataset are presented in Table 2.
The ensemble of DNNs showed the best performance among
the different models, where the accuracy, F1, and Kappa are
0.95, 0.89, and 0.880, respectively, for Ensemble-M and 0.97,
0.93, and 0.910, respectively, for Ensemble-E. Although the
DNN ensembles outperformed all other models, the computa-
tional costs of the ensemblemodels are highwhere the latency
is 73.94 ms, the number of parameters is 144.6 M, andMACs
are 2786 M, which could be infeasible for mobile on-device
diagnosis.

The performances of basic models were similar to each
other, where the accuracy and F1 were ranged between
0.92–0.94 and 0.84–0.87, respectively. Furthermore, the accu-
racy and F1 of mobile models were similar to those of the
basic models, with a small performance drop, where the
accuracy was between 0.90 and 0.92, and the F1 was between
0.79 and 0.84. However, F1-HZ and Kappa of the mobile
models dropped drastically, especially for EfficientNet-b0
(0.68, 0.658) and MobileNetV2 (0.61, 0.586). Interestingly,
MobileNetV3-Small achieved fine performance, even when
compared with the higher performance of InceptionV3,
with F1 of 0.84 (+0.01), F1-HZ of 0.82 (+0.04), and
Kappa of 0.811 (+0.045) with much low computational cost
(5x faster inference, 43x smaller Params, x57 smaller MAC).
Thus, using MobileNetV3-Small could be an acceptable
option for diagnosing skin diseases, especially HZ.

C. ROBUSTNESS IMPROVEMENT VIA ENSEMBLE KD
To assess the robustness against common visual corrup-
tions, the 13 models in Section III-B were evaluated on
the SD-HZ-C dataset. Table 4 shows the performance
of 13 models against visual corruption in SD-HZ-C. For
the single models, no significant correlation was observed
between the performance on the clean images and corrupted
images. The mCE does not decrease, as the overall accuracy
and architecture are improved, which is different from the
tendency observed for ImageNet. For example, InceptionV3
achieved the best mCE performance among the basic models,
but it exhibited a low accuracy (79.2 mCE, 91.8 ACC).
It agrees with the observation in [26] ImageNet may not be a
safe proxy for skin lesion analysis.Moreover, this emphasizes
the need for careful consideration when training the DNN for
the skin disease classification from clean images.Meanwhile,
the ensemble strategy leads to improvement in diagnosis
using both clean images and corrupted images. The cor-
ruption robustness of MobileNetV3-Small and EfficientNet-
B0 was enhanced via ensemble, as the mCE of Ensemble-M
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TABLE 4. Robustness of 13 different models on corrupted images (SD-HZ-C), where the models are trained using only clean images (SD-HZ). Here, ACC is
the overall accuracy (higher is better). The values in Noise, Blur, Weather, and Digital columns are corruption errors, and mCE is the mean of these values
(lower is better).

and Ensemble-E was improved with a large margin 69.7
(−26.5) and 81.1 (−17.5), respectively. Additionally,
the mCE of the ensembles surpassed the value of the
single models used for the ensemble, where the mCE
of MobileNetV3-Small, EfficientNet-B0, DenseNet-121,
ResNext-101, SEResNext-101 are 98.6, 96.2, 116.6, 132.0,
and 87.2, respectively.

To improve corruption robustness, we applied a KD
from an ensemble (KDE) for MobileNetV3-Small and
EfficientNet-B0 with three different training strategies,
namely, averaged training (KDE-AT), switched training
(KDE-ST), and curriculum training (KDE-CT), as described
in Section III-C. As shown in Table 5, we applied these three
training strategies to MobileNetV3-Small and EfficientNet-
B0. We used models in Ensemble-M and Ensemble-E as
teacher networks for MobileNetV-3 and EfficientNet-B0,
respectively. To verify the effectiveness of ensemble distil-
lation, we compared it to a single model distillation denoted
as KD-SM. In the KD-SM method, the students were trained
by the best accurate teacher (SEResNext-101). For all KD
experiments, a student network was trained from scratch by
the teacher networks pre-trained with SD-HZ dataset. Gaus-
sian noise training (GNTσ0.5) and adversarial noise training
(ANT3×3) proposed by [38] were utilized with the same
parameters used in the paper for fair comparison with the
other method. We added the Gaussian noise to input images
with a standard deviation of 0.5 along with the data aug-
mentation pipelines used in Section IV-A and denoted it as
GNTσ0.5. For the ANT, we jointly trained the noise generator
with 3 x 3 kernels along with the classifier, which generates
adversarial noise against the skin diseases classifier. As a
baseline, we used the model trained on clean images follow-
ing Section IV-B. Note that all models were trained using only
clean images of the SD-HZ dataset.

The results are presented in Table 6. The proposed
KDE-CT achieved the best performance in mCE among
the different methods to improve the corruption robust-
ness. KDE-CT significantly reduced the mCE errors when

TABLE 5. Configurations of student network and teacher networks
for KDE.

compared with the baseline by achieving the mCE of 67.6
(−31.0) and 56.7 (−39.5) for both MobileV3-Small and
EfficientNet-B0, respectively. When CT is not used for
KDE, the decrease in mCE was lower than that in KD-SM.
It indicates that naive KDE can result in lower robustness,
and an appropriate training strategy should be used. The
mCE of KD-SM is lower than GNTσ0.5 and ANT3×3 for
MobileNetV3-Small and similar to GNTσ0.5 and ANT3×3 for
MobileNetV3-Small.

Notably, the single student network distilled using
KDE-CT showed better corruption robustness than the
teacher network of DNN ensembles, with the mCE
improvement of 13.5 for MobileNetV3-Small and 13.0 for
EfficientNet-B0. This implies that the curriculum strategy
for KDE (KDE-CT) yielded better convergence of the stu-
dent networks by finding better local minima. Moreover,
KDE-CT enhanced the overall accuracy compared with the
baseline, as evidence by the ACC values of 93.5 (+1.5) and
92.8 (+1.2) for MobileNetV3-small and EfficientNet-B0,
respectively. The single mobile models require much lower
computational cost than the ensemble of the neural network,
as MobileNetV3-Small trained with KDE-CT has 8x lower
latency, 94x number of the parameters, and 549x smaller
MACs than Ensemble-E. Thus, considering the possible input
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TABLE 6. Comparison of different methods to improve the robustness against common visual corruptions (SD-HZ-C), where the models are trained using
only clean images (SD-HZ). Here, ACC is the overall accuracy (higher is better). The values in the Noise, Blur, Weather, and Digital columns are corruption
errors, and the mCE is the mean of these values (lower is better). The underlined KDE-CT significantly enhanced the corruption robustness of the models
when compared with other methods.

TABLE 7. Comparison between state-of-the-art methods and our method for skin disease classification from clinical images in terms of the accuracy for
all classes (ACC), accuracy for herpes zoster (ACC-HZ), number of trainable parameters in the model (Params.), number of test classes (No. of test classes),
and number of images (No. of images) for training, test, and HZ training. Test on corruption indicates whether the model was tested under various visual
corruptions. Params. for the state-of-the-art methods are approximate values, as detailed parameters are not specified.

noise from the user and the computational limitations owing
to the mobile setting, the proposed KDE-CT can be useful for
the mobile diagnosis of skin diseases.

D. COMPARISON WITH STATE-OF-THE-ART METHODS
We compared our methods with state-of-the-art methods pro-
posed for skin disease classification from clinical images, and
the results are shown in Table 7. Note that comparing the
clinical skin disease diagnosis methods can be challenging
because the dataset, training methods, and evaluation met-
rics are different in each case. For example, some studies
focus on accurate classification of a small number of skin
diseases [59], [60] whereas the others aim to train a
more general model on a large number of classes and
datasets [11], [12]. Therefore, we compared the performance
of these methods based on the statistics of the dataset and
classes. Specifically, in Table 7, we list the accuracy of
the overall test class (ACC), accuracy for herpes zoster
(ACC-HZ), and the number of model parameters (Params.)
with the number of test classes (No. of test classes) and the
number of images for training, testing, and herpes zoster.

When compared with the model proposed by
Burilina et al. [59], [60], which used ResNet-50 for the
4-ary classification (HZ, erythema migrans, tinea corporis,

and normal skin), we achieved an ACC of 0.935 (+0.095)
and an ACC-HZ of 0.74 (-0.15). The performance difference
originated from the different sample distributions of our
SD-HZ dataset and that used by Burilina et al., as our SD-HZ
contains more skin disease images (5,860 images) but fewer
HZ images (289 images) than that in [59], [60]. However,
a comparison between the performance of the ResNet-50 [45]
used in [59], [60] and our MobileNetV3-Small with KDE-CT
considering the same training methods and datasets shows
that we achieved better performance (93.5 ACC, 67.5 mCE)
than ResNet-50 (93.7 ACC, 106.6 mCE) while using ∼15x
fewer parameters (Tables 2, 4 and 6). Liu et al. [11]
achieved satisfactory performance, with an overall accuracy
of 0.71 over 27 classes using single deep convolutional
networks. However, their model could not diagnose herpes
zoster, as their dataset did not include this disease.

Han et al. [12] trained DNNs on a large number of clinical
images (220,680 images) to classify 134 skin disorders. How-
ever, although a large ensemble model consisting of three
deep convolutional networks was utilized in [12], the over-
all accuracy was significantly lower than that achieved in
this study. The ACC of 0.448 and ACC-HZ of 0.36 are not
sufficient for mobile diagnosis of herpes zoster. In contrast,
our model achieved significantly better performance than that
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in [12] in terms of ACC andACC-HZwhilemaintaining a low
computational cost by focusing on certain common skin dis-
eases. This implies that the proposed KDE-CTmethod can be
used to train an accurate andmobile model to diagnose herpes
zoster with competitive performance and computational cost
when compared with state-of-the-art methods. Our study is
the first to evaluate the robustness of DNNs against various
visual corruptions systemically on a reasonably large dataset.

V. CONCLUSION
This study aimed to distinguish HZ from the other skin
diseases for mobile applications. We established an SD-HZ
dataset comprising 413 single images and 8,345 clinical
images. We also constructed an SD-HZ-C dataset with
15 types of corruption with five severity levels for each
type to evaluate robustness against input visual corruption.
A total of 13 different DNNs were trained on SD-HZ images
and were evaluated on both clean and corrupted images.
The results showed that corruption error should be con-
sidered along with accuracy when selecting an appropriate
model for mobile skin disease diagnosis. In this regard,
MobileNet-V3-small represents a reasonable choice consid-
ering efficiency as well as accuracy. We proposed KDE-CT
to enhance the robustness of DNN by progressively changing
the teacher network and verified that it can be an effective
solution for improving the corruption robustness while retain-
ing satisfactory performance on clean images. By applying
KDE-CT, a small student model can achieve higher accuracy
and lower mCE than the model trained with other KDEmeth-
ods, which is significant for real-world applications. Thus,
it is possible to train an accurate, robust, and mobile DNN
for diagnosis of skin diseases from clinical images and it has
potential to be used for mobile dermatology under user-level
mobile conditions. However, KDE-CT has hyperparameters
that need to be manually adjusted depending on the model
and datasets. As future work, we are planning to examine a
more general teacher selection algorithm in KDE.
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