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ABSTRACT Attention mechanisms have been widely integrated with various neural networks to boost
performance. However, when an attention mechanism was applied to a radar ego-velocity estimation
network, the importance of carefully handling the amplitude and phase of complex-valued tensor was
revealed. Therefore, in this study, we present a self-attention mechanism designed to handle complex-valued
tensors in order to capture the rich contextual relationships implied within amplitude and phase. To exploit
the advantages of complex-valued attention (CA), we evaluated its impact while performing ego-velocity
estimation tasks based on radar data, whose amplitude and phase are related to the electromagnetic scattering
of the target being observed. Radars are suitable sensors for such tasks as they are capable of long-range
detection and instantaneous velocity measurement under variable weather and lighting conditions. In
particular, we coupled our CA module with complex-valued neural networks, known to be particularly
powerful for handling wave phenomena. The proposed method exhibits robust estimation performance,
regardless ofwhether theDoppler ambiguity problem occurs and eliminates the dependence on preprocessing
stages, including target detection and static target indication. Furthermore, it achieves improved stability
during training via geometrical constraint regularization, and implicitly allows velocity conversion between
the sensor and vehicle frames, even if the mount information of the sensor was not provided. Finally,
ablation experiments conducted on extensive real-world datasets show noticeable improvement in estimation
performance.

INDEX TERMS Automotive radar, complex-valued attention, complex-valued neural network, deep learn-
ing, ego-velocity estimation.

I. INTRODUCTION
Automotive radars have gained significant attention in recent
years and now have applications in numerous fields, includ-
ing advanced driver assistance systems and self-driving cars.
In particular, 79-GHz millimeter-wave (mmWave) radars
have become essential in commercial vehicles because of
their high performance, high integration, small volume,
and low cost [1]. Further, the latest generation of automo-
tive radars has opened up new possibilities for advanced
algorithms.

The knowledge of ego-motion is an indispensable
presupposition associated with advanced applications, such
as grid-mapping, state feedback for vehicle control, route
planning and localization, and tracking objects in their
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surroundings [2]. Unlike vision and LiDAR systems, radars
can measure relative motion instantaneously, even under
variable lighting and weather conditions. Furthermore, radar
receives data-efficient and information-rich signals, which
include high-accuracy location, velocity, and angle estimates
of objects. Because of these practical benefits including
instantaneous Doppler velocity measurement, radars are suit-
able for the motion estimation of the ego-platform.

Deep learning has emerged as a powerful technique
deployed in diverse fields and has recently been applied
to automotive radar systems in the fields of target detec-
tion [3], tracking [4], classification [5], [6] and activity recog-
nition [7]. Radar data are not acquired as an image, instead
they are inherently complex-valued tensors, whose amplitude
and phase are related to the electromagnetic (EM) scatter-
ing of the target being observed. However, most previous
approaches that have applied convolution neural networks
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to radar data, discard phase information by summing the
signal power over a specific dimension [3], preprocessing the
measured point cloud into a grid [4], accumulating data using
the occupancy grid technique [5], applying non-coherent
integration on the range-velocity spectrum [6], or converting
the spectrogram to gray scale [7]. Because the phase of
radar data contains abundant information, a delicate network
design is required to completely incorporate radar informa-
tion. In our previous study, we proposed a radar ego-velocity
estimation network (REVEN) [8], whichwas structured using
complex-valued building blocks to address the characteristics
of complex-valued radar data.

Attention mechanisms have been widely integrated with
various neural networks to boost performance based on the
simple, yet powerful, premise that we attend to a certain
part to process a considerable amount of information. How-
ever, when we applied an attention mechanism to REVEN,
the importance of carefully handling the amplitude and phase
of complex-valued tensor was revealed.

In this study, we introduce a novel complex-valued atten-
tion module to completely leverage the abundant information
of radar data. To the best of our knowledge, this is the
first study on an attention mechanism designed to handle
3D complex-valued tensors. Our complex-valued attention
mechanism is incorporated into REVEN and evaluated using
an extensive radar dataset acquired during driving through
the city for an ego-velocity estimation (EVE) task. Our main
contributions can be summarized as follows:
• An end-to-end (E2E) complex-valued neural network
architecture is proposed that directly handles raw radar
data, thus overcoming the preprocessing dependence
and Doppler ambiguity problems.

• A complex-valued attention mechanism is designed to
completely incorporate information in a complex-valued
tensor.

• The estimation performance is enhanced using geomet-
ric relations as a training constraint.

• The performance is evaluated using extensive datasets
comprising over 100,000 radar frames.

The remainder of this paper is organized as follows.
We review the related literature, covering ego-motion esti-
mation, self-attention, and speech enhancement in Section II.
In Section III, we describe our framework by introducing
the 3D complex-valued tensors of the radar signal, present-
ing the proposed complex-valued attention (CA) module,
addressing the overall network architecture used for EVE, and
discussing the geometric constraints for the network train-
ing. The database configuration and simulation results are
reported in Section IV. The paper is concluded in Section V.

II. RELATED WORK
Radars are mounted onto the vehicle’s chassis with a
lever-arm offset from the reference frame of the ego-
vehicle. This offset provides the foundation for estimating
the rotational motion based on the observed relative radial
motion [2], [9]–[14]. In a seminal work [9], the ego-motion

was estimated based on the sinusoidal relation between the
measured Doppler velocities and the azimuth angles. Fur-
thermore, a random sample consensus algorithm [15] was
used to discriminate the static targets for which the sinu-
soidal relation was established. This work, which determined
an ego-velocity vector of 2 degrees of freedom (DoF), was
extended to the case of multiple distributed radars that deals
with the full 2D vehicle motion state, i.e., 3 DoF [10].
A probabilistic approach incorporating spatial registrations
of radar scans was also proposed [11]. This joint spatial
and Doppler-based estimation functions without lever-arm
offsets or motion assumptions but involves significant com-
putational costs. In subsequent research [12], the normal
distribution transform algorithm [16] was utilized for faster
spatial alignment, and the complexity was further reduced by
deriving a sparse probabilistic representation [13]. A hybrid
approach [14] was proposed to decouple translational and
rotational motion by combining the benefits from scan
matching and instantaneous approaches. However, because
the underlying principles of these methods are based on
well-discriminated static target information, their estimated
performance highly depends on the preceding target detec-
tion stage. Therefore, performance may be limited in highly
dynamic scenes or scenes in which few targets are detected.

Since attention mechanism was first introduced in natural
language processing literature [17], [18], research has been
actively conducted to expand its application to a wide range
of fields. Accordingly, the attention module has been increas-
ingly applied to vision literature. In the image generation task,
the attention module was introduced to allow attention-driven
long-range dependency modeling for generators [19]. More-
over, the effectiveness of formalizing self-attention as a
non-local operation to model the spatio-temporal dependen-
cies in image sequences was explored [20]. To design a
deeper network structure, residual channel attention network
(RCAN) [21] was used to improve the super-resolution per-
formance by considering feature correlations in the chan-
nel dimension. Despite this progress, self-attention has not
yet been explored in the context of complex-valued neural
networks (CVNNs). Unlike previous works, this study aims
to extend the self-attention mechanism to the automotive
radar field and to carefully design an attention module that
can capture rich contextual relationships implied within 3D
complex-valued tensors.

In speech enhancement literature [22]–[25], which is
another area that handles complex-valued data called spec-
trograms generated through short-time Fourier transform,
multiplicative masks are known to perform better than alter-
native techniques, such as direct prediction of spectrograms
or waveforms. The complex-valued phase has often been
neglected because of the difficulty in its estimation. Never-
theless, the phase-sensitive mask (PSM), the first mask-based
attempt, was proposed for incorporating phase informa-
tion [22]. To address the performance limitation of PSM
caused by reusing the noisy phase, complex-valued ratio
mask (cRM) based approaches [23], [24] were proposed to
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FIGURE 1. Illustration of the range-Doppler matrix formation for
one-frame data of a fast-chirp FMCW radar.

directly optimize complex values. Recently, a deep complex
U-Net [25] was proposed; it is a variant of U-Net [26]
that combines the advantages of the cRM framework and a
deep CVNN. Inspired by these masking approaches proposed
to address the phase information of complex-valued data,
the proposed CA module was developed.

III. METHODS
At a high level, our CA module is integrated with the archi-
tecture of REVEN and evaluated based on data collected
using the frequency modulated continuous wave (FMCW)
multiple-input multiple-output (MIMO) technology, which
is widely adopted by most commercial radars. Because the
angle-velocity relationship of static objects is directly related
to the ego-velocity information, the radar data are rearranged
so that the angle and velocity can be obtained from the
spatial domain, and the range information is placed along
the channel axis. Because attention mechanisms can select
features, CA is applied in the form of a complex-valued
channel attention (CCA); this channel attention mechanism
assigns large weights to channels that show a high response to
salient objects to perform target detection in the range profile.

In this section, we detail the proposed approach, starting
with the signal model, followed by the CA module and the
network architecture. Finally, we introduce a new geometrical
constraint (GC), which is important for the stable conver-
gence of training and performance improvement.

A. SIGNAL MODEL
FMCW radars are widely employed in the automotive field
owing to their advantages, such as light weight, low power
consumption, and cost-effectiveness, while achieving rela-
tively high range resolution. In the FMCW radar system,
the frequency synthesizer generates a linear frequency ramp

with a slope

µ =
B
Tc

(1)

where B is the bandwidth and Tc is the sweep time. The
received signal is down-converted by the mixer and stored
in a matrix after being sampled by an analog-digital con-
verter with a sampling frequency of fs. A beat frequency, fb,
of the resulting baseband signal includes the pure target range
contribution, fR, and the radial-velocity-dependent Doppler
frequency, fD, as follows:

fb = fR − fD

= µ
2R
c
+

2
λ
v (2)

where c is the speed of light, λ is the wavelength, R is the
range between the target and radar, and v is the radial velocity
of the target. Generally, the chirp duration, Tc, is sufficiently
short for the range-dependent frequency, fR, to predominate
the beat frequency, i.e., fb ≈ fR.
A sequence ofM frequency ramps is transmitted during the

one-frame interval, Tf , to resolve the range-velocity ambigu-
ity given in (2). Given that each chirp has N sampling points,
the M measurements with the same ramp are concatenated
and form an N × M 2D array, i.e., a range-Doppler map,
as shown in Fig. 1. A fast Fourier transform (FFT) along the
slow-time directly yields the Doppler frequency, fD.
In cells where the targets exist in the range-Doppler map,

the phase difference between the antenna elements form a
vector that is used for direction of arrival (DoA) estimation.
Considering impinging signals are planar (far-field condi-
tion), a wave arriving at the k-th antenna element of the
uniform linear array propagates an additional distance of
kd sin θ , where d is the distance between adjacent antenna
elements, as shown in Fig. 2.

FIGURE 2. Geometry of uniform linear array.

TheADC sampled baseband signal comprises three dimen-
sions with indices n, m, and k corresponding to the fast-time,
slow-time, and antenna elements, respectively. The resulting
signal can be expressed as follows:

s(n,m, k) = A exp
[
i2π

{(
2fcv
c
+

2BR
cTc

)
Tsn

+
2fcR
c
+ mfDTf +

fckd sin θ
c

}]
(3)
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where fc is the center frequency of the chirp, Ts is the
sampling interval, A is the signal amplitude that is
changed through propagation and reflection, and k is
the position of virtual antenna elements, which varies
depending on the MIMO configuration with the TX and
RX index.

The range, velocity, and angle information is encoded
along each dimension of the 3D array, as in expressed by (3).
Instead of directly feeding the data into the network, we apply
FFT on each dimension, which is a typical and lossless
method to interpret FMCW data. The 3D array data after
applying FFT can be expressed as

S(p, q, r) =
N−1∑
n=0

M−1∑
m=0

K−1∑
k=0

sw(n,m, k)

× exp
[
−i2π

(
np
NR
+
mq
NV
+

kr
NA

)]
(4)

where sw(n,m, k) is s(n,m, k) after an appropriate window-
ing operation is applied; K is the number of virtual array
elements; and NR, NV , and NA are the numbers of FFT points
for each dimension. This preprocess reduces the capacity of
the network needed, and can be selectively applied to each
dimension.

Although it is common practice to treat data at each dimen-
sion separately, data between dimensions are not perfectly
separable in practice [27]. Thus, the use of sub-space type
algorithms, such asmultiple signal classification [28], and the
estimation of signal parameters via rotational invariance [29]
for the interpretation of higher resolutions were not con-
sidered to avoid loss of data input to the subsequent deep
network.

B. COMPLEX-VALUED ATTENTION MODULE
In the case of a real-valued channel attention task [21] f RCA :
A ∈ RH×W×C

→ X ∈ RH×W×C , the channel feature
v ∈ RC can be obtained through a pooling operation for
each channel ac ∈ RH×W , where A = [a1, a2, · · · aC ]. To
exploit the inter-dependencies between the channels from the
representative channel feature, the scaling factor sc can be
determined by

sc = δ (ConvU (ReLU (ConvD (v)))) (5)

where ReLU is a rectified linear unit activation [30]; δ is a
sigmoid gating; and ConvD and ConvU are the convolution
operations of 1 × 1 kernel implemented for channel down-
and up-scaling, respectively, with a reduction ratio of r . Then,
the scaling factor sc is used to rescale the 3D real-valued
tensor, A.

Xc = sc · Ac, ∀c ∈ {1, 2, · · ·C} (6)

where Xc and Ac are the c-th channel feature maps of X
and A, respectively.
The overall flow of the proposed CCA for a complex-

valued 3D tensor, D = A + iB ∈ CH×W×C , is shown
in Fig. 3. For the CCA task f CCA : D→ Y ∈ CH×W×C with a

FIGURE 3. Overall structure of the proposed complex-valued channel
attention module. For display purpose, each complex-valued tensor is
represented by two real-valued tensors corresponding to real and
imaginary parts.

feature map dc ∈ CH×W , the channel feature u ∈ CC is first
calculated using global average pooling as follows:

u =
1
HW

H∑
i=1

W∑
j=1

{< (dc(i, j))+ i= (dc(i, j))} . (7)

To extract the inter-dependencies between channels,
we applied down- and up-scaling convolution with a 1 × 1
convolution and a gating mechanism in-between similar to
that of the real-valued task. The complex-valued generaliza-
tion of convolution operation CConv can be defined [31] as

D ∗ w = (A ∗ p−B ∗ q)+ i (B ∗ p+ A ∗ q) . (8)

where the convolution kernel is w = p + iq. We exploit
a complex-valued activation CReLU, similar to the gating
mechanism, which is defined as

CReLU(z) = ReLU(<(z))+ iReLU(=(z)). (9)

After the consecutive operation on the channel feature,
the output û ∈ CC can be written as

û = CConvU (CReLU (CConvD (u))) . (10)

Inspired by the masking approaches [22]–[25], we opti-
mized the polar-coordinate-wise cRM [25] that can produce
a scaling factor sc from û. This cRM imposes a non-linearity
on the magnitude, while preserving the phase information as
follows:

sc = δ
(∣∣ûc∣∣) · ei(ûc/|ûc|). (11)

The sigmoid gating δ(·) bounds the magnitude of the scaling
factor into a unit circle in the complex space. The corre-
sponding phase information is obtained and passed through
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FIGURE 4. Overall network architecture for the ego-velocity estimation task.

the masking operation without loss. Similarly, the spatial
attention module can be implemented through masking after
extracting the representative feature ûs ∈ CH×W instead of û.

C. NETWORK ARCHITECTURE
The overall network architecture with the proposed CCA
module is shown in Fig. 4. Because the naive stacking of
the attention module would result in performance degrada-
tion, we coupled the attention module and residual learning,
similar to numerous previous studies [8], [21], [32]–[35].
Specifically, we employed the REVEN architecture proposed
in our previous study [8], which uses the body structure of
RCAN [21] as the backbone.

The solution of EVE is based on the angle-velocity pro-
file of static objects; thus, we reshaped the input spatial
domain, viewed by the local receptive field, in the form of
the angle-velocity profile:

Sin = Hra (S) , (12)

where Hra (·) denotes the data rearrangement operation. The
overall process of network input data preparation is shown
in Fig. 5. The convolution kernel processes the entire range,
i.e., the channel of each local angle-velocity patch, via reshap-
ing. This entire channel, a range profile, of the radar data
requires the filtering of areas without objects, i.e., target
detection. By applying the proposed CCA module, channels
that contain objects can be emphasized (Fig. 6). Further-
more, the proposed E2E architecture can compensate for
phenomena, such as range migration or phase wrapping,
which can occur in high-speed maneuvering ego-platform
situations [36].

FIGURE 5. Data preparation scheme to use raw radar data as input for
the neural network.

The network can be decomposed into three parts: the initial
feature extraction (IFE), deep feature extraction (DFE), and
state estimation. The deployment of one convolution layer is
followed by batch normalization of the IFE part to extract
the initial feature, SIF , with the desired number of channels,
as follows:

SIF = HIFE (Sin)

= CBN (CConv (Sin)) (13)

where HIFE (·) is the IFE function, and CBN denotes the
complex-valued batch normalization. Then, the obtained
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FIGURE 6. Left: Example of target detection in a range profile. Right:
Illustration of the effect of the channel attention in the early stages of the
network.

feature is fed into the DFE, where a residual in the residual
structure is adopted. Skip connections in this residual make
the deep network feasible [37]; furthermore, within the struc-
ture, the attention mechanism facilitates the extraction of the
deep features required for state estimation.

Unlike the architecture of RCAN, which is a real-valued
network for super-resolution (SR) tasks, all components of
the network are used as complex-valued building blocks,
including the attention module. Batch normalization (BN)
[38] is also employed throughout the entire network to accel-
erate and stabilize training by reducing the internal covari-
ance shift. This differs from other deep networks designed
for image-to-image tasks, such as SR [21], [37] and image
deblurring [39], because BN is often excluded from the net-
work owing to the loss of scale information and removal of
range flexibility.

The deep feature, SDF , obtained through DFE is inputted
with the initial feature, SIF , through global skip connection
and proceeds to the state estimation stage. This global short-
cut facilitates the flow of information within the network
by bypassing low-frequency information to the latter part of
the network. The process of state estimation includes two
main parts in terms of information compression and final
estimation: the size down-sampling and channel reduction
blocks, which use strided convolution and channel-reducing
convolution with a 1 × 1 kernel and the last fully-connected
layer. The ego-velocity state, ẑ, is estimated from the two
information sources, i.e., abundant low-frequency informa-
tion and high-frequency details, as follows:

ẑ = HSE (SIF + HDFE (SIF )) (14)

where, HDFE (·) and HSE (·) denote the DFE and state esti-
mation functions, respectively.

D. GEOMETRIC CONSTRAINTS
We added the states for the sensor into ẑ along with the
ego-velocity states, i.e., velocity states for the ego-platform,
and regularized network training using GCs that satisfy the
relationship between them. The ego-velocity information we

aim to estimate is the linear velocity, vlong, and angular veloc-
ity, ω, as shown in Fig. 7, which has a ground truth measured
through a high-precision inertial measurement unit (IMU)
with differential global positioning system (D-GPS) support.
The sensor velocity, vs = (vx , vy), mounting position, (l, b),
and viewing direction, θs, are used as dummy variables with-
out ground truths; they are used for regularization to assist
training and reduce over-fitting.

FIGURE 7. Illustration of the relationship between the reference and
sensor coordinate systems.

As previously examined [9]–[11], [13], [40], the observed
static target has a velocity that is directly opposite to the
sensor velocity, vs. From the perspective of radars measuring
the instantaneous radial velocity, vr,i, of targets, the sensor
velocity can be estimated using the bearing angle, θi, and
the radial velocity relationships of two or more static targets,
as follows: vr,1...

vr,N

 =
cos θ1 sin θ1

...
...

cos θN sin θN

[vxvy
]

(15)

where N static targets are detected in one frame. The sensor
velocity, vs, obtained from this relationship can be converted
to the ego-velocity, if the sensor’s mounting position and
viewing direction are known, as follows:

vlong = |vs| ·
(
cos (θs + θv)+ b ·

sin (θs + θv)
l

)
ω = |vs| ·

sin (θs + θv)
l

(16)

where θv is defined as

θv = tan−1(
vy
vx
). (17)

Herein, for simplicity, we assume no vehicle side-slip.
Because sensor velocity information estimated using the

information of targets is transferred to the platform velocity
information, we integrated dummy variables for GCs into the
estimated state ẑ as follows:

ẑ =
[
vx , vy, θs, l, b, vlong, ω

]
. (18)
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Then, we applied GCs, which impose the equality of (16), as a
regularization loss,LG. The linear and angular components of
the ego-velocities, vlong and ω, are optimized via the convex
and continuous Huber loss [41], which is less sensitive to
outliers compared with L2 loss. The final loss is defined by
the sum of the Huber loss, LH , between the estimates and
ground truth of the ego-velocity and regularization loss as
follows:

Ltotal = LH + λLG. (19)

By minimizing Ltotal with training samples in various situ-
ations, the network is implicitly forced to learn the mount
information, l, b, and θs of the sensor because of regular-
ization, which stabilizes the convergence of the training and
improves performance.

IV. EXPERIMENTS AND DISCUSSION
To verify the performance of the proposed method on the
EVE task performed with an automotive radar, we collected
over 100,000 frames of radar data by driving through complex
environments in a city. We verified that the E2E structure
could be trained with complex-valued radar data to resolve
the Doppler ambiguity problem without delicate correction
efforts. To thoroughly evaluate the effectiveness of our net-
work and its components, we also performed an ablation
study and compared the performance of our model with that
of previous approaches using our extensive database.

A. DATA ACQUISITION
The database comprised real-world measurements acquired
by a radar mounted on the front bumpers of a vehicle. An
automotive 79-GHz radar sensor with a valid sweep band-
width of 512MHz and an update-rate of 20 Hz was used. The
range resolution was 29.3 cm, and the velocity resolution was
1.02 km/h using 64 chirps. In addition, the radar featured an
array configuration with an aperture of 21.5λ, which corre-
sponds to a 2.5◦ angle resolution.

For obtaining measurements at its ego-velocity, our vehicle
was equipped with SPAN-CPT from NovaTel, which is a
high-precision IMU with D-GPS support. The vehicle was
driven at speeds of up to 120 km/h; the speed varied according
to the surrounding urban environment. However, the max-
imum unambiguous velocity, vmax , of the radar was set to
32.59 km/h, at which the velocity ambiguity problem could
easily occur in high-speed driving situations. Such a set-up
is common in the time division multiplexing scheme, which
is widely used to obtain the orthogonality between multiple
transmitters. In the following section, we demonstrate that the
proposed network can resolve the velocity ambiguity problem
without hardware changes (e.g., overlapping elements [42]),
changes in the transmission scheme (e.g., frequency shift
[43], [44]), or additional signal processing steps [45].

Data were not collected more than twice in the same scene,
and the database was divided into training, validation, and
testing sets, of 83,253, 10,012, and 10,011 frames, respec-
tively. The ego-velocity of each set was distributed over a

FIGURE 8. Distribution of velocity and yaw rate of ego-vehicle.
(a) Training set, (b) Validation set, and (c) Testing set.

wide range of velocities, as shown in Fig. 8. For most cases,
the yaw rates are close to zero because of the urban driving
environment, where cars are often driven straight forward.
The testing set was distributed relatively evenly to include
less static and fewer straight driving conditions.

B. VELOCITY AMBIGUITY
As noted in Section III-D, the EVE task can be solved
based on the instantaneous radial velocities of static targets.
Although the detailed methods differ, the principle involves
making estimations based on the angle-velocity curve (i.e.,
velocity profile) fitted by most targets, as shown in Fig. 9(a),
and treating these targets as static targets.

However, the interval between chirp signals transmitted
by the radar can set the maximum unambiguous velocity; in
cases when targets move at a speed beyond this maximum,
the phase due to the target’s Doppler effect becomes wrapped,
as shown in Figs. 9(b) and 9(c). For small excess of the
speed, this phase-wrapping phenomenon only occurs around
the antenna boresight. In such a situation, if most static targets
are located at a high angle without wrapping, the estimation
result may not be affected, as shown in Fig. 9(b). However,
in severe cases, most measured values will be wrapped, seri-
ously distorting the estimated curve, as shown in Fig. 9(c).
Therefore, proper estimation is possible only when the unam-
biguous radial velocities are restored or when a delicate
treatment of the wrapping phenomenon is performed as
shown in Figs. 9(d) and 9(e).
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FIGURE 9. Examples of the angle-velocity plot. (a) No ambiguity, (b) Doppler ambiguity arising in boresight, (c) Severe ambiguity, and (d),
(e) Ambiguity-resolved counterparts of (b) and (c). (Blue line: angle-velocity curve fitted by most targets; magenta line: supporting boundary;
blue markers: targets fitting the blue line; red markers: targets outside the supporting boundary).

In practical situations, dealing with the Doppler ambiguity
problem using conventional approaches [42]–[44] requires
modifications in the hardware of modulation scheme accom-
panied by redundancy. In subsequent experimental com-
parisons, previous approach was evaluated only for situa-
tions without Doppler ambiguity. Although it is difficult to
directly compare feature engineering-based techniques with
this study, which has an E2E structure, seminal work [9] was
used for performance comparison, and the parameters of the
preceding target detection for the previous approach were
optimized via training set.

Fig. 10 shows the results of the EVE task based on the test-
ing set; the results are sorted and plotted in ascending order
of the velocity. When the testing set is sorted in ascending
order, the ego-velocity exceeds vmax , which is 32.59 km/h,
at the 4138th frame. We first performed EVE using the
method described in [9] (see Fig. 10(a)). In the early stage
of the velocity ambiguity, the wrapping phenomenon starts
to appear around the antenna boresight; however, data cor-
responding to the rest of the angle do not show this phe-
nomenon, as shown in Fig. 9(b). If the remaining parts occupy
a major portion, then the ego-velocity can still be accu-
rately estimated, and the wrapping phenomenon, as shown
in Fig. 9(d), can be reversely corrected. Through this experi-
ment, we confirmed that accurate estimation can be achieved
in unambiguous areas. Moreover, we verified that estima-
tion performance does not deteriorate even if some velocity
ambiguity exists. However, in cases with severe ambiguity,
e.g., for velocity exceeding 50 km/h, the performance rapidly
deteriorates.

Figure 10(a) shows that, even if the ego-velocity is within
an unambiguous area, there are some frames with large

estimation errors. Such errors are inevitable and occasionally
appear in the previous technique because of the preceding
results of target detection in situations where most detected
targets are dynamic or with very few detected targets. How-
ever, our E2E approach enables the network to learn to handle
the Doppler ambiguity problem; the proposed network can
estimate the ego-velocity accurately, even when the driving
velocity exceeds vmax , as shown in Fig. 10(b). Fig. 10(c)
shows an enlarged section of the proposed results, which
demonstrates the high precision achieved by the proposed
method.

For a quantitative comparison, the mean absolute
error (MAE) between the estimate and ground truth was
calculated. Because no delicate techniques were added
to handle the Doppler ambiguity problem, only estimates
of 4,137 frames corresponding to unambiguous low-speed
scenarios were used to calculate the MAE for the conven-
tional method. TheMAE calculation for the proposedmethod
was computed using the entire test case of 10,011 frames;
the results showed an accuracy of 0.3650 km/h against an
accuracy of 0.5699 km/h for the conventional techniques in
the low-speed case.

C. ABLATION STUDIES
To gain insight regarding the feasibility of the proposed
method, we analyzed the effect of removing or adding
components from the network. Specifically, we measured the
effects of
• configuring the entire network with complex-valued
building blocks,

• using the CCA module that emphasizes the important
channel without distorting the phase, and
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FIGURE 10. Velocity estimation results for the entire testing set (sorted in ascending order for visualization purposes). (a) Methods described in [9],
(b) Proposed method, and (c) Enlarged view of (b).

FIGURE 11. Box plot of the ablation study results using the proposed method and the testing set. (a) Velocity, (b) Yaw rate, and (c),
(d) Enlarged counterparts of (a) and (b).

• applying regularization through constraints using geo-
metric relationships between the sensor and ego-vehicle.

Our network was trained in the following environment. We
adopted a mini-batch size of 128 with the maximum number
of epochs set to 200. Our model was implemented with
PyTorch and trained with Adam optimizer [46]. The learning
rate was set to 0.001. Our network consisted of three CRGs
and four CRCABs with the CCA module in each block.

When the number of channels is the same, the CConv
uses both real and complex kernels so it has twice the
network capacity compared to its real-valued counterpart. In
the case of RVNN, the real and imaginary parts of input
are concatenated along the channel axis and the number
of convolution kernels is doubled to match the level of
capacity. In addition, the number of CRCABs is doubled
to compensate for the reduced capacity in the case of an
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TABLE 1. MACs and Accuracy Results of the Ablation Study (Testing Set).

attention-less network. Consequently, models A and B use
higher multiply–accumulate operations (MACs) instead of
eliminating an attention module from the network, as listed
in Table 1.

Table 1 also lists the experimental results of the ablation
study for different settings. Note that, in [9], estimations were
only performed for unambiguous cases, and the accuracy of
the velocity estimation is similar to that of case D. However,
the error in the yaw rate estimation was much higher than
that of the baseline case A. The proposed structure accu-
rately estimated the yaw rate regardless of whether velocity
ambiguity occurred. Comparing the test models for cases
A-D, a significant improvement was observed when both
CCA and CVNN were applied, and CCA exhibited superior
performance. Inmodel E, GCwas applied, resulting in further
significant performance improvement, i.e., the application of
regularization based on geometrical relation had a consider-
able effect on minimizing the loss functions in a very high
dimensional space.

From the box plots in Fig. 11, it is possible to determine
the distribution of estimation errors and tendency of change
in precision according to the selected model. The estimation
performance of the method in [9] heavily relies on the preced-
ing target detection step, and occasional frames with severe
estimation errors were encountered, leading to a wide range
of outliers in the box plots. In terms of the velocity error,
the distribution range of outliers is significantly reduced by
the proposed model, especially when CVNN and CCA are
used together, and the application of GC further improves
both the accuracy and precision. Although the level of perfor-
mance gain is slightly lower than that of the velocity, the yaw
rate case achieved the highest performance for model E.

V. CONCLUSION
In this study, we propose a novel attention method for dealing
with a complex-valued tensor whose amplitude and phase are
related to the EM scattering of the target being observed.
Our CA module was coupled with the REVEN architecture
as a channel attention network; REVEN was designed as
a CVNN, which is known to be particularly powerful for
handling wave phenomena, such as EM waves and sound
waves [47]. We also analyzed the geometric relation and
leveraged this relation to regularize the training of the overall
network. Our E2E structure relieved the burden of prepro-
cessing dependencies of the EVE task, and the ego-velocity

in the reference frame was obtained from the sensor velocity
without sensor mounting information.

The experimental results demonstrated that the proposed
method can accurately estimate the ego-velocity regardless of
the occurrence of Doppler ambiguity. The ablation study also
showed performance improvements both in terms of accuracy
and precision, which resulted from the implementation of
CCA, CVNN, and GC. As a future endeavor, we aim to apply
and verify our CCA network to radar-based simultaneous
localization and mapping.
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