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ABSTRACT Automatic assessment of exams is widely preferred by educators than multiple-choice exams
because of its efficiency in measuring student performance, lack of subjectivity when evaluating student
response, and faster evaluation time than the time consumingmanual evaluation. In this study, a new approach
for the Automatic Short Answer Grading (ASAG) is proposed usingMaLSTMand the sense vectors obtained
by SemSpace, a synset based sense embedding method built leveraging WordNet. Synset representations
of the Student’s answers and reference answers are given as input into parallel LSTM architecture, they
are transformed into sentence representations in the hidden layer and the vectorial similarity of these two
representation vectors are computed with Manhattan Similarity in the output layer. The proposed approach
has been tested using the Mohler ASAG dataset and successful results are obtained in terms of Pearson
(r) correlation and RMSE. Also, the proposed approach has been tested as a case study using a specific
dataset (CU-NLP) created from the exam of the ‘‘Natural Language Processing’’ course in the Computer
Engineering Department of Cukurova University. And it has achieved a successful correlation. The results
obtained in the experiments show that the proposed system can be used efficiently and effectively in
context-dependent ASAG tasks.

INDEX TERMS Automatic short answer grading, MaLSTM, semspace sense vectors, synset based sense
embedding, sentence similarity.

I. INTRODUCTION
Recently, pretrained language models such as BERT, GPT-2,
ELMo [1]–[3] based on the processing of large corpora using
advanced deep learning methods have taken much atten-
tion from Natural Language Processing (NLP) researchers.
Thanks to these language models, it is possible to implement
effective downstream NLP applications such as sentiment
analysis, social virtual chat robots, or virtual smart robots that
answer questions in a specific domain known as automatic
question answering systems [4]–[7].

The automatic scoring of short answers in open-ended
questions is one of the important studies of the NLP
domain [8]. Multiple-choice exams are the most commonly
preferred centralized examination models used in the world.
In these exams, candidates are expected to answer questions
by choosing one of the given options. Although it has been
revealed that this approach is inadequate in measuring the
skills and knowledge of the students [9], this method still
dominates the centralized exam systems all over the world.
One of the reason is; measurement and assessment process
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is very fast using optical readers and processing the results
with software. Another reason is that if the exam type is
open-ended which means answering the questions by writing
arbitrary text and if the assessment is made through the
human intervention, this may cause personal judgments to the
answers and it affects the objectivity of the exam.

With rapid developments in natural language processing
and machine learning applications, the idea of making exams
based on open-ended questions that can be evaluated auto-
matically when applied to a mass amount of students attracts
educators. Generally, two assessment models are preferred
for the automatic scoring of open-ended questions in the lit-
erature. While the evaluation in the first one is made based on
some predefined criteria, in the second one, the assessment is
based on semantic similarity between the correct answer and
the student’s response. In this method, the correct answer to
the question is taken as a reference and comparedwith the stu-
dent’s answers in terms of semantic similarity between them.

For both assessment approach, deep learning-basedmodels
have the most successful results [10]. Especially the success
of Long Short Term Memory (LSTM) [11] based models is
remarkable. This method uses Manhattan vectorial similarity
in the output layer. The words in the two sentences are

19270 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 9, 2021

https://orcid.org/0000-0002-4462-3707
https://orcid.org/0000-0002-2001-4608
https://orcid.org/0000-0003-0381-4360


C. N. Tulu et al.: Automatic Short Answer Grading With SemSpace Sense Vectors and MaLSTM

tokenized and transformed into the vectors and those vectors
are given as input to twin LSTM networks. The semantic
embeddings of the sentences are generated in the last hidden
layers on the two networks and finally, by using Manhat-
tan distance the semantic similarity of them is calculated to
score the similarity. Mueller and Thyagarajan [12] have used
Word2Vec [13] vectors in their study and have got the first
rank in the semantic text similarity task (SICK) [14] of the
SemEval 2014.

In the literature, one of the main success indicators of the
Automatic Short Answer Grading (ASAG) studies is the high
correlation and fewer loss values on the benchmark tests with
publicly available and widely used datasets. The success of
the proposed ASAG method with the Mohler dataset [40] is
an important metric for the domain-dependent ASAG studies
because Mohler dataset includes questions and answers in
the field of computer engineering (domain-dependent), it is
public and it consists of short answer sentences with max-
imum words (i.e. 20). Although some ASAG methods that
adopt the sentence similarity approach measure the success
of their studies using the SICK dataset [14], there are some
shortcomings in the SICK dataset. Because the SICK dataset
includes sentences whose semantic similarity is interpreted
by leveraging different domains. It is not a specific domain
dataset, not like a lecture notes that that is generated based
on a chapter or a topic and not like a certain number of
questions generated for the exam of a specific class. The
domain-independent sentence similarity dataset as SICK is
not preferred as benchmark data in ASAG studies because
of the longer sentences than the school exams with short
answers. According to the literature, classical unsupervised
ASAG approaches used on the Mohler dataset [40] have low
success values as shown in Table 4, and the expected success
cannot be achieved in the new generation ASAG studies using
advanced deep learning-based methods neither. The reason
for this handicap might be the word representations and the
deep learning architecture since they are the main compo-
nents of deep learning-based studies. For this reason, it is pro-
posed such a deep learning-basedmodel should consist of two
main components, one is the SemSpace sense vectors using
concepts in WordNet [33], a well-defined knowledge-base
created with the participation of scientists who are experts in
linguistics and computational sciences, where only concepts
are in a semantic relationship with each other. The second
one is the Manhattan LSTM (MaLSTM) [12] network, which
has been implemented on multi-layer LSTM networks, has
proven its success in sentence similarity benchmark tests
(i.e., SICK dataset). The training of the proposed system
is built on the MaLSTM network. It is trained using the
semantic similarity between the reference answer and the
student’s response.

High successes were gained in the tests performed on the
CU-NLP1 dataset that is specifically developed for this study.
CU-NLP dataset consists of two exams and their answers

1https://bmb.cu.edu.tr/uorhan/CuNLP.htm

for the Natural Language Processing course in fall 2019.
The course is taken as a technical elective course by Cukurova
University Computer Engineering undergraduate students.
Then the benchmark tests of the proposed approach were
performed on the Mohler dataset. Successful results on the
Mohler dataset are an indicator that both the SemSpace
sense vectors and the MaLSTM network provide better
results together.

The rest of the paper is organized as related works in
Section II. The data set used in the study, the SemSpace
algorithm, determination of sense vector, and the MaLSTM
method has been explained in Section III, the obtained results
are revealed in Section IV by comparing results with differ-
ent methods explaining the parameters, environment for the
training of the proposed system, and finally the conclusion
of the study and recommendations for the future studies are
given in Section V.

II. RELATED WORKS
Page [16] made the first study of the computers to auto-
matically evaluate student responses with natural language
processing methods, it is known as Project Essay Grade.
Page designed a system that automatically evaluates essays by
using parameters such as text length, word number, word part
of speech tag (POS Tag), and other parameters of the essays
written by students. Burrows et al. [8] divided these studies
on ASAG into several categories: the first category is known
as concept mapping. The concept mapping idea is based
on evaluating the student’s answers by matching them with
various concepts. ATM (Automatic TextMarker) [17] divides
teacher and student responses into a list of minimal concepts,
it counts the number of common concepts to calculate an
assessment score. Perhaps the most important study in this
category is the study known as c-rater [18], which aims to
match as many concepts at the level of sentences as possible
between reference answers and student responses. In this
study, matching is done based on a set of rules as; syntactic
variation, morphological variation, synonyms, and spelling
correction rules. Wang et al. [50] compared three methods
for grading earth science questions in secondary education,
this comparison is made based on concept mapping, machine
learning, and both. The initial concept mapping approach
is based on the use of cosine similarity in the tf.idf (term
frequency multiplied by the inverse document frequency)
vectors by tackling bag of the word properties. The second
concept mapping method was carried out by using a support
vectormachine (SVM) created by leveraging the bag ofwords
properties. The last concept mapping approach is integrated
with unigrams, bigrams, and speech bigrams, and a pure
machine learning method using the SVM regression model.

Burrows names the second category of ASAG studies
as Information Extraction techniques, information extraction
techniques are aimed at extracting structured data from
unstructured sources such as free text, and obtaining
a feature set that represents structured data. WebLAS
(Web-Based Language Assessment System) [19] identifies
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important parts of the answers in disaggregated presenta-
tions and asks the teacher to approve and assign a weight to
each. eMax [20] evaluation approach considers all possible
formulations for the pattern matching. FreeText Author [21]
provides a graphical user interface for teacher response entry
and student response grading. Teacher answers are orga-
nized into syntactic-semantic templates for matching stu-
dent responses. Auto-Assessor [22] focuses on standardized
grading. Matches one-sentence student answers based on
word-coordinate matching and synonymswithWordNet [33].
This refers to the matching of individual terms between
teacher and student responses. In Auto-Assessor, each word
that matches exactly is given a point, partial credit is given
to words found from WordNet and associated with it, and
the rest are not credited. In this way, an evaluation process
is conducted.

According to Burrows, another category is corpus-based
studies. Purpose of this category is the automatic evalua-
tion of student responses with the statistical property data
obtained from the corpus. In Atenea [24], while initially
using BLEU [59] scale based on n-gram overlap and nor-
malized sample length as the scoring method, Latent Seman-
tic Analysis (LSA) [51] was also added to the evaluation
pipeline. SAMText (Short AnswerMeasurement of Text) [23]
is evaluated by applying an LSA variant based on an inverted
index data structure that has been added to content from a
web scan using related text on similar topics. Mohler and
Mihalcea [52] have experimented with various approaches
for the ASAG. They performed classification by comparing
eight different semantic similarity measures, two of them are
corpus based methods. These methods use Explicit Semantic
Analysis (ESA) and LSA as the corpus based methods.

Machine learning-based methods are the another cate-
gory of the ASAG studies. Machine learning-based methods
typically use a set of features derived from text by using
natural language processing techniques then combined into
a single class or score using a classification or regression
model. Features that include the bag of word and n-grams
are typically used in this category. The e-Examiner [47] uses
ROUGE metrics [54] as features required for machine learn-
ing. These are combined as linear regression. CAM (Content
Assessment Module, Content Assessment Module) [48] uses
the closest k-neighbor classifier and performs the assess-
ment by measuring the overlap percentage of content at var-
ious linguistic levels between teacher and student responses.
Madnani et al. [49], on the other hand, tackled eight different
features, including BLEU, ROUGE, sentence number word
link vectors, which are input to a logistic regression classifier
and automatic evaluation is performed accordingly.

According to Burrows, the evaluation category is aimed
to evaluate the methods previously developed using different
methods and techniques for the ASAG. The aim is to
apply certain metrics on the datasets given in the form
of a competition to select the works with the highest
success. The first of these is ASAP (Automated Student
Assessment Prize), an automated ranking competition series

organized by commercial competitive hosting company Kag-
gle. The Quadratic Weighted Kappa (QWK) method is used
as a success criterion in ASAP competitions. Accordingly,
the first three studies achieving the highest success are Tan-
dalla [55], Zbontar [56], and Conort [57]. SemEval ’13 Task
7 [58] is the first large-scale non-commercial ASAG com-
petition. In this competition, the most successful works are
known as Dzikovska ’12 [25], Levy ’13 [26], SoftCardinality
[27], and UKP-BIU [28].

As a result of the rapid developments in deep
learning methods, significant success has been gained in
sentence-level semantic similarity studies developed using
the LSTM network. In these methods, which are based on
measuring the semantic relatedness of two texts, the ability
of the neurons in the LSTM network to store the information
formed in the previous step has also been a major factor.
One of the most important works in this category is the
MaLSTM [12] method, which measures the similarity of two
sentences using Manhattan distance similarity at the output
layer of the Siamese LSTM network architecture. Similarly,
Othma et al. [29] conducted a study based on the principle
of giving the closest semantic question and the relevant
answer to the question asked by a user among the com-
munity questions and answers on the web for both English
and Arabic, using Siamese LSTM and Manhattan vector
distance. In benchmark tests performed on Yahoo Answers
Dataset, successful results are obtained. Another study in this
field is the study developed by Uto and Uchida [30], which
includes a Deep Neural Network and IRT (Item Response
Theory) along with an LSTM layer. Recently, several lan-
guage models such as BERT [1], GPT-2 [2], ELMo [3] have
been produced as a result of the processing of large corpora
with deep learning techniques. These language models are
pre-trained and made publicly available and they are used in
the development of NLP applications with prior fine-tuning
processes. ASAG studies have also been developed with
these pre-trained language models. Zichao Wang et. al. [31],
in their study named ml-BERT, showed that satisfactory
results can be obtained as a result of using a limited number
of labeled data sets specific to the domain of examination
as training data. Chul Sung et. al. [32] have shown that by
updating the pre-trained BERT language model with domain-
specific books and question-answer data, better results can be
achieved instead of fine-tuning the model.

III. MATERIAL AND METHOD
The approach proposed in this study consists of three funda-
mental steps. In the first step, the synsets and relationships in
theWordNet 3.1 [33] data are arranged to train the SemSpace
algorithm. After the training, a vector defined in Euclidean
space is determined for each synset. In the second step, the
datasets on which the tests will be carried out are separated
into tokens and the correct synset candidates of these tokens
are determined by the process ofWord Sense Disambiguation
(WSD). In the third step, the MaLSTM model is trained with
the prepared data set. This section includes the preparation
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process of the dataset used in the study, the details of the
SemSpace algorithm and its sense vectors (1st and 2nd steps
of the study), and the details of the MaLSTM model (3rd
step of the study) are explained under separate headings
in this section.

A. DETERMINING SENSE VECTORS WITH SEMSPACE
METHOD
In the initial computational natural language processing
applications, words were represented with one-hot encoding,
but with rapid developments in big data which means a huge
size of different types of unstructured data, the fact that such
a costly vector representation could not be sustainable [36].
In order to bring the word vectors to an acceptable level
in terms of both representation and dimension, the concept
of word embeddings has been introduced. Word2Vec [13],
GloVe [34], and FastText [35] can be listed as the widely
used word embedding methods as of today. Although these
methods are used successfully in many different applications,
representing a word with more than one meaning (polyse-
mous words) with a single vector creates serious meaning
conflation deficiency problem [37]. Therefore, the term sense
embedding has emerged. Although researchers have revealed
several sense embedding methods [38], [39] a serious success
could not be achieved in different downstream NLP appli-
cations. The SemSpace [15], a synset based contextualized
sense embedding approach that aims to find a weight for each
relationship and also a sense vector for each word defined in
the WordNet. The SemSpace algorithm used in this study is
slightly different from the SemSpace algorithm explained in
detail in [15], in which a single vector representation for each
synset is defined in WordNet. Besides, for WordNet relation
weights, it was determined by a random search without
aligning them to an expert intervened public word similarity
dataset. For this purpose, a dataset representing all synsets
and relationships in WordNet 3.1 data is prepared, and the
SemSpace algorithm is run to determine each sense vector.
As detailed in [15], SemSpace achieved successful results
in the word level semantic similarity benchmark data sets
(0.94 Spearman with RG65 [60] and 0.88 with MEN3000
[61]).WordNet 3.1 dataset is publicly accessible on the inter-
net. There are 117K synset and 26 different types of 365K
relations between synsets. For this study, all triples (node1,
node2, relation) are collected into a text file. In the graph
model of WordNet, nodes represent synsets. By running
the SemSpace algorithm, the semantic relationships between
neighboring nodes are calculated based on the Euclidean
distance, and bothweight and vector positions are obtained by
a dual optimization approach. This algorithm is started with
random initial vector positions and relation weights. Then by
using the WordNet relations, similarities (weights) between
vectors are adjusted with an iterative approach. The weights
and the vectors that maximize the difference between Spear-
man correlation and MAE are stored as the optimum values.
The similarity between the two vectors is calculated using (1).

Sim(V1,V2) = e−‖V1−V2‖, (1)

In (1), V1 and V2 represent the sense vectors in the Euclidean
space. If the similarity value of the two vectors exceeds the
relation weight between V1 and V2, the vectors are moved
closer to each other, and vice versa, the vectors are moved
away from each other. This is the change in the position of
the vectors during the training of the SemSpace algorithm,
this update is performed by (2)

1 = η(V1 − V2), (2)

In (2),1 represents the vector position updating value, while
η shows the learning rate. The two relationships that connect
three nodes in WordNet is transformed into two equations
with three unknowns. Such infinite solution inconsisten-
cies are referred to as the ‘‘problem of lack of equations’’.
Although it is guaranteed that the three neighbor vectors in
the SemSpace would be close to each other, it is stated that the
vectors are poorly represented because the solution cannot be
clarified.

Regarding the dimensions of the vectors, detailed analyzes
have been made. It was observed that synsets that do not
have semantic similarity with each other got closer to each
other when the dimension of the vectors is selected relatively
small (size = 3). It has been observed that if the vector
dimension is chosen large value (i.e. 300), the vectors initially
are located far away from each other and only those with
semantic relationships come closer to each other. Within the
frame of the memory limits of the graphics card used, train-
ing was made using 300-dimensional vectors and obtained
vectors have been used in this study. On the other hand,
when the SemSpace algorithm is executed using theWordNet
data, the weights of all relationship types are found around
the value 0.5. Therefore, it is sufficient to determine the
related synsets in newly defined relationships (regardless of
the weights).

The Word Sense Disambiguation (WSD) process for
the ambiguous words in the dataset is done as; first of
all, the words belonging to student answers and reference
answers are normalized by going through the steps tokeniza-
tion, filter stop-words, and lemmatization as shown in Fig. 2.
The context set is chosen by selecting the N tokens which
are used most frequently in the dataset. Then each token
is queried in the WordNet vocabulary list and converted to
vectors using a lookup table. Those which were not found
in WordNet are considered as the out of vocabulary (OOV)
words. Those which have more than one synset candidate are
determined by the WSD process. To do this, the candidate
synset closest to the context cluster of the ambiguous word
is selected. The mathematical representation of this WSD
operation to find the best fit sense vector of dataset context
is represented by (3).

CWSD = argmin
Gj

∑N

i=1

∥∥Cj − Pi∥∥ , (3)

In (3), N is the number of synsets in the context cluster, Cj
indicates the candidate synsets of the ambiguous word, and
Pi is the sense vectors in the context cluster.
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FIGURE 1. High-level overview of the proposed model.

B. GRADING WITH MALSTM
In the study, Manhattan LSTM (MaLSTM) [12] network,
which is widely used in sentence similarity applications,
has been preferred as a deep learning model. As seen in
Figure 1, this network consists of two identical LSTM net-
works. While this network is being trained, the sense vectors
of the words in the student’s response text and the sense
vectors of the words in reference answer text are fed into
the input layer of the MaLSTM network. While the student
response goes to the input layer of the LSTMa, the reference
answers are given to the input layer of the LSTMb as shown
in Figure 1.

Each sentence pairs (student response and reference
answer) entered to the LSTM networks with sense vectors
is transformed into a sentence representation vector (a kind
of contextualized text embedding) at the last hidden layer
of each LSTM network, and the Manhattan distance of the
text embeddings is calculated using vectorial similarity and
it is normalized into a fixed interval [0,1]. While Vai and Vbi
in Figure 1 represent the sense vectors, han and h

b
m are the cre-

ated contextualized text embeddings of the words in the sec-
ond sentence. At the input layer, each word vector has a fixed
length. Mueller and Thyagarajan [12] used Word2Vec [13]
as the word embedding vectors in their studies. In this study,
a synset based contextualized sense embeddingmethod called
as SemSpace and its sense vectors are used. Since SemSpace
determines the representations of the concepts on WordNet,
there must be a corresponding synset on WordNet for the
words in the sentences to be compared. When a word cannot
be matched any synset on WordNet, it is considered as OOV.
In the last hidden layer of the LSTM network, the words
belonging to the two sentences to be compared are aggregated
and a single sentence vector representation of each sentence
is created. The vectorial distance between the text vectors of

these two sentences (hn)a and (hm)b is calculated using the
Manhattan vector similarity.

The proposed system should have preliminary steps before
going to the LSTM network. These steps are called prepro-
cessing steps and the block diagram of these sequences is
shown in Figure 2. Initially, the words belonging to the two
sentences to be compared must be both tokenized, and stop
word clearance should be taken place.

The obtained tokens should pass to the lemmatization
process and the conceptual equivalents on WordNet should
be found and if more than one semantic correspondence is
found to the relevant word, a context-dependent WSD pro-
cedure should be applied as it is explained in section 3.A.
After that, sense vectors are found using a lookup table from
SemSpace. The deep learning stage of the proposed system
starts in this step, the sense vectors to be the input to the
LSTMnetwork is converted into text vectors in the last hidden
layer of the LSTM network. The similarity value found as a
result of measuring the sentence representation vectors using
Manhattan distance is compared with the real score given
by the instructor for the training, and the MaLSTM network
is trained according to the MSE (Mean Square Error) loss
function and the weights in the hidden layers are updated by
backpropagation.

C. THE ASAG DATASET USED IN THE STUDY
Two different datasets are used to test the proposed
approach. The first one is the Mohler [40] dataset, it is widely
preferred by most of the ASAG studies for benchmark pur-
poses. Mohler’s dataset is a domain-specific dataset gener-
ated by using Computer Science exams. The dataset consists
of 12 exams and each exam consist of 7-8 questions. There are
87 reference answers in the dataset for 87 questions, each ref-
erence answer has student responses given by 26-31 students
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FIGURE 2. Preliminary textual preprocessing steps before entering into Neural Network.

TABLE 1. Structure of the training data.

TABLE 2. Sample data from mohler training dataset.

and evaluators score to each student responses by comparing
the similarity of the reference answer and student response,
evaluation scores are given from 1-5, where 5 is most relevant
with reference answer and 1 is not relevant at all. Mohler
Dataset is publicly available and can be downloaded from the
internet. In our study, the Mohler dataset is transformed into
csv file, each csv file consists of student responses and refer-
ence answer to one question. In this way, it is created 87 csv
files, each csv file has a structure as; < ref . answer > ,

< student answer >,< evaluation score >. Since the used
MaLSTM network consists of two identical LSTM layers.
Each created each csv file is as in Table 1. By the way, each
of the identical LSTM layer is trained with correct answers
to have the same weights in its hidden layers.

Also, a new data set called as CU-NLP has been created
specifically for this study, and used as the second dataset to
evaluate the proposed model. The dataset prepared with the
final exam conducted in the Natural Language Processing
course, which is an elective course in the Department of
Computer Engineering at Cukurova University for the fall

TABLE 3. Sample data from cu-nlp dataset.

semester 2019. A total of 86 students took one exam each con-
taining 2 open-ended questions via a web gui and 171 answer
texts were recorded separately. One of the students has not
answered one question. The reference answer text for each
question was prepared by the instructor of the course. The
evaluator gave a score between 0 and 100 for each student
answer by performing the evaluation completely manually
on the web gui, but it is normalized into the [0,1] interval
in the study. The dataset prepared to train the system has
two input texts (the first is the student’s answer, the second
is the expected correct answer) and a numeric output (the
student’s grade), the same approach has been applied as
explained inMohler’s dataset, each reference answer and cor-
responding students responses have recorded into the same
dataset file (csv) by crossing them each other. Sample data
in the CU-NLP dataset as text1, text2, and grade are shown
in Table 3.

Since the assessment of the student’s responses was car-
ried out completely manually, although the student’s answer
might be different from the answer expected by the instruc-
tor, the possibility of an alternative correct answer was
considered and a second manual analysis was performed
on the dataset by another instructor. Accordingly, some
of the answers given by the students were presented as a
keyword-based warning to the evaluator to prepare a new

VOLUME 9, 2021 19275



C. N. Tulu et al.: Automatic Short Answer Grading With SemSpace Sense Vectors and MaLSTM

alternative answer. So the evaluator verified the warning and
prepared a second alternative answer text for a question and
re-evaluated the student responses that came as a warning.
Thus, it was confirmed that one answer text was found for
one of the questions asked to the students, while two alter-
native answer texts could be correct for the second ques-
tion. While cross-validating the study, the student answer
texts in the dataset were compared with all alternative cor-
rect answers and the highest score obtained was considered
as valid.

D. IMPLEMENTATION DETAILS
Initially, the SemSpace algorithm has been executed with
WordNet 3.1 data and 300-dimensional sense vectors have
been prepared for the total 117K synsets defined in WordNet.
For the stop words clearance, tokenization, and lemmatiza-
tion operations, the Python NLTK library is used. WordNet
lemmatizer has been preferred since the sense vectors are gen-
erated using the WordNet vocabulary list. Also for the imple-
mentation of the proposed approach, the WordNet 3.1 data
is downloaded and transformed into the text files to find the
corresponding sense vectors. Sense vectors are the common
inputs to feed the proposed system and they have been gen-
erated using the SemSpace algorithm. In order to solve ambi-
guity problems for the polysemy words, the WSD algorithm
is implemented as explained in section 3.A. In order to build
the proposed system, it is developed a python code by using
TensorFlow to utilize the GPU power to save the training
time. Keras is used to build a deep learning model. Input,
Embedding, and LSTM layers are imported fromKeras. Also,
the sequential model is imported from Keras library to put
embedding layers and LSTM layers inside this model. The
custom layer which is known as theManhattan Distance layer
has been prepared as a separate function and added to the
model, this layer takes two inputs from the previous layer.
This custom layer tunes the text vectors received from two
identical hidden LSTM layers.

Due to the nature of the model used, one more copy is
prepared from all lines in the dataset file, and the places of
the ‘‘reference answer’’ and ‘‘student’s response’’ columns
have been exchanged as shown in Table 1. Thus, two LSTM
networks in theMaLSTMmodel have been twinned by learn-
ing the same sentences. The leave-one-out cross-validation
method is used to determine the success on the dataset. In the
training of the model, the mean square error was preferred as
the loss function, Adam optimizer for optimization, andmean
absolute error (MAE) as the success metric. The batch size
is 1024 selected and 500 epochs for training. As a result of
training the designed LSTM network, Pearson’s r correlation
values between the grades computed by the method and the
grades given by the evaluator is calculated to compare the
success of the method with other methods for the Mohler
dataset. The LSTM layer embedding dimension is chosen as
60 and the input layer dimension as 300 for the SemSpace
sense vectors. GPU Tesla T4 is used with compute capability:
7.5 provided by Google colab.

IV. RESULTS AND DISCUSSION
In order to test our method using the Mohler [40] dataset,
87 csv files are created for each exam question responses, and
each of them is trained and tested independently. In most of
the dataset files Pearson’s (r) value>0.95 have been gained.
As seen in Figure 3, Pearson values (Fig. 3.b) and MAE
values (Fig 3.a) have a negative correlation, this shows us
that the training process is completed consistently. The test
results of each datasets are shown in terms of accuracy, there
are 87 dataset files, each of them are trained separately, the
x-axis in the Figure 3 shows the dataset file number and the
y-axis shows the MAE (Mean Absolute Error) in Fig 3.a,
Pearson correlation values (r) in Fig 3.b, and RMSE (Root
Mean Square Error) in Fig 3.c. When Figure 3 is examined
in-depth, the Pearson value for the dataset file 84 is 0.01.
To find the root cause of this, dataset 84 file is manually
checked. It is observed that all of the responses for each
student have been scored with 1.0 except one that is given 0.9.
Computed scores to the student responses for question 84 by
the algorithm are exemined, it is observed that almost all of
them are around 0.95, which is fine for the estimation but due
to the nature of the data for question 84, this correlation value
is acceptable. There are some lower Pearson values (around
0.6) for the dataset files like dataset file 43, 59, 63. These files
are also manually examined and found that reference answers
to the question are very short and also most of the student
responses are scored 1.0 which is absolute point and response
is counted as fully correct. Also, even student response is a
longer sentence, it is scored as 1.0 by the evaluator just if the
student response contains the reference answer words inside
of the response text.

On the other hand, the proposed system is tested by
inputting just one csv file that contains all the student
responses to all questions. That file contains responses given
to 87 questions by all students, that file has the records for
the responses to all questions given by all students contains
4484 rows. Proposed system have trained and tested within
this file. And found out %23 MAE and 0.15 Pearson correla-
tion, this far from our expectation. Detailed analyzses are con-
ducted to find the reasons of this deficiency. First of all, our
proposed system generates a context set using words in the all
vocabulary list generated from the dataset. When the number
of the words in the context set increases, it causes slow
determination of the correct synsets for ambiguous words and
learning speed gets too slow and due to a large number of
OOV words, learning hasn’t completed as expected and this
is one of the major reason for low success. As a result, to train
the system just question by question as separate csv files is
preffered, so responses to each question have been given to
the system as input and a high success rate in terms of MAE
and Pearson are obtained.

For the training and testing of the CU-NLP dataset,
the same setup is used with the samemodel and with the same
parameters 0.02 MAE and 0.989 Pearson correlation value
have been obtained. Results have taken for this dataset also
confirms that our model fits the expectations in terms of
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FIGURE 3. MAE (a), pearson (b), RMSE (c) results of each dataset files for the mohler dataset.

TABLE 4. Test results comparison of ASAG studies and our study in the
literature using Mohler [40] dataset.

accuracy, and also experiments made with this dataset shows
the consistency of the model. Moreover, there are large num-
ber of OOV words in this dataset, but they are ignored and
not evaluated and those OOV words did not much affect the
performance and success of the proposed model. Most of
them are typos and Turkish words entered by the students.
In Figure 4, the training and test history of the model with
the CU-NLP dataset in terms of model accuracy and loss
according to the number of epochs can be seen. Graphs given
in Figure 4 are generated using the CU-NLP dataset file that
contains student responses to the CU-NLP exam questions.

By testing the proposed model with Mohler dataset, high
accuracy in terms of Pearson correlation and RMSE as

success criteria among the other studies have been deter-
mined. SemSpace sense vectors have positive contributions
to the success of the approach proposed. Also training each
question with corresponding student responses keeps the
shorter context set and this allows faster training with higher
accuracy. When the model is trained using all the student
responses to all questions, the context set extends and training
time gets too slow and low success and accuracy determined.

There is also SICK [14] dataset that sentence similarity-
based ASAG studies are using for benchmark purposes. Our
model is trained using the SICK dataset and got a 0.48 corre-
lation value, the reason for the lower success within SICK
dataset might be summarized as; SICK dataset consists of
around 10K sentence pairs with semantic similarity values
of the corresponding pairs. These sentences are randomly
selected from daily life (newspapers, conversations from
cinema films, etc.) and literary resources (books, poets. . . ),
and almost each sentence’s context is independent of other
one. But, Mohler and CU-NLP datasets have only one con-
text for each dataset (Mohler and CU-NLP are about the
Introduction to Computer Engineering and the Natural Lan-
guage Processing courses, respectively). Also, in Mohler
and CU-NLP dataset, the correct answer (reference answer)
of each exam question, and the students’ answers to that
question are entered into the LSTM network one by one.
Therefore, the semantic similarity value of each reference
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FIGURE 4. Plot of model MAE (a) & loss (b) on training/test for the CU-NLP dataset.

answer with 29 different sentences are given as input to the
system, so the training is performed with many sentences and
different similarity scores in the same context. By this way,
the LSTM network is trained very well with the assessment
of the sentences given to the reference answer. And the last
reason is that the sentences of the SICK dataset is not eligible
for the ASAG tasks because it contains too long (more than
30 words) sentences. But in the short answer grading concept,
the responses within a max of 20 words are preffered. As a
result, we can consider the SICK dataset as the gold standard
for the sentence similarity tasks, but not for ASAG.

V. CONCLUSION
In this study, an automatic assessment approach for short
answers is implemented using the MaLSTM network with
two different datasets, one is the publicly available Mohler
dataset which is widely used in ASAG studies as a bench-
mark, the another one is the CU-NLP dataset specifically
generated for this task in Cukurova University Computer
Engineering Department. The prominent aspect of the study
is the use of sense representations obtained from concepts on
the WordNet lexical-semantic network using the SemSpace
method. The SemSpace algorithm generates sense vectors for
each word sense defined on WordNet by using synsets and
their relations. The study has gained a significant result by
training it with the Mohler dataset. It also showed it’s relia-
bility and consistency within the training of special dataset
CU-NLP used to test the proposed approach. It should be
taken into account that not only the SemSpace sense vec-
tors but also the MaLSTM model has made significant
contributions to the success of the study.

As a future study, a model for automatic OOV handling
using external corpora or external lexical semantic networks
might be generated. By this way, OOVwords can be added as
the new synsets and they can be connected to available synsets
with user-defined relations. Then, sense vectors for these
new synsets can be computed by executing the SemSpace
algorithm. Also, some misspelled words and typos are put
into the OOV set and discarded in the training of the model,
a sufficient method might be generated to allow automatic
correction of the those words, and this decrease the size of

the OOV vocabulary set and this makes positive contributions
to the training success of the model. On the other hand,
during the WSD process, the increase in both the number
of words represented in the context set and the number of
ambitious words causes highly increase in processing time.
This is another shortcoming that is predicted to be solved by
developing different perspectives in future studies.
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