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ABSTRACT With growing security threats, many online and offine frameworks have been proposed for
anomaly detection in video sequences. However, existing online anomaly detection techniques are either
computationally very expensive or lack desirable accuracy. This research work proposes a novel particle
filtering based framework for online anomaly detection which detects video frames with anomalous activities
based upon the posterior probability of activities in a video sequence. The proposed method also detects
anomalous regions in anomalous video frames. We propose novel prediction and measurement models to
accurately detect anomalous video frames and anomalous regions in video frames. Novel prediction model
for particle prediction and likelihood model for assigning weights to these particles are proposed. These
models efficiently utilise variable sized cell structure which creates variable sized sub-regions of scenes in
video frames. Furthermore, they efficiently extract and utilise information from the video frame in the form
of size, motion and location features. The proposed framework is tested on UCSD and LIVE datasets and
compared with the existing state-of-the-art algorithms in the literature. The proposed anomaly detection
algorithm outperforms the state-of-the art algorithms in terms of reduced Equal Error Rate (EER) with

comparatively lesser processing time.

INDEX TERMS Video anomaly detection, online framework, particle filtering, inference mechanism.

I. INTRODUCTION
Automatic computer vision based video analysis for surveil-
lance and security purposes is a challenging task. One of the
applications of automatic video analysis is to detect anoma-
lous activities in surveillance videos, which is also know as
anomaly detection. Ideal video anomaly detection is defined
as a process of detecting and tracking of abnormal events
in real-time [1]. Machine learning based anomaly detection
algorithms have achieved high accuracy in automatically
detecting anomalous activities such as falling of objects,
anomalous access in restricted areas, traffic accidents, traffic
laws violations, criminal activities, and many more [2].
Anomaly detection is a challenging task because a com-
plete list of possible anomalies are not known. Because of
the rarity of anomalous activities, it is very difficult to collect
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data related to anomalies. Anomalies usually vary with the
type of application and scenario. Hence, the definition of
the anomalous event varies concerning the application. For
instance, people running on a road define an anomalous event,
while people running on football ground define a normal
event. Therefore, anomaly detection algorithms usually use
normal events as training data for training of models, and then
apply model on online data to detect anomalies.

Anomaly detection algorithms can have a number of appli-
cations such as in: transportation systems, security systems,
intrusion systems, and fault detection in industry. However,
the scope of the this paper is limited to security systems only.

This paper presents a novel particle filtering based frame-
work for online anomaly detection which detects video
frames with anomalous activities based upon the posterior
probability of activities in a video sequence. The proposed
algorithm is based on particle filtering, where novel method
is proposed for particle sampling in the context of anomaly
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detection. Furthermore, a new technique to calculate like-
lihood of observations is proposed which helps to assign
weights to particles in particle filtering.

The proposed algorithm divides video frames into variable
sized cells. In the proposed particle filtering based tech-
nique, we first predict possible activities in a video frame.
These predictions are further refined with the update step
where, motion, location and size features extracted from
video frames along with a clustering algorithm are used.
This update step evaluates the posterior distribution of pos-
sible activities in video sequences which helps to classify
video frames into two classes: anomalous and normal. Block
diagram of the proposed particle filtering based anomaly
detection framework is given in Fig. 1.

The proposed anomaly detection framework, efficiently
detects anomalous video frames and further identifies regions
in the video frames where possible anomalous activities
are taking place. Proposed particle filtering based anomaly
detection algorithm detects anomalous behaviours in video
sequences by using minimum training data and can produce
highly accurate results even when measurements are noisy.

Different publicly available data sets pertaining to real
world scenarios are used to test the proposed framework.
These videos are taken from the surveillance cameras. The
proposed framework demonstrates an outstanding perfor-
mance when compared with other state-of-the art online
and offline anomaly detection techniques available in the
literature.

Il. RELATED LITERATURE

Anomaly detection is a challenging task, and many methods
have been developed and applied in the literature that includes
real-time detection, online detection and offline detection
algorithms. Each method has its own merits and demerits.
However, most of the anomaly detection applications require
online and real time processing of video frames to detect
anomalous activities.

Different deep neural network based approaches have
been proposed in the literature for anomaly detection on
abstraction feature learning [2]-[4] and on video predic-
tion learning [5]. For anomaly detection, some normal
patterns are modelled by sparse reconstruction method
[6]-[9], which develops a dictionary on the basis of nor-
mal pattern and then patterns with high reconstruction
error are detected as anomalies. The researchers have also
employed agents approach for anomaly detection. One of
the approaches is hybrid agent [10]. In this approach,
the anomalous behavior is divided into group and single
model, static and dynamic agents discriminate between these
models.

Ryotaet et. al. [11] integrated convolution neural network
and environment-dependent anomaly detector for detection
and recounting of joint abnormal events. The proposed
model was trained with generic environment knowledge at
first and then with current experience it was trained on
the environment-specific knowledge. In [12], a deep GMM
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model was developed and which employed PCANet for
simultaneous appearance and motion features extraction.
The deep model effectively detected the abnormal events
in surveillance video. In [13]-[15] denoising auto-encoders
and GANs were used to adversely learn latent representa-
tions for one-class novelty detection. A deep convolution
neural network while utilizing ImageNet for feature extrac-
tion was used with transfer-level learning for an unsuper-
vised anomaly detection in medical images [16]. In [17] a
framework was proposed utilizing a deep auto-encoder as a
parametric density estimator and through autoregression it
learned the probability distribution of its underlying latent
representations without any prior assumption about the nature
of novelties. In a recent work [18], authors proposed two
models to improve the performance of anomaly detection to
overcome the limitations of model bias and domain prior.
First model was based on log likelihood ratio of two identical
models and in the second approach a Glow like multi-scale
model was used.

Work on anomaly detection is mostly done on the normal
videos motion model, but the work on both normal and abnor-
mal models is done by [19]-[21]. The motion pattern mod-
elling through weakly supervised method used an approach
of multiple instance learning [20], [21], while anomaly scores
are predicted by deep anomaly ranking model. Convolutional
Neural Network (CNN) applied on the input sequence to
predict state in [22], where, three learning policies to deal
with intrinsic fuzzy predictions are proposed.

Most of the deep learning based anomaly detection meth-
ods provide hight detection accuracy, however, these tech-
niques require large amount of training data and they
are extremely dependent on large amount of computation
resources. In [23] a deep learning based technique know
as incremental spatiotemporal learner (ISTL) is proposed to
address challenges and limitations of anomaly detection and
localization for real-time video surveillance. However, this
methods method gives relatively smaller detection accuracy

Many researchers adopt conventional techniques, they
work on the regular pattern and when an irregular pattern
occurs they call it as anomaly. For instance, the mixture of
dynamic models on texture is proposed in [24], Gaussian
process modeling in [25], [26], the Markov random field
upon spatial-temporal domain in [27], the social force model
based approach in [28] and Hidden Markov Models on video
volumes in [29], [30].

Some of the authors provide new approach for anomaly
detection. They used the information of motion and appear-
ance of prior sequence to predict whole frame through
Generative Adversarial Networks (GAN) and U-net as
predictor [22].

The work presented in [31] and [32] are related to the
proposed techniques. In [31], video frames are divided into
variable sized cells and then background subtraction is per-
formed on each video frame. It extracts features such as
foreground occupancy, optical flow and Histograms of Opti-
cal Flow (HOF) descriptor which are analysed to construct
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FIGURE 1. Block diagram of the proposed particle filtering based anomaly detection framework.

various models. These models are used to detect anomalous
regions in video sequences.

We propose a particle filtering based framework which
evaluates posterior distribution of activities in video
sequences, and uses this posterior distribution to detect
anomalous behaviours in videos. The proposed method is
more efficient in terms of accuracy and computational cost.

A particle filtering based solution is also proposed in [32],
which detects anomalies by using particle filter. The anoma-
lies are decided on the basis of estimation loss. This loss
is provided by applying optical flow on image sequences
and then particle filter is applied. However, this techniques
can only detect anomalous video frames but cannot find
out anomalous regions within anomalous video frames.
We propose a complete particle filtering based tracking
algorithm which predicts activities with a novel prediction
model, calculate likelihood of measurements by using a
novel method, and finally estimates posterior distribution of
activities.

The remainder of the paper is organized as follows:
Section III describes the methodology of the proposed algo-
rithm, extensive experimental validation is presented in
Section IV, while Section V presents conclusions.

lll. METHODOLOGY

The proposed method for the anomaly detection is mainly
built on a probabilistic inference model. The proposed model
analyses regions of video scene automatically to detect abnor-
mal activities in it. The proposed method uses the basic
structure of topic modeling [33] and develops a probabilistic
model to analyse the activities happening in a video scene.
The idea of topic modeling is not new, and it has been used
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for anomaly detection. However, in the proposed framework
the concepts of topic modeling are used for feature extraction
only. Actual contribution of this paper lies in presenting a
novel particle filtering based anomaly detection framework
which provides a more accurate solution for anomaly detec-
tion with lesser computational complexity.

In the context of topic modeling, the video sequence under
consideration is divided into short non-overlapping clips
which are named as visual documents. Each frame within a
video clip is further divided into small non-overlapping cells
of pixels. In each video clip which we call a document, there
can be single or multiple activities happening. For instance,
in a video recording of a public place, pedestrians walking
on a footpath is an activity, while vehicles moving on a road
can be another activity, which can be seen in Figs. 2 [33]. In
the context of topic modeling, we call these activities topics.
More precisely, topics correspond to the activities that are
frequently occurring in a video scene. Whereas, topics are
created due to the co-occurrence of certain visual features.
These visual features are called visual words. A complete
description of visual words in the context of particle filtering
based anomaly detection algorithm is given in Section III-A.
Meaning of an activity strictly depends on these visual words
which have been used in the process of building a document.

A. VISUAL WORDS

In the proposed anomaly detection method, words are defined
with the help of four different types of features: location
features, two motion features; optical flow energy and HOF,
and size of foreground objects. Therefore, we define an i
word in a document as {w; }Irvzl, where N,, is the dimension
of a word, which is 4 in our case.
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FIGURE 2. A usual scene recorded by a surveillance camera [33].

1) CELL STRUCTURE AND LOCATION FEATURE
In anomaly detection, it is important to identify the location
where an activity is taking place. Similar activities on dif-
ferent locations can have different meanings, for instance,
a moving vehicle on a road is a normal activity, however, its
movement on a footpath is an anomalous activity. To describe
the location where an activity is taking place, we divide
video frames into non-overlapping cells. We use the fact that
detailed information about a scene in a video frame is given
by the regions closer to the surveillance cameras while region
away from it are less descriptive. Furthermore, objects closer
to the camera look bigger compared to the objects away from
the camera. This means that position of camera is very impor-
tant in anomaly detection [34]-[36]. Therefore, as described
in [31], we divide video frames into non-overlapping and
variable size cells. Most of the surveillance cameras are
installed at higher position to capture the scenes downward.
This helps to capture clear view of a scene. In the proposed
anomaly detection algorithm, similar position of a camera
is considered. Therefore, variable size cells are developed
in such a way that larger cells are created in regions close
to camera. Such regions are found in the lower portions of
a video frame. Similarly, cells of relatively smaller size are
created in regions away from the camera. Such regions are
found at upper portion of a video frame.

To create variable sized cells we start from the top left
corner of a video frame. Vertical dimension of the k" cell is
vk and the vertically adjacent (k + 1)”’ cell is defined as [31]

Vi1 = @Yk, (1

where o > 1 is the growing rate. It will keep creating (k +
1) cell greater than the (k)" cell. Therefore, the vertical
dimension Yy of a video frame can be defined as

Ny
Yr =Y aky ©)
k=0

where N, is the number of cells along the vertical dimension
and yy is the vertical dimension of the smallest cell. In order
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FIGURE 3. The cell structure of a scene. Different cell sizes are shown,
where, regions closest to the camera are represented by larger cells,
while regions away from the camera are represented by smaller cells.

to get N,, we initially set yg to a predefined starting value.
Equation (2) can simply be converted into the form of geo-
metric series as

Y oMt
L= — 3)
Yo a—1
The calculation for value of N, can then be defined as [31]
Ny = logy (Yr/y(@ — 1)+ 1)—1). 4)
Vertical dimension of the smallest is adjusted by using equa-
tion (4). This adjusted dimension is denoted as y

(@ —1)

= @ ®)

<>

Similar procedure is employed to obtain the horizontal
dimensions of cells in a video frame. We denote the horizontal
dimension of a frame as Xy. To evaluate horizontal dimen-
sions of cells in a video frame, we start from the top boarder
of the frame, at position X/2, i.e. the medium-section of the
frame, and create cells of variable dimension in horizontal
direction. The growing rate « is same as used for defining
vertical dimensions of cells, however, horizontal dimension
is not regulated because we observe that most of the changes
in objects’ sizes are along the vertical dimension. An instance
of this cell structure is shown in Fig. 3.

As already mentioned at the start of this section that a
word is defined by its location, motion and size features. The
location of a word w; is defined by the index of the cell where
a word lies, i.e. represented as /,,,. This is a two dimensional
index which shows the horizontal and vertical location of the
centre of a cell.

2) SIZE FEATURE

To capture sizes of objects in a video frame, we employ
background subtraction on a video frame. Background sub-
traction algorithm results in blobs of foreground pixels in a
video frame. However, we are interested in calculating the
foreground pixels contained by a cell in a video frame. Size
of word w; located in cell ¢ is then defined as sy, . This is
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calculated as
N,

1
%zﬁzw> (6)
n=1

where N, is total number of pixels in a cell and u™ is defined
as
m _ J1 if u™ s a foreground pixel
u' = , )
0 otherwise.

A word with cell location /,,, is considered as an active cell if
more than 10% of its pixels are foreground pixels. Only active
cells are considered in the proposed algorithm for further
processing to detect anomalous activities.

3) MOTION FEATURES

To detect the foreground pixels in a video frame we have
already employed background subtraction and have obtained
foreground pixels. To extract motion features of a word,
we first apply optical flow on all the obtained foreground pix-
els. For the proposed algorithm we have used Lucas-Kanade
algorithm [37] to obtain horizontal and vertical motion of
foreground pixels. Once we have optical flow information of
all the foreground pixels, we calculate the optical flow energy
of a word w; located in cell ¢ as [38]

1 Y
c _ no.n
%_M;[%ML ®)

where vy and v, correspond to the horizontal and verti-
cal optical flow components, respectively, obtained through
Lucas-Kanade algorithm and Ny is the no of foreground
pixels in cell c.

To obtain the HOF descriptor H,, of word w; located
in cell ¢ we use a 5-bin optical flow histogram calculated
in the range [0, %]. The histograms are normalized using
L1 normalization.

Optical flow energy feature Of, and HOF descriptor H,,
jointly define motion features of the visual word w;.

B. VOCABULARY OF WORDS

Size of the vocabulary of words in the proposed anomaly
detection algorithm is defined as the cartesian product of the
location, motion, and size features in word spaces. Vocab-
ulary of words is defined as V = {W,-}g\il, where N, is
the number of words in the vocabulary, and as described
earlier each word is four dimensional, and the ith word in the
vocabulary is defined as W; = {w} Irvi 1

C. MODEL FORMATION

In the proposed algorithm, we define D = {d; };Vzdl as a set of
all the documents (video clips), where Ny is the number of
documents in a complete video sequence. Each document d;
is an observation in the proposed algorithm, which is a collec-
tion of certain visual words. Set of topics are represented as
T ={n% }2\/::1 , where, N, is the total number of topics. The state
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vector at time step ¢ which represents state of these topics is
defined as z; = {zf}ivzzl, where, zl,‘ € {0, 1}, itis equal to 1 if
an activity is observed. These are the topics which are being
observed in the training data set. The probability over z; and
the observed document d is defined as

p(z:, d) = p()p(z;|d)
=p@) Y plz;, wild)

w,eWy

=p(d) Y plz|wi, dp(w|d) ©)

w;eWy

where, d is the ith document in a complete video sequence,
however we have removed the subscript i to improve read-
ability. Similarly, Wy is the set of words observed in ith
document. In the proposed algorithm our objective is to esti-
mate p(z,|Wy, d) which is the probability of the state vector
Z, given a set of words W, which are being observed in
document d, whereas, other probabilities that are p(d) and
p(w;|d) can easily be calculated by using a training data.
In the proposed anomaly detection algorithm, we propose
a particle filtering based novel technique to estimate the
posterior probability p(z;|Wy, d) given a video document
and observed visual words. In the next section we explain
that how a particle filtering based algorithm is developed
to estimate this posterior distribution. However, from now
onwards, we would write this probability as p(z;|W), where
we assume that the document d is known and observed words
W, are from the document d.

D. PARTICLE FILTERING BASED ANOMALY DETECTION
ALGORITHM

Particle filtering [39] based anomaly detection method is
proposed to approximate the posterior probability of current
state z, given a clip of recorded video. For a video frame in a
document d at time 7. Particle filter estimates this current state
of the state vector with the help of given past state z;_; and
current observed words w; in frame at time ¢ in a document d.
A particle filter basically estimates a posterior distribution
of the current state of state vector given its previous state
at time ¢t — 1 and current observations at time ¢. Therefore,
in the proposed algorithm, we are interested in estimating
the posterior distribution denoted as p(z;|z;—1, w;), on the
basis of the defined state transition model and an observations
model. The state transition model is generally represented
as [40], [41].

p(Z|2;—1) (10

where, f; is the nonlinear function of the state z,_; and v, is
system noise at time 7, whereas, the measurement model can
typically be represented as [40], [41]

p(Wilz) (1)

where A, is a nonlinear function of the state z, and n, is
measurement noise at time ¢. The basic idea in particle fil-
tering is that this filtering technique represents the posterior

z = fi(Zi—1, Vi—1),

w; = (2, ),
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distribution of a variable with the help of a set of random
samples known as particles and their associated weights. Par-
ticle filtering technique estimates the posterior distribution
based on these samples and their associated weights [41].
In particle filtering, when the number of samples become very
large, the estimated posterior distribution becomes equivalent
to the usual functional description of the posterior distribu-
tion [41]. Initially, all the particles are randomly drawn from
the prior density and then passed through the state transition
model represented as (10). Weights to these particles are then
assigned with the help of a measurement model as described
in (11). These assigned weights define the worth of particles.
Higher the worth of particle, larger the assigned weight it has,
and lower the worth of particle, smaller the assigned weight
it has [40]. Particle filter approach mainly comprises of two
steps: Prediction and update.

Atevery time step ¢ the prediction step predicts N, number
of particles with the help of previous state at time ¢t — 1
and a state transition model. This is an approximation of
prior probability density function. The update step assigns
weights to these particles by using latest measurements and
a measurement model. Further, at the update stage, posterior
distribution of the state of unknown variable is calculated by
using predicted particles and their associated weights. In the
proposed algorithm the posterior density of variable z, at
every time step 7 is calculated as [41]

Np
I & - 4

plalw) ~ o le 08z — z,) (12)

1=
where, z! is the ith particle at time ¢, y! is the weight
associated with the ith particle at time ¢ and § is the dirac
delta function. As already mentioned that particles {zi }iv:” | are
predicted by using a prediction model and associated weights

{ ’75}1' 7, are calculated by using a measurement model. Next
we explain the proposed prediction and measurement models.

1) PREDICTION MODEL

Particle filtering is a Markov model which estimates next
state of a state variable at time ¢ with help of its state at time
t — 1. At every time step ¢ the prediction step predicts N,
number of particles with the help of previous state at time
t — 1 and a state transition model. This process can be viewed
as taking N, samples from an approximation of the prior
probability density function. The process can be represented
as

7l ~ q(zZ._)), (13)

where ¢(-) is an approximation of the prior probability of
state variable z;, which is evaluated by our prediction model
explained below.

The standard particle filter uses the state dynamic model
to sample particles for the current state, it then utilizes cur-
rent observations to calculate the importance weight of these
samples. However, in problems such as anomaly detection,
the state dynamics are not strong and the current observations
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give significant information to estimate the current state.
Therefore, sampling based on current observations give bet-
ter sampling results compared to sampling through a state
dynamic model. [42].

In this paper the proposed particle filtering based anomaly
detection framework uses a variant of the PF which draws
samples of the current state from a sampling distribution
which is assumed to be conditionally independent of the
previous states.

Most of the normal activities are area specific in a video
scene, for instance, in a scene shown in Fig. 2 activities related
to pedestrians can only be in the regions which represent a
footpath, while activities related to vehicles can only be found
on road. Therefore, every activity is directly related to the
location in a scene. We exploit this information to evaluate
prior probability of activity.

After background subtraction we identify active cells, a cell
is marked as active if more than 10% of its pixels are fore-
ground pixels. Given the location of active cell, we evaluate
prior probability of all the activities i.e. p(tx|C;), which is
calculated as [33]

p@lCy =Y powlz) (14)

weV,

where, V. a set of visual words that appear in cell Ci in
the dictionary of training data set, and therefore, p(w|ty) is
evaluated by using a training data set. Prior probability of
all other active cells is evaluated in a similar fashion and
overall prior probability of an activity is a product of these
probabilities

p@) =[] plCy), (15)

Ciet

where £ is a set of all the active cells. The proposed prediction
model takes into account this prior probability of activity and
its weight in the previous sate at time r — 1 to evaluate the
probability of the activity as a product of both. We predict an
activity i will occur at ¢ if its prior probability is greater than
a threshold. In the proposed work we concatenate state of all
the activity to estimate a particles z;'_l.

2) MEASUREMENT MODEL

To evaluate weights 5 of all the particles, we use training
data as well as current observations at time ¢. As a first step,
we create a dictionary of all the words found in a training data
set. In the video based anomaly detection problem under dis-
cussion, we know that every activity can generates multiple
words. Therefore, in the proposed anomaly detection algo-
rithm we present a technique that groups set of all the words in
the training data set into clusters with the help of a clustering
technique. After the clustering process we get « clusters,
where « is equal to the number of activities. We assume that
the number of clusters is predefined and known. Clusters
are regions represented as {#;}’_,, where each cluster is a
group of words originated from same activity (topic). The
clustering process in the proposed research aims to assign
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words in the training data to the respective clusters and gives

as output a correspondence matrix B = {{meHHHIT };V:Wl , Where
b = [, b2, ..., b9, ..., b¥]indicates, to which cluster,
the word vector W corresponds, where {W/ }&'1 is the set of
words in a training data set. All but one of the elements
of b/ is zero, if e.g. W belongs to the ¢™ cluster then the
correspondence vector will be, b = [0,...,0,1,0,...,0],
which shows only the ¢”* element of b/ is nonzero.

The clustering process aims to group N,, words in the
training data into « clusters. Clusters are represented by
their centers {u4 }’;: |» Where a binary indicator b4 e {0, 1}
represents to which of the ¢ clusters word W is assigned; for
example, when the data point W is assigned to the g™ cluster
then 4 = 1, and b = 0 for [ # q.

We assume that the appearance of words in a dictionary
are modeled by a mixture of Gaussian distributions. There-
fore, the clustering task can be viewed as fitting mixtures of
Gaussian distributions [43] to the visual words in a dictionary.
Every cluster #4 of visual words is assumed to be modeled by
a Gaussian distribution, N(W |9, £9) which is one compo-
nent of the mixture of Gaussian distributions. Each cluster
has a mean vector u? and a covariance matrix X4. Therefore,
the probability of a visual word W/ can be represented as [44]

pWm, p, ) =Y wIN(W|nd, 29, (16)

g=1

where p = {;lﬂ}gzl and ¥ = {Zq}gzl. The mixing coef-
g=1"
represents the probability of selecting the ¢ component of
the mixture which is the probability of assigning the j”* visual
word to the ¢ cluster. If we assume that all the visual words
are independent, then the joint log likelihood function of all

the visual words in a dictionary W becomes [43]

ficient vector is defined as w1 = {[n9]" where w4

Ny

Inp(Wim, p, T) = Zln{ D wINW|pd, 2'1)}. (17)
j=1 q=1

There are a number of techniques in the literature to eval-
uate the optimum values of the parameters to solve this
clustering problem, such as [44]. However, in the proposed
anomaly detection algorithm we have used expectation max-
imization (EM) optimization to evaluate these parameters to
perform clustering in dictionary of visual words. The EM
algorithm returns optimum values of these parameters which
maximises the log likelihood function given in (17).

Once we obtain clusters from the dictionary of visual
words, the next step in the proposed work is to assign clusters
to the visual words in the test data. Every visual word w/ in
the test data can be assigned to cluster #7 with probability

p(wW € #9|p, £9) = N(W|pi, £9). (18)

However, we assign every visual word w to a cluster C¢
which has a maximum probability of assignment according
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to (18), this is described as

Pmax(W € #9|p?, £9) = max {p(W € #9|p?, £9)}. (19)
q

We assign word W’ to a cluster #¢ with probability pq(W €
944, £9). We repeat this process for all the visual words
appearing in a document in a test data set. As we have already
mentioned that a cluster of visual words basically represent an
activity, therefore, probability p(w/ |z§) is calculated as

PWIZ)) = praxr(W € 99|p9, £9). (20)

However, to evaluate this probability we consider only those
activities which are predicted to be happening at time ¢ by a
particle z:. Hence, the joint probability of all the words given
particle z! is calculated as

Ny
p(Wiz) = [ [p(Wiz}) 1)
j=1

where, we assume that all the visual words are independent
and identically distributed. This information is used to evalu-
ate weights of particles as described below.

To evaluate the weight 5 of ith particle z! at time step 7 in
particle filtering, we use (21), such that

1. = p(W|z)) (22)

3) UPDATE STEP

. iV, . .
Once we have all the particles {z;}; ", and their associated
. iV, . .
weights {1;}; 7 1» we use (12) to evaluate the posterior distri-

bution of the state at time 7 i.e. p(z;|w;).

E. ANOMALY INFERENCE

To detect anomalous video frames we keep a check on the
posterior probability p(z;|w;). If he posterior probability of z,
is less than a empirically calculated threshold €, we mark that
video frame as an anomalous video frame. In the video frame
detected as anomalous, we further evaluate the anomalous
regions. Regions in a video frame related to visual words
which has likelihood less than a empirically calculated thresh-
old €, are marked as anomalous regions in anomalous video
frame. Likelihood of visual words is calculated by using (20).

IV. PERFORMANCE EVALUATION

A. DATASETS

The performance of our proposed method is evaluated
by using two different datasets: UCSD [45] and live
datasets [46].

1) UCSD DATASET

This dataset is divided into two distinct scenes. First one is
UCSD-Peds1 and second one is UCSD-Peds2. This dataset
contains videos which capture a scene of a crowded pedes-
trian area. The area is restricted for vehicles, therefore, any
vehicles, cyclists or skaters found moving in the area should
be considered as an anomaly. Videos in the UCSD-Peds|1 data
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(a) Normal Frame of USCD-Peds1 (b) Abnormal Frame of USCD-Peds1

(c) Normal Frame of USCD-Peds2 (d) Abnormal Frame of USCD-Peds2

FIGURE 4. Normal and Anomalous Frame of UCSD are shown. In
(b) presence of a car makes this frame anomalous, while in (d) cyclist
makes it anomalous.

set are captured from two different angles where, camera
is fixed with no lighting variations. This data set contains
98 video sequences in total, where each video sequence
consists of 200 video frames. UCSD-Pedsl comprises of
70 video sequences. For the training phase we have used
34 video sequences while 36 of them are used for testing
purpose. Some of the normal and abnormal frames from
the dataset UCSD-Pedsl are shown in Figs. 4-a and 4-b.
UCSD-Peds2 contains 28 videos sequences. For training we
have used 16 of these sequence, while 12 of them are used for
testing. The ground truth data for both scenes is provided to
evaluate the model. Some of the normal and abnormal frames
from datasets of UCSD Peds2 are shown in Figs. 4-c and 4-d.

2) LIVE DATASET

It is basically a live dataset of video sequences of a real world
scenario which is captured without planned movements of
objects. This dataset contains 28 real videos sequences, where
each video sequence consists of 300 video frames. These
sequences are more challenging because of varying illumi-
nation conditions and camera movements. The sequences
are captured in daylight as well as at the night time and
contain different levels of crowd. The sequences also contain
both normal and abnormal events and ground truths are also
provided. Few of the video frames from this data set are
shown in Fig 5.

B. EXPERIMENTAL SETUP
Performance of the proposed particle filtering based anomaly
detection framework is evaluated by comparing its perfor-
mance with several algorithms presented in [2], [5], [7], [9],
[26], [31], [47], [49] which include both online and offline
anomaly detections algorithms.

To compare the proposed algorithm with [31], values of
different parameters are empirically chosen and kept same
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(a) Frame showing crowded (b) Frame showing footpath and a

road

(c) Frame showing a police booth (d) Frame showing a petrol pump

Ty 1T

(e) Frame showing a grocery shop  (f) Frame with front view of a road

(g) Frame captured in bad
illumination conditions

(h) Frame showing a subway station
FIGURE 5. Normal video frames extracted from the LIVE dataset.

while calculating evaluation results of the algorithms used for
comparison. In the proposed algorithm, value of the growing
rate (o) used in (1), is chosen from o € [1.06, 1.2]. Thresh-
olds €, and ¢, used in Section III-E are chosen to be 0.6 and
0.4 respectively. All the results are calculated with the number
of particles N, = 100

C. PERFORMANCE METRIC

The performance metric used to evaluate the framework are
Equal Error Rate (EER) and Area Under the Curve (AUC).
Both are related to each other in a way that if EER approaches
1, the AUC approaches 0. ROC curve is plotted for determin-
ing the AUC value between True Positive Rate (TRP) and
False Positive Rate (FPR). In order to get the EER value,
a straight line is plotted between (1, 0) and (0, 1) on the ROC
curve. The point at which both graphs intersect is used. The
FPR value of that point is taken as the EER value. In our
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TABLE 1. EER for the Peds1 scene of the UCSD dataset.

Author EER value Frame Performance

Processing

Time(ms)
Javan and Levine [49] 27 190 offline
Hu et al. [5] 36 200 offline
Cheng et al. [26] 38.8 1100 offline
Cong et al. [7] 51.2 3800 offline
Zhu et al. [47] - 4600 offline
Luetal. [9] 59.1 6 online
Biswas and Babu [48] 50.95 14 online
Leyva et al. [31] 39.7 31 online
Y. Feng et al [12] 28.2 189.8 online
Nawaratne et al [23] 29.8 36.9 online
Proposed Algorithm 29 27 online

method, a frame is considered as abnormal if the estimated
posterior probability of activities is less then the threshold
€,. Video frames correctly detected as abnormal are referred
to as true positive, while video frames wrongly detected as
abnormal refer to as false positives.

D. RESULTS

The ROC curves showing the performance of the proposed
particle filtering based algorithm and its comparison with
other state-of-the-art are shown in Fig. 6. These ROCs are
ploted for UCSD datasets.

Comparison of the EER value and processing time of the
proposed with other state-of-the art are presented in Table 1. It
can bee seen in Fig. 6 and Table 1 that the proposed technique
shows better performance compared to the other state-of-
the-art online anomaly detection algorithm. Proposed tech-
nique gives comparatively better detection accuracy and has
smaller processing time. For offline methods, EER values
are low, however, frame processing time is high. In offline
case, the best method is [2] as it contains low EER value.
In online case, our proposed particle filtering based algo-
rithm gives the best EER value compared to all other online
methods. It can also be seen that the processing time of the
proposed algorithm is lower than all other techniques except
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(a) Anomalous Frame containinga  (b) Anomalous Frame containing a
car cyclist

(d) Anomalous Frame containing a
motorcyclist

(c) Anomalous Frame containing a
skater

FIGURE 7. Abnormal Frames from the UCSD Peds1 datasets.
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FIGURE 8. ROC Curve of Peds2.

those of [21] and [20], which have much higher EER value.
Results show that the performance in terms of accuracy of
the proposed anomaly detection framework is comparable to
offline methods, whereas, processing speed is much higher
and is capable of online detection. Deep learning based
technique [12] has an EER almost similar to the proposed
technique, however, its processing time is much higher.

Few of the frames of USCD-Peds1 dataset in which anoma-
lous regions have been correctly detected by our proposed
algorithm are shown in Fig. 7. It can be seen in this figure that
anomalous activities, such as motion of a vehicle, a cycle,
a skate board and a motorcycle in pedestrian area have been
correctly detected.

Results on the UCSD-Peds2 data set are shown in Fig. 8
and Table. 2. Again, the proposed algorithm shows better per-
formance compared to the other online and offline algorithms
proposed in the literature.

Few of the frames of USCD-Peds?2 dataset in which anoma-
lous regions have been correctly detected by our proposed
algorithm are shown in Fig. 9. It can be seen in this figure that
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TABLE 2. EER for the PEDS scene of the UCSD dataset.

Author EER value | Frame Processing | Performance
Time ms
Javan and Levine [49] 26 220 offline
Hu et al. [5] - 200 offline
Lietal. [21] - 1100 offline
Luetal. [9] 49.8 6.1 online
Biswas and Babu [48] 42.3 12.5 online
Leyvaetal. [31] 36.6 31 online
Y. Feng et al [12] 27.5 191.8 online
Nawaratne et al [23] 29.8 38.1 online
Proposed Algorithm 29.5 25 online

(a) Anomalous Frame containing a
cyclist

(b) Anomalous Frame containing a
cyclist and a car

(c) Anomalous Frame containing a
skater and two cyclists

(d) Anomalous Frame containing a
cyclists

FIGURE 9. Abnormal Frames from the UCSD Peds2 dataset.
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FIGURE 10. ROC Curve of LIVE dataset.

anomalous activities, have been correctly detected. The ROC
curves on the LIVE dataset are shown in Fig. 10, whereas,
Area under the curve (AUC) comparisons on LIVE dataset are
given in the Table.3. In this case, our proposed methods out-
performs all other techniques. It give larger AUC value with
very low processing time. In our method we take into consid-
eration the true positives only when the proposed technique
successfully detects the Region Of Interest (ROI) otherwise
it is taken as the false negative. Lowest value of AUC for [9]
and [49] is due to the fact that they use motion vectors and
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TABLE 3. AUC for the live dataset.

Author AUC | Frame Processing Time
ms

Luetal. [9] 0.112 6.8

Biswas and Babu [48] | 0.151 13.2

Leyvaetal. [31] 0.278 32.5

Y. Feng et al [12] 0.31 185.9

Nawaratne et al [23] 0.29 39.3

Proposed Algorithm 0.32 27.3

P
O %s

(a) Anomalous Frame representing (b) Anomalous Frame representing a
vandalism car accident on highway

(c) Anomalous Frame representing
vehicle in a pedestrian area

(d) Anomalous Frame representing
earth-quack

(e) Anomalous Frame representing a
street crime

FIGURE 11. Abnormal Frames from the LIVE dataset.

background subtraction in order to collect features. Although
the frame processing time of both state-of-the-art methods is
small, their detection accuracy is low. The AUC value of [31]
is also very low as compared to our proposed method.

Few of the frames of LIVE dataset in which anomalous
regions have been correctly detected by our proposed algo-
rithm are shown in Fig. 11. It can be seen in this figure that
anomalous activities, have been correctly detected.

Thus, our proposed method detects anomalous regions in
anomalous video frames. The designed experiments showed
the effectiveness and efficiency of the proposed method com-
paring it with previous methods.

V. CONCLUSION

A particle filtering based anomaly detection framework has
been presented for online video surveillance. Size, motion
and location features have been used to develop novel
prediction and measurement models to estimate posterior
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probability of activities in video sequences. Based on this
estimated posterior probability distribution, the proposed
anomaly detection accurately detects video frames with
anomalous activities. It further detects anomalous regions
within anomalous video frames. The proposed framework is
tested on UCSD and LIVE datasets and results are compared
with the existing state-of-the-art algorithms in the literature.
The comparative analysis demonstrates that the proposed
anomaly detection algorithm outperforms the state-of-the art
online anomaly detection algorithms in terms of EER, AUC
and the processing time.
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