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ABSTRACT This paper proposes a novel framework for analyzing the localization accuracy of data fusion
for fingerprinting approaches in non-line-of-sight (NLOS) environments. Using simulation data generated
for two very different NLOS environments (a suburban area of 3.3km × 3.3km in Santa Clara, California,
and a mountainous area of 11.4km× 11.4km in the Caspian region), we establish novel channel models for
measurement differences of three data types (received signal strength indicator (RSS), time of arrival (TOA)
and direction of arrival (DOA)) at K neighboring nodes of an arbitrary node. The crucial point is that the
modeling errors for each of the three data types are shown to be jointly Gaussian distributed. Based on these
measurement difference models, Cramer-Rao Lower Bound (CRLB) is used as a benchmark to evaluate
K -nearest neighbor (KNN) andWeightedK -Nearest Neighbor (WKNN). It is shown that the proposedCRLB
analyses can be employed to evaluate fingerprinting systems with various designs (such as different data
types and fusion options) and different configurations (such as densities of reference nodes and numbers of
anchor nodes) in diverse NLOS environments(such as suburban and mountainous regions).

INDEX TERMS Localization, NLOS, 5G, weighted K-nearest neighborhood, RSS, TOA, DOA.

I. INTRODUCTION
With rapid increases in mobile data volume in millimeter-
wave (mm-wave) communications and fast development of
Internet of things (IoT), many location-based services such
as advertisements, smart cities, social networking, and robot
navigation, become prevalent [1]–[3]. Since location infor-
mation is required in IoT and various mobile systems for
applications such as device tracking and device to device
resource allocation [4], accurate and low-cost localization
approaches become of high demand nowadays.

The most well-known localization technology is the global
positioning system (GPS) [5], [6], which enables users to
find their positions almost everywhere in the world. However,
installing a global positioning system (GPS) in each device
will undoubtedly increase the manufacturing and network-
ing costs [7]. Moreover, its localization accuracy is inferior
in situations where the line-of-sight (LOS) ray does not
exist. Note that the LOS ray will be blocked entirely or
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significantly attenuated as long as there are obstructions
(e.g., walls, vegetation, buildings, and mountains) between
the transmitter and the receiver. Under such situations, non-
line-of-sight (NLOS) propagation becomes dominant, and
those localization approaches depending mainly on LOS
propagation (such as GPS) are no longer applicable. It is then
necessary to use other localization approaches that take into
consideration of NLOS propagation.

One of the most frequently applied localization approaches
in wireless networks under NLOS conditions is the
fingerprinting-based approach [8]–[12], which is GPS-free
and easy hardware-implementation. However, it is expensive
and time consuming to collect fingerprinting data in large
areas, especially the outdoors. With the development of the
high-performance computing technologies such as parallel
computing on GPUs, the offline environment-driven mea-
surements can be generated by numerical simulations [13],
making fingerprinting-based localization approaches more
competitive.

Note that different types of measurement data, such
as received signal strength indicator (RSS), time of
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arrival (TOA), or direction of arrival (DOA), can be employed
for fingerprinting [14]. It is known that the RSS-based finger-
printing approaches are low cost and can have excellent per-
formance in indoor localization. Nevertheless, its estimation
error could become very large due to wireless channel fading
in the outdoors [15], [16]. In [17]–[20], TOA-based finger-
printing approaches are shown to provide better accuracy
in specific environments but require a more extensive sys-
tem bandwidth and additional sophisticated hardware [15].
Notably, as shown in [20], [21], TOA information can be
used to improve RSS-based positioning accuracy drastically.
In [14], [22], [23], fingerprinting-based approaches using
DOA measurements are proposed. It is shown in [23] that
DOA is similar to TOA, which is position sensitive and
suitable for localization. However, accurate DOA can only be
obtained using large receive antenna arrays, which is usually
unavailable for civilian applications in the past. As radio
communications move to include the mm-Wave band in
5G networks, antenna dimensions become very small and
large antenna arrays become possible [24]. Furthermore,
the raw time resolution [25] in mmWave systems is much
improved due to the much higher available bandwidths [26],
[27]. Thus, accurate DOA measurements will soon be easily
obtained.

As RSS, TOA, and DOA have complementary properties,
combining two or three of these different data types (data
fusion) to improve localization accuracy is desirable in future
5G fingerprinting-based positioning systems. However, since
the system using more features will cost more, it will be
beneficial to know the Cramer-Rao Lower Bound (CRLB)
[28] of localization accuracy for each data type alone (without
fusion) and each possible combination of these data types
(fusion option) before system deployment. It turns out that
some researchers have foreseen this need and have been
working toward this goal in recent years. However, most
researches have been done assuming the LOS scenario. For
examples, the authors in [3], [29], [30] have presented CRLB
analyses for RSS, TOA, and DOA individually and dis-
cuss their results; the authors of [31]–[33] performed CRLB
analyses for data fusion of TOA and DOA; the authors
of [34]–[36] performed CRLB analyses for data fusion of
RSS and TOA; the authors of [22], [37], [38] have performed
CRLB analyses for data fusion of RSS and DOA; and the
authors of [39] have performed CRLB analyses for data
fusion of RSS, DOA, and TOA. However, these analyses
cannot be employed for the NLOS scenario since the prop-
agation mechanisms and models for the NLOS scenario are
very different from those for the LOS scenario.

The CRLB of localization accuracy analyses have also
been carried out for the NLOS scenario by various authors.
Nevertheless, few papers are on data fusion. The authors
in the very well-cited papers [40]–[42] have shown CRLB
analyses for RSS, TOA, and DOA individually and discuss
their results. As for data fusion, the authors of [43], [44] have
performed CRLB analyses for data fusion of TOA and DOA;
and the authors of [45], [46] have performed CRLB analyses

for data fusion of RSS and TOA. However, we have not found
papers on CRLB analyses for data fusion of RSS and DOA
or data fusion of RSS, DOA, and TOA.

Note that some of NLOS approaches are like those for
LOS. For example, the authors in [43] conducted the local-
ization accuracy analysis using AOD/AOA/TOA measure-
ments in a NLOS indoor environment. However, the analysis
assumes single-bounce reflection in every NLOS propagation
path. By image theory, it is known that a single-bounce
reflection is equivalent to a LOS ray from the image source.
Another example is in [47], where the authors conduct the
CRLB analysis in a mixed LOS/NLOS environment, but
require identifying the number of NLOS paths in advance.
In this paper, NLOS paths are not desired. They are sources
of error of a LOS-based localization approach. Unlike [43],
[47], the approach in [48] does not require to identify the
NLOS paths for indoor fingerprinting. However, it uses the
Gaussian Process to interpolate 1-D magnetic data and RSS
data, which cannot be employed to model the TOA and DOA
data in large NLOS environments, especially the outdoors.

Unlike [48], the authors in [40]–[42], [46], [49]–[52] use
sophisticated statistical models for RSS, TOA, and DOA
because simple Gaussian model cannot fit the measurement
data well in complex NLOS environments. The authors of
these papers use maximum likelihood estimation (MLE)
or maximum a posteriori probability (MAP) approaches
for localization and use CRLB to find the best achiev-
able positioning accuracy. Considering TOA as an example,
the error term is typically modeled as Exponential, Rayleigh,
or Gamma distributed in these papers. These sophisticated
non-Gaussian models are environment-dependent and cannot
be generalized easily to different environments.

The CRLBs derived in the papers mentioned above for the
NLOS scenario are not suitable to characterize the localiza-
tion accuracy of fingerprinting approaches. The systems in
these papers consist of multiple transmitting anchor nodes
and the unknown receiving node(s). There are no reference
nodes. However, the systems in fingerprinting approaches
typically consist of multiple transmitting anchor nodes,
many receiving reference nodes, and the unknown receiving
node(s). Similarities of measurement data at the unknown
receiving node and those at its neighboring reference nodes
play crucial roles in fingerprinting approaches. To the best of
our knowledge, no one has provided a practical localization
accuracy analysis for fingerprinting approaches in NLOS
environments.

In this paper, we propose a novel framework for
CRLB analysis to characterize the localization accuracy of
fingerprinting approaches in different NLOS environments.
Since fingerprinting localization depends on differences of
measurement data (such as ROA, TOA, and DOA) between
the unknown node and its neighboring nodes, we do not need
sophisticated models for measurement data at each receiv-
ing node explicitly. Thus, instead of modeling the measure-
ment data directly, we propose to model the measurement
differences.
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Note that the authors in [53] analyze the CRLB of local-
ization accuracy using RSS difference. However, their RSS
difference is utterly different from our RSS difference here.
The RSS difference in [53] is the difference between two
RSS measurements at the unknown node due to two far apart
transmitting anchors. In this manner, it still needs the sophis-
ticated measurement data model for each transmitter-receiver
pair explicitly because there is no correlation between the two
anchors. Nevertheless, our RSS difference is the difference
between two RSS measurements at two neighboring nodes
due to the same transmitting anchor. In this manner, we do
not need the sophisticated measurement data model for each
transmitter-receiver pair explicitly because there is a strong
correlation between the two neighboring nodes, and the
RSS difference will remove the correlated portions of
NLOS propagation.

There are two significant differences between our pro-
posed CRLB approaches for fingerprinting localization and
the aforementioned approaches for MLE and MAP local-
ization in the NLOS scenario. Firstly, authors in the papers
mentioned above model the measurement data at all possible
receiver locations in a vast region directly, but we model the
measurement differences of neighboring nodes located in a
small confined region. Although the small confined region
can be anywhere in the vast region of interest, the proposed
modeling process is simple because the derived models are
Gaussian distributed, which can be generalized to different
NLOS environments. However, the modeling process for
the existing approaches is complicated because their derived
models are usually non-Gaussian distributed, which cannot
be generalized to different NLOS environments. Secondly,
the above-mentioned approaches do not take advantage of
the similarities in measurement data at the neighboring nodes
and, therefore, miss modeling the correlations between mea-
surements at neighboring nodes, which are essential to finger-
printing approaches. However, the proposed fingerprinting
approachesmodel themeasurement differences jointly, which
account for the correlation between neighboring nodes’ mea-
surements. Thus, the proposed approaches can characterize
the localization accuracy of fingerprinting approaches better.

Our proposed models are based on physical insights of
wave propagation principles. Note that the dominant prop-
agation mechanism is most likely NLOS in complex environ-
ments when the separation distance between the transmitter
and the receiver is large. However, as neighboring nodes
usually see the same dominant NLOS ray, the ray trajectory
of this dominant NLOS ray in between these neighboring
nodes is linear (i.e., LOS). Thus, the relations between these
neighboring nodes’ measurements are governed by the LOS
plane wave propagation mechanism. Motivated by this physi-
cal insight, we hypothesize that the measured data difference
between a given node and one of its nearby neighbors can
be modeled as a linear function of a deterministic factor
(determined by the LOS propagation mechanism) plus a ran-
dom modeling error term. Moreover, concerning the given
node, the modeling errors of measurement differences at the

K nearest neighbors for the same data type (RSS, TOA,
or DOA) are assumed jointly Gaussian distributed, but the
modeling errors for different data types are assumed uncorre-
lated. Here, the number K is to be determined for each spe-
cific problem. With these statistical models of measurement
differences at hand, the CRLBs for localization accuracy
of fingerprinting approaches using various data types and
different fusion options can then be easily derived.

To validate the proposed models for measurement differ-
ences, we consider two very different complex environments:
a suburban region and a mountainous region. The suburban
region is an area of 3.3km×3.3km in Santa Clara, California.
Note that the environment is very complex, and predominant
NLOS rays are from street corner diffraction at faraway
receivers. Our previously developed ray launcher [13] is
employed to generate the RSS, TOA, and DOA data. The
ray launcher is fully discrete in order to takes advantage of
environment-driven parallel processing so as to efficiently
trace the launched rays undergoing both specular and diffuse
interactions. The mountainous region is a 11.4km × 11.4km
area in the Caspian land. The RSS, TOA, and DOA data
are generated using our previously developed ray tracer [54].
Accounting for the mountainous terrain and its undulations in
the transmitter and receiver’s vicinity, this simulator predicts
the propagation characteristics of rays traveling in the verti-
cal plane containing the transmitter and receiver and terrain
scattered rays traveling outside of this plane.

In this paper, system formulation, measurement differ-
ences modeling, and CRLB derivation for fingerprinting
approaches are shown in Section II. The ray launcher and
ray tracer for generating measurement data (RSS, TOA,
and DOA) in suburban and mountainous environments are
described in Section III. In Section IV, the proposed mod-
els for RSS, TOA, and DOA measurement differences at
K nearest neighbors of a given receiving node are estab-
lished and validated by linear regression using simulation
data for both Santa Clara suburban and Caspian moun-
tainous regions. In Section V, CRLB is used as a bench-
mark to evaluate two popular fingerprinting approaches
(K -nearest neighbor (KNN) and Weighted K -Nearest Neigh-
bor (WKNN) [12]) in both suburban andmountainous regions
for various data types and fusion options. In Section VI, it
is concluded that, with measurement difference modeling,
CRLB accuracy analyses for fingerprinting-based localiza-
tion approaches using various data types and different fusion
options can be conducted for distinct system configurations
in diverse NLOS environments.

II. CRLB ANALYSIS FOR FINGERPRINTING
LOCALIZATION IN NLOS ENVIRONMENTS
Consider a system with NT anchors, NR reference nodes and
NU unknown nodes. Each receiver (representing a reference
node or an unknown node) will receive sounding signals
from the transmitters (representing anchor nodes) via LOS or
NLOS propagation paths. The propagation environments of
interest are assumed to be very complex, where a lot of main
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arrivals are not LOS rays. Furthermore, it is assumed that we
have no prior knowledge to determine whether a particular
measured RSS, TOA, and DOA is via a LOS path or not.
Therefore, approaches depending on LOS rays or needing to
distinguish LOS and NLOS rays are not applicable here.

Fortunately, there exist features, such as RSS, TOA, and
DOA, that are functions of locations. Moreover, in local
regions, autocorrelations of these features at two different
locations decrease when the separation distance between the
two locations decreases. Thus, each or a combination of
these features can be used for localization via fingerprinting
approaches.

A. FINGERPRINTING LOCALIZATION APPROACHES
Let Ti be the positions of the anchors with i ∈ {1, · · · ,NT }.
The positions of receivers are denoted by Rj with j ∈
{1, · · · ,NR + NU } where indexes {1, · · · ,NR} denote the
reference nodes and indexes {1+ NR, · · · ,NR + NU } denote
the unknown nodes. Here, Ti and Rj are D× 1 vectors, where
D is the dimension of the coordinates of the environment of
interest, typicallyD = 2 or 3.We consider a two-dimensional
localization problem and, therefore, D = 2 in this paper. All
our results can be extended to D = 3 by following the same
procedure presented in this paper.

Denote the RSS, TOA, and DOA measurements at the
jth receiver from the ith anchor as rj|i, tj|i, and (âj|i, ǎj|i),
respectively. For convenience, TOA is normalized with 1/c
where c is the speed of light. Thus, tj|i has the unit of meter .
RSS rj|i has the unit of dBm. Note that the DOAmeasurement
is two-dimensional in a two-dimensional problem. This is due
to the fact that the angle in a two-dimensional plane has a
mod 2π property and cannot be described by a single number.
Here, we have defined âj|i and ǎj|i as real and imaginary parts
of ejθ , respectively, where θ is the angle of arrival. Thus, both
âj|i and ǎj|i are dimensionless.

Let the NT × 1 vectors rj, tj and (âj, ǎj) represent the RSS,
TOA, and DOA measurements at the jth node from all NT
anchors, respectively. In this paper, the measurements rj, tj
and (âj, ǎj) can be used individually or fused together for
localization. For convenience, use sj to represent all possible
measurement data vectors to be adopted for localization.
Thus, if we fuse all three types of measurements, sj =
[rTj tTj âTj ǎTj ]

T is a 4NT × 1 vector. Similarly, if we
fuse only RSS and TOA measurements, sj = [rTj tTj ]

T is
a 2NT × 1 vector. However, if we fuse only RSS and DOA
measurements, sj = [rTj âTj ǎTj ]

T is a 3NT × 1 vector.
Likewise, if we adopt only RSS measurements, sj = rj is a
NT × 1 vector. But, if we adopt only DOA measurements,
sj = [âTj ǎTj ]

T is a 2NT × 1 vector.
Fingerprinting localization approaches consist of two

steps: the offline step and the online step. During the offline
step, we need to find a model that can best describe the
relationship between the position Rk and the measurement
sk at the k th unknown node, k ∈ {NR + 1, · · · ,NR + NU }.
For the WKNN approach, the positions and measurements of

K nearest reference-node neighbors of the unknown node are
included in determining the position of the unknown node.
Then, this model is written as a vector function as shown
below:

Rk ≈ f1(sk ; s
(1)
k , s

(2)
k , . . . , s

(K )
k ; R̄

(1)
k , R̄

(2)
k , . . . , R̄

(K )
k ) (1)

where s(m)k and R̄(m)k are the measurement and position of the
mth ‘‘nearest’’ reference-node neighbor of the k th unknown
node, withe m = 1, 2, . . . ,K . Here, ‘‘nearest’’ is not mea-
sured according to the physical location distances between
the unknown node and the reference nodes since we do not
know the exact location, Rk , of the k th unknown node. Once
f1(·) is determined, the offline step is done. During the online
step, Rk can simply be estimated using (1).

Note that, in order to find the vector function f1(·) in (1),
we need to determine the K ‘‘nearest’’ neighbors first. In this
paper, theK ‘‘nearest’’ neighbors of the k th unknown node are
the K reference nodes which have the measurement vectors
most similar to the measurement vector of the unknown node.
Define the weighted Euclidean distance as

ε
j
k =‖ 3(sk − sj) ‖2 (2)

with j = 1, . . . ,NR. Here,3 is a diagonal matrix whose diag-
onal elements are the weights put on different data types when
these data types are fused for fingerprinting localization.
Specific weights can be found by trial and error. Using (2),
the K ‘‘nearest’’ neighbors of the k th unknown node are
the K reference nodes with the K least weighted Euclidean
distances {εjk}. For convenience, we re-index the reference
nodes according to the weighted Euclidean distances with
respect to the k th unknown node and let (s(m)k , R̄(m)k ) denote the
measurement and position information of the mth ‘‘nearest’’
neighbor, m ∈ {1, 2, · · · ,K }, for the k th unknown node.
Also, define ε(m)k as the weighted Euclidean distance between
the measurement vector of the k th unknown node and the
measurement vector of its mth ‘‘nearest’’ reference node:

ε
(m)
k =‖ 3(sk − s

(m)
k ) ‖2, ε

(1)
k ≤ ε

(2)
k · · · ≤ ε

(K )
k . (3)

Using the weighted Euclidean distances in (3), the vector
function f1(·) in (1) can be simplified as:

Rk ≈ f2(ε
(1)
k , ε

(2)
k , . . . , ε

(K )
k ; R̄

(1)
k , R̄

(2)
k , . . . , R̄

(K )
k ) (4)

for the well-known WKNN fingerprinting localization
approach. Specifically, (4) is written as

Rk ≈ f2 =
K∑
m=1

w(ε(m)k )R̄(m)k (5)

where {w(·)} are the weights used for averaging the locations
of K ‘‘nearest’’ neighbors. The WKNN approach is reduced
to the KNN approach if the weights w in (5) is 1

K for every
m. Note that the number K in (5) is to be determined in
practical applications. In our numerical procedure, we use a
cross-validation data set to find the best parameterK , the opti-
mum weight factors 3 in (2) and {w(·)} in (5). Representing
typical fingerprinting approaches, numerical results of KNN
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andWKNNwill be compared with the CRLB proposed in the
next section.

B. CRAMER-RAO LOWER BOUND (CRLB) ANALYSIS
To derive the CRLB for a localization approach in a given
environment, one needs to have a workable statistical model
for the measurements of that environment. However, in com-
plex NLOS environments, no simple models exist. Therefore,
scarce work has been done on CRLB analysis in NLOS
environments and, for those existing ones, their models are
very complicated and only for exceptional cases.

To tackle this challenging problem, we observe from (4)
that the fingerprinting localization approaches use only the
measurement differences between the unknown node and its
‘‘nearest’’ neighboring reference nodes. As themeasurements
at the unknown node and those at the reference nodes do not
appear in (4) independently, we realize that we do not need
to model the measurements directly, which is very difficult.
For CRLB analysis for fingerprinting approaches, we just
need tomodel themeasurement differences, which is feasible,
flexible, and general (can be extended for cases with various
data types and in various environments).

For convenience, let vj|i represent any of the following
data: rj|i, tj|i, âj|i and ǎj|i (which are the RSS, TOA, and
DOAmeasurements at the jth receiver due to the transmission
from the ith anchor). Also define δv(m)k|i = vk|i − v(m)k|i as the
difference between the measurement vk|i of the k th unknown
node at Rk and the measurement v(m)k|i of its true mth nearest

reference node at R(m)k due to the transmission from the
ith anchor. Note that the K true nearest neighbors are deter-
mined according to their physical distances with respect to Rk
of the node of interest,

‖ Rk − R
(1)
k ‖2≤‖ Rk − R

(2)
k ‖2≤ · · · ≤‖ Rk−R

(K )
k ‖2 (6)

Here, using (6) (instead of (3)) to determine the K near-
est neighbors in the CRLB formulation is to obtain a
smaller CRLB.

Typically, δv(m)k|i and δv(m̂)k|i are correlated because both mth

and m̂th neighbors of the k th node are in the same local
region. Contrarily, δv(m)k|i and δv(m)

k|î
are not correlated as the

ith and îth anchors are far apart. Note that ‘‘local region’’ is
used to classify reference nodes (receivers) here. As we will
use the K nearest neighbors to build the difference models
of measurement data for computing CRLB, the definition
of the local region is the region occupied by the K nearest
neighbors. Those reference nodes which are not in the local
region are not employed and are not of concerned. Contrarily,
‘‘far apart’’ is used to describe anchor nodes (transmitters).
In our examples, the separation distance between any pair of
anchor nodes is much larger than that between any pair of
reference nodes in a local region.

Furthermore, we assume that different data types are not
correlated because they represent different physical mecha-
nisms that are affected by the environment differently. Then,
the novel statistical model of the measurement difference is

proposed to be:

δvk|i = µvk|i(Rk )+ q
v
k|i (7)

where δvk|i =
[
δv(1)k|i , δv

(2)
k|i , · · · , δv

(K )
k|i

]T
, qvk|i is a random

vector and µvk|i(·) is a deterministic vector function of the
unknown node’s position Rk . Note that the mth element of
µvk|i(·) is also a function of the location of the mth nearest

neighboring reference node: R(m)k . Here, v and v denote the
type of data measurement. Ideally, µvk|i(·) has to be chosen
such that qvk|i follows the zero-mean multivariate normal dis-
tribution (i.e. qvk|i ∼ N (0,Cv

k|i)). Here, we would also like to
minimize the diagonal elements of the covariancematrixCv

k|i.
As the measurement differences are correlated with respect

to different nearest neighbor indexes {m}’s, but are not corre-
latedwith respect to different anchor indexes i’s or to different
data types, it is much more convenient and informative to
rewrite (1) in terms of δvk|i for every i (instead of sk and s

(m)
k

for every m as shown in (1)) for the following derivations.
Thus, from (1), we have:

Rk ≈ f3({δvk|i}i;v;R
(1)
k ,R

(2)
k , . . . ,R

(K )
k ) (8)

where {δvk|i}i;v in (8) represents all data types {v} and all
anchor nodes {i} used in localization. For convenience and
readability, we do not specifically list all data types since
many data fusion options are considered in this paper. Note

that, in (8), we have also used {R(1)k ,R
(2)
k , . . . ,R

(K )
k } of the K

true nearest neighbors instead of using {R̄(1)k , R̄
(2)
k , . . . , R̄

(K )
k }

of the K estimated ‘‘nearest’’ neighbors in (1).
Suppose we use minimum mean squared error (MMSE)

as our evaluation criterion, it is lower bounded by the
well-known CRLB:

min
√
E{||Rk − f3||22} ≥

√
tr{[Ik (Rk )]−1} (9)

where

Ik (Rk ) =
∑
v

NT∑
i=1

I vk|i(Rk ). (10)

Since the fingerprinting-based approaches are asymptotically
unbiased [55]–[57], the use of CRLB as a benchmark is
appropriate. Here, I vk|i(Rk ) is the Fisher Information Matrix
(FIM) for data type v and anchor i:

I vk|i(Rk ) =
(
[I vk|i(Rk )]xx [I vk|i(Rk )]xy
[I vk|i(Rk )]yx [I vk|i(Rk )]yy

)
. (11)

Derivations of FIM are given in Appendix A. Let ζ (and ξ )
denote the spatial coordinates x or y. Then, from (11), we have

[I vk|i(Rk )]ζ ξ =

[
∂µvk|i(Rk )

∂ζ

]T
{Cv
}
−1

[
∂µvk|i(Rk )

∂ξ

]
. (12)
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C. MODELS FOR MEASUREMENT DIFFERENCES
Even though the dominant propagation mechanism between
a transmitter and faraway receivers in complex environments
is most likely NLOS, the relations between the measurements
at neighboring receivers may be governed by the LOS propa-
gation mechanism if these neighbors are nearby one another.
Therefore, our models for (7) are based on the hypothesis of
dominant LOS propagation between the K nearest neighbors.
The models for RSS, TOA and DOA measurement differ-
ences at these neighbors will be established and validated
using simulation data at a mountainous environment and a
suburban environment in Section IV.

In order to reduce the number of models required in a given
CRLB analysis, the measurement difference models in (7)
are made to depend only on the differences of node location
vectors. Thus, (7) can be rewritten as:

δv = µv({T − R}, {T − R(m)}m=1,2,...,K )+ qv (13)

where the subscript k|i in (7) and the subscripts k and i for the
location vectors are removed. Here, T denotes the location of
an anchor node, R denotes the location of an unknown node,
and R(m) denotes the location of the mth nearest neighbor of
the unknown node for every m = 1, 2, . . . ,K . Specifically,
the mth row in the vector equation (13) is corresponding to
the mth nearest neighbor and can be written as

δvm = µvm({T − R}, {T − R
(m)
})+ qvm. (14)

For each data type v, (14) shows that the same determin-
istic function µvm and random variable qvm are employed to
model for any unknown node k and any anchor node i in
consideration. However, (14) needs to be re-established if the
environment or the system configuration changes.

For simplicity, we use linear regression tomodelµvm, which
will be shown to be reasonable in Section IV via suburban and
mountainous data. So the µvm in (14) is chosen to be

µvm = β
rηvm + αrm (15)

where, for different data types, ηvm in (15) are chosen to be

RSS : ηrm = 10 log10(
||R− T ||2
||R(m) − T ||2

)

TOA : ηtm = (||R− T ||2 − ||R(m) − T ||2)

DOAx : ηâm = (
[R− T ]x
||R− T ||2

−
[R(m) − T ]x
||R(m) − T ||2

)

DOAy : ηǎm = (
[R− T ]y
||R− T ||2

−
[R(m) − T ]y
||R(m) − T ||2

). (16)

Here, [·]x and [·]y are the x and y components of the location
vector [·], respectively. Note that {βv}, with v = r, t, â or ǎ,
in (16) are chosen to be independent of the nearest neighbor
index m. Ideally, qv in (13) or [qv1, q

v
2, . . . , q

v
K ]

T in (14)
should follow the zero-mean multivariate normal distribution
(i.e. qv ∼ N (0,Cv)).

III. RAY-BASED PROPAGATION SIMULATORS IN
SUBURBAN AND MOUNTAINOUS ENVIRONMENTS
Ideally, one would like to use data obtained through rigorous
experiments to establish the models for measurement differ-
ences in (13). However, it is costly and time consuming to
conduct meaningful and reliable experiments in any large
region of practical interests. Therefore, people usually use
simulated data to conduct preliminary studies on propagation
modelings, algorithm validations, system developments, etc.,
for practical localization applications. In this paper, to show
that the models for measurement differences proposed in the
previous section are very general and flexible, we will use
our previously developed ray-based propagation simulators
to generate RSS, TOA and DOA data in two very different
environments: a suburban region and a mountainous region.

Note that ray-based algorithms can be divided in two main
groups: Ray Tracing and Ray Launching. In ray tracing algo-
rithms, the exact positions of both the transmitter and the
receiver are taken into account from the beginning. Thus
rays (called eigenrays) satisfying geometrical optics rules
for those specific locations are searched using various tech-
niques. Searching for these eigenrays becomes very difficult
and computational expensive when the environment is com-
plex. Fortunately, for special cases where rays predominantly
lie in the vertical plane containing the source and receiver,
the efforts of tracing the ray can be greatly reduced. In ray
launching algorithms, rays start from the transmitter with a
pre-determined angular separation and are traced regardless
of the receivers’ position. These rays are ideally propagated
by the algorithm along their trajectory until they encounter
an obstacle, where they are reflected, diffracted, transmitted,
or scattered. The subsequent rays are propagated follow-
ing geometrical optics rules. Here, a space discretization is
assumed that, in principle, limits field prediction accuracy.
In summary, ray launching is more efficient, although the-
oretically less accurate, than ray tracing to perform wave
propagation characterization over vast areas. However, when
the vertical plane propagation is the dominant physical mech-
anism, ray tracing usually becomes more efficient than ray
launching.

Here, a ray launching algorithm will be used for a subur-
ban environment since the environment is very complicated
and a ray tracing algorithm will be used for a mountainous
environment since, in some cases, predominant rays lie in the
vertical plane containing the transmitter and receiver.

A. RAY LAUNCHER FOR SUBURBAN ENVIRONMENTS
Consider an area of 3.3km × 3.3km in a suburban region in
Santa Clara, CA, as shown in Fig. 1. As the environment is
very complex and predominant NLOS rays are from street
corner diffraction, we will use our previously developed ray
launcher [13] to generate the RSS, TOA and DOA data. The
ray launcher is fully discrete in order to take advantage of
environment preprocessing to efficiently trace rays under-
going both specular and diffuse interactions. Explicitly, the

18612 VOLUME 9, 2021



J. Li et al.: CRLB Analysis of Data Fusion for Fingerprinting Localization in NLOS Environments

FIGURE 1. 3D view of a Suburban Environment in Santa Clara.

environment is discretized into simple regular shapes to facil-
itate faster geometric computations. In addition to seamless
space tessellation, other advanced features have been imple-
mented to achieve a very high accuracy while drastically
reducing computation time, as listed below.

1) Environment discretization. Environment surfaces (such
as walls and streets) are discretized into ‘‘tiles’’ to simplify
the ray launching algorithm and perform basic operations
such as beam cross-section cutting across obstacles’ edges
without complex polygon clipping algorithms.

2) Environment-driven ray launching. Efficiency has been
improved by launching rays on the base of the geometrical
distribution of the obstacles (tiles) present in the environment,
instead of using a constant angular discretization, and is
particularly useful for outdoor application where obstacles
are sparse or there are large open sky sectors where launching
many rays would be useless.

3) Visibility preprocessing. Since the environment is sim-
plified into a set of tiles, the potential existence of a propa-
gation path between a generic pair of tiles (i.e. a ‘‘visibility
relation’’) can be pre-computed for a given environment and
saved in a file (the ‘‘visibility matrix’’), thus greatly simpli-
fying and speeding up the computation of multiple-bounce
rays.

4) Parallelization on a Graphical Processing Unit (GPU).
Since the ray launching approach is inherently fit to par-
allel computing, the whole algorithm, including visibility
preprocessing, has been parallelized, thus further reducing
computation timewith respect to traditional implementations.

B. RAY TRACER FOR MOUNTAINOUS ENVIRONMENTS
Consider a 11.4km×11.4km area in the Caspian region terrain
database (see Fig. 2). The RSS, TOA, and DOA data are
generated using our previously developed ray tracer [54].
For any arbitrary transmitter and receiver pair, this simu-
lator predicts the propagation characteristics of rays trav-
eling in the vertical plane containing the transmitter and
receiver and terrain scattered rays traveling outside of this
plane.

To predict the rays traveling between a transmitter and
receiver pair, the simulator accounts for the terrain and its
undulations in the vicinity of the transmitter and receiver. The
terrain information is inputted to the simulator in the form
of a terrain database. This terrain database is conceptually a

FIGURE 2. 3D view of a Mountainous Environment in Caspian Region.

matrix of terrain elevation samples over a uniformly spaced
rectangular grid. The grid spacing between samples varies
depending on the terrain data source.

For rays traveling in the vertical plane between the trans-
mitter and receiver, the simulator feeds the vertical plane
terrain profile to the Terrain-Integrated Rough Earth Model
(TIREM) [58] to predict the propagation characteristics of
the vertical plane rays. Note that depending on the terrain
geometry, the TIREM model will use different prediction
methods. For example, when the transmitter has LOS to the
receiver, the TIREMmodel simply accounts for the direct and
ground reflected rays. While, when the transmitter has NLOS
to the receiver, TIREM uses either the Bullington method or
the Epstein-Peterson multiple diffraction formulas to predict
the vertical plane ray’s propagation characteristics. In both
LOS and NLOS cases, rays scattered from the troposphere
and surface waves are also accounted for. Parameters used
for TIREM in our simulations are: Earth’s surface conduc-
tivity = 0.01S/m; Surface humidity near the antennas =
7.5 g/m3; Surface refractivity= 289; Relative permittivity of
earth’s surface = 15; Polarization is VV (vertical to vertical
polarized).

For rays that travel outside of the vertical plane contain-
ing the transmitter and receiver, the rural channel simulator
accounts for terrain scattered rays. These rays are especially
significant when the transmitter has NLOS to the receiver in
mountainous or hilly environments. In these cases, the ver-
tical plane rays are expected to be very weak after diffract-
ing over the mountains or hills between the transmitter and
receiver. The simulator is able to account for single bounce
terrain scattered rays. Multiple terrain scattered rays are not
accounted for because they are assumed to be relatively weak
due to the high loss nature of scattering. To find the single
bounced rays, the surface of the terrain is first partitioned
into triangles. The triangles which are co-visible to both the
transmitter and receiver are then used for single bounce scat-
tering. The amplitude of the scattered ray is computed using
the bi-static scattering equation with a Lambertian scattering
coefficient.
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IV. MODELS FOR MEASUREMENT DIFFERENCES IN
SUBURBAN AND MOUNTAINOUS ENVIRONMENTS
In this section, we will use the RSS, TOA and DOA data
generated using ray-based propagation simulators discussed
in Section III to establish the models for measurement differ-
ences (see (13)-(16)) in a Santa Clara suburban region and a
Caspian mountainous region. Specifically, we will use these
data to validate the models proposed in (13) by finding the
parameters βv and αvm in (15) and the covariance matrix Cv

of qv in (13).

A. MODELING A SANTA CLARA SUBURBAN
ENVIRONMENT
The 2D view of the Santa Clara environment in Fig. 1 is
shown in Fig. 3 where 6 anchors and 3000 receivers are also
shown. In each simulation, we randomly choose 600 receivers
as nodes of interest (where the remaining 2400 receivers serve
as reference nodes) to develop our models.

FIGURE 3. 2D view of the Santa Clara suburban environment in Fig. 1.

Let K = 4. One typical chosen node of interest at R and its
K true nearest neighbors at R(m), m = 1, 2, 3, 4, are shown
in the enlarged figure (see Fig. 4) as an example. On average,
the distance between the first true nearest neighbor and the
chosen node is 29.1m. The distance between the second true
nearest neighbor and the chosen node is 43.6m. The distance
between the third true nearest neighbor and the chosen node
is 54.2m. Finally, the distance between the forth true nearest
neighbor and the chosen node is 63.9m.

With given βv and αvm for a data type v, a realization of the
random variable qvm, the modeling error in (14), for a receiver
at R, its mth nearest neighbor at R(m), and a transmitter at T is
re-written as

qvm(T ,R) = δvm(T ,R)− µ
v
m(T ,R). (17)

Note that all factors in (17) depend on locations T , R, and
R(m). However, only the dependence on the locations T and

FIGURE 4. Illustration of 4 true nearest neighbors at R(m), m = 1,2,3,4,
of a given unknown node at R.

R is explicitly indicated where the dependence on R(m) is hid-
den, because R(m) is determined when T and R are specified.

The optimum βv and αvm in (15) can be found by minimiz-
ing the sum of squaredmodeling error over all possible {T ,R}
pairs:

(βv, αvm) = argmin
∑
R

∑
T

|qvm(T ,R)|
2 (18)

Equation (18) can be solved by the least square curve fitting.
Recall that µvm in (15) is a linear function of ηvm. Thus,
the solution in (18) can be obtained by linear regressionwhich
fits a line (µvm as a linear function of ηvm) to the simulated
data (δvm as a random function of ηvm). This process will be
demonstrated below for various data types {v}.

1) RSS DIFFERENCE MODEL
For RSS, as the data type, v = r . With m = 1 as an
example, the curve fitting result using the optimum βr and αrm
is illustrated in Fig. 5. Note that the linear regression model
is typically employed for modeling path loss. Therefore,
RSS difference is modeled by linear regression here.

FIGURE 5. Linear regression to find optimum βr and αr
m for m = 1.

Following (18), the optimum βr and αrm are given as:

βr = −3.1

[αr1, α
r
2, α

r
3, α

r
4] = [0.88, 0.35,−0.18, 0.27]
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With the optimum βr and αrm given above, the realizations
of the random variable qrm in (17) withm ∈ {1, · · · , 4} can be
obtained and the covariance matrix of qr can then be found:

Cr
=


5.3 6.9 6.3 8.0
6.9 41.0 20.3 23.1
6.3 20.3 50.4 27.1
8.0 23.1 27.1 75.7


Fig. 6 shows the histograms of qrm in (17) with m ∈
{1, · · · , 4}. where each qrm can be approximately considered
as a Gaussian random variable. Note that with the introduc-
tion of αrm, each q

r
m is made to be zero mean.

FIGURE 6. Histograms of qr
m for m = 1,2,3,4.

Compared with the widely used RSS path loss model,
the variances for the RSS difference model shown above are
smaller, since RSS differences are computed between closely
located nodes.

2) TOA DIFFERENCE MODEL
For TOA as the data type, v = t . With m = 1 as an
example, the curve fitting result using the optimum β t and
αtm is illustrated in Figure.7.
Following (18), the optimum β t and αtm are given as:

β t = 2

[αt1, α
t
2, α

t
3, α

t
4] = [27.2, 11.7, 20, 30]

With the optimum β t and αtm given above, the realizations
of the random variable qtm in (17) withm ∈ {1, · · · , 4} can be
obtained and the covariance matrix of qt can then be found:

C t
=


6.2 4.6 4.2 3.2
4.6 27 13 10
4.2 13 33 12
3.2 10 12 30

× 103

Fig. 8 shows the histograms of qtm in (17) with m ∈

{1, · · · , 4}. where each qtm can be approximately considered
as a Gaussian random variable. Note that with the introduc-
tion of αtm, each q

t
m is made to be zero mean.

FIGURE 7. Linear regression to find optimum βt and αt
m for m = 1.

FIGURE 8. Histograms of qt
m for m = 1,2,3,4.

3) DOA DIFFERENCE MODEL
For 2-D cases, DOA difference Model is built in two dimen-
sions. Thus, for DOA as the data type, both v = â and
v = ǎ need to be considered. With m = 1 as an example,
the curve fitting results using optimum (β â,αâm) and (β ǎ,αǎm)
are illustrated in Fig.9. For simplicity, we use linear regres-
sion where the resulting remainders qâm and qǎm in (17) can
be approximated as Gaussian random variables. This linear
model of DOA difference is based on the fact that LOS
propagation typically occurs between nearest neighbors, even
though NLOS propagation typically characterizes the trans-
mission from the transmitter to receivers.

Following (18), the optimum (β â,αâm) and (β ǎ,αǎm) are
given as:

β â = 0.59, β ǎ = 0.6

[α̂â1, α̂
â
2, α̂

â
3, α̂

â
4] = [5, 3,−6, 5]× 10−3

[α̂âm, α̂
â
m, α̂

â
m, α̂

â
m] = [9, 7, 3,−25]× 10−3

With the optimum (β â,αâm) and (β
ǎ,αǎm) given above, the real-

izations of the random variables qâm and qǎm in (17) with

VOLUME 9, 2021 18615



J. Li et al.: CRLB Analysis of Data Fusion for Fingerprinting Localization in NLOS Environments

FIGURE 9. Linear regression to find optimum (βâ,αâ
m) and (βǎ,αǎ

m) for
m = 1.

m ∈ {1, · · · , 4} can be obtained and their covariance matrices
are

C â
=


4.2 2.6 1.9 3.4
2.6 16.1 5.7 7.6
1.9 5.7 17.4 6.4
3.4 7.6 6.4 27.6

× 10−3

and

C ǎ
=


15.6 7.3 7.0 9.2
7.3 15.9 7.5 7.2
7.0 7.5 20.2 10.3
9.2 7.2 10.3 29.9

× 10−3

Fig. 10 shows the histograms of qâm and qǎm in (17) with
m ∈ {1, · · · , 4}. Here each qâm or qǎm can be approximately
considered as a Gaussian random variable. Note that with the
introduction of αâm and αǎm, q

â
m and qǎm are made to be zero

mean.

FIGURE 10. Histograms of qâ
m and qǎ

m for m = 1,2,3,4.

B. MODELING A CASPIAN MOUNTAINOUS
ENVIRONMENT
The 2D view of the Caspian region in Fig. 2 is shown
in Fig. 11, where 6 anchors and 2000 receivers are also shown.
We randomly choose 400 receivers as nodes of interest (where
the remaining 1600 receivers serve as reference nodes) to
develop our models.

Let K = 4. One typical chosen node of interest at R and its
K true nearest neighbors at R(m), m = 1, 2, 3, 4, are shown in
the enlarged figure (see Fig. 12) as an example. On average,
the distance between the first true nearest neighbor and the
chosen node is 102m. The distance between the second true
nearest neighbor and the chosen node is 164m. The distance
between the third true nearest neighbor and the chosen node

FIGURE 11. 2D view of the Caspian mountainous environment in Fig.2.

FIGURE 12. Illustration of K = 4 nearest neighbors of a given node at R.

is 203m. Finally, the distance between the forth true nearest
neighbor and the chosen node is 239m.

Following the same procedure as shown in the previous
section, we can obtain our measurement difference mod-
els in this Caspian mountainous environment. As the linear
regression process employed for the Caspian mountainous
environment is exactly the same as that for the Santa Clara
suburban region, we will omit the showing of least square
curve fitting and histogram figures here. Instead, optimum
model parameters βv and αvm and covariance matrix of qv for
each data type will be listed here. These numbers will be used
in generating CRLBs in the Section V.

1) RSS DIFFERENCE MODEL
Following (18), the optimum βr and αrm are given as:

βr = −4.5

[αr1, α
r
2, α

r
3, α

r
4] = [0.88,−0.32,−0.24, 0.31]

With the optimum βr and αrm given above, the realizations
of the random variable qrm in (17) withm ∈ {1, · · · , 4} can be
obtained and the covariance matrix of qr can then be found:

Cr
=


5.3 4.2 5.6 4.5
4.2 18.5 11.4 13.4
5.6 11.4 35.9 19.1
4.5 13.4 19.1 42.3


18616 VOLUME 9, 2021



J. Li et al.: CRLB Analysis of Data Fusion for Fingerprinting Localization in NLOS Environments

2) TOA DIFFERENCE MODEL
Following (18), the optimum β t and αtm are given as:

β t = 1.02

[αt1, α
t
2, α

t
3, α

t
4] = [13.6, 23.8, 19.2, 26.4]

With the optimum β t and αtm given above, the realizations
of the random variable qtm in (17) withm ∈ {1, · · · , 4} can be
obtained and the covariance matrix of qt can then be found:

C t
=


13.6 6.4 6.6 5.9
6.4 14.5 3.8 6.0
6.6 3.8 31.8 10.2
5.9 6.0 10.2 17.5

× 103

3) DOA DIFFERENCE MODEL
Following (18), the optimum (β â,αâm) and (β ǎ,αǎm) are given
as:

β â = 1.01, β ǎ = 0.991

[αâ1, α
â
2, α

â
3, α

â
4] = [8.7, 8, 7.6, 4.2]× 10−3

[αǎm, α
ǎ
m, α

ǎ
m, α

ǎ
m] = [0.4, 7, 10, 4]× 10−3

With the optimum (β â,αâm) and (β
ǎ,αǎm) given above, the real-

izations of the random variables qâm and qǎm in (17) with
m ∈ {1, · · · , 4} can be obtained and their covariance matrices
are

C â
=


4.0 1.9 2.5 1.8
1.9 3.2 3.0 2.2
2.5 3.0 6.6 2.9
1.8 2.2 2.9 3.7

× 10−4

and

C ǎ
=


16 8.9 8.7 8.8
8.9 16 12 9.6
8.7 12 22 11
8.8 9.6 11 20

× 10−4

V. NUMERICAL RESULTS OF FINGERPRINTING
LOCALIZATION
We will use the CRLB in (9) as a benchmark to evaluate two
fingerprinting localization approaches, KNN and WKNN,
with different data fusion options of RSS, TOA, and DOA
in both Santa Clara and Caspian regions, shown in Fig. 1 and
Fig. 2, respectively.

A. SANTA CLARA SUBURBAN REGION
Weuse the simulation setup in Section IV.A to perform 10 fin-
gerprinting localization simulations here. Consider the six
anchor nodes and 3000 receivers as shown in Fig. 3. In each
simulation, we randomly choose 600 receivers as unknown
nodes and treat the remaining 2400 receivers as reference
nodes. The estimated locations of the 400 unknown nodes
can be obtained by KNN and WKKN using (5) with their
corresponding weights, respectively. Then, the root mean
square errors (RMSEs) of the location estimations of these
400 unknown nodes can be calculated for both KNN and

WKNN approaches, respectively. Themeans, over 10 simula-
tions, of the RMSEs for various data types and fusion options
using KNN and WKNN, respectively, are listed in Table 1.
Also listed in Table 1 are themean CRLBswhich are obtained
by averaging firstly over the 400 unknown nodes in each
simulation and then over the 10 simulations for various
single-data types and fusion options.

TABLE 1. Fingerprinting localization results (Santa Clara Suburban
Region).

Listed below are a few key observations made from
Table 1. At first, let us focus on performance evaluations
of the KNN and WKNN localization approaches. In this
example, we observe that KNN and WKNN have similar
performances. For same data type or fusion option, WKNN
result is just a little bit better than the corresponding KNN
result. However, both KNN and WKNN estimation errors
are much higher than the corresponding CRLB for each
single-data type or fusion option. Because some of the ‘‘near-
est’’ neighbors determined using (3) are, in fact, very faraway
from the unknown node. (Note that the average distance
between an unknown node to itsK actual nearest neighbors is
around 48 meters.) So the average or weighted average of the
locations of ‘‘nearest’’ neighbors can be very different from
the actual location of the unknown node. As the gaps between
KNN/WKNN results and CRLBs are huge, there are many
rooms for improvement on the KNN/WKNN fingerprinting
approaches. In addition, significant improvements should
come from a better strategy on choosing ‘‘nearest’’ neighbors
rather than a better strategy on weight design, because the
performance of KNN/WKNN can be greatly improved if one
can detect and remove fake ‘‘nearest’’ neighbors,

Secondly, we discuss the results using different single-data
types (i.e., without data fusion). Note that RSS results
(including KNN, WKNN, and CRLB) are inferior due to
strong spatial fading in the complex NLOS Santa Clara sub-
urban environment. However, TOA results (including KNN,
WKNN and CRLB) are significantly better than the RSS
results even in the same NLOS suburban environments.
Because TOA information is primarily determined by the
dominant ray, which has little fading effect. Although DOA
information is also primarily determined by the dominant
ray, which has little fading effect, it is not surprising that
the KNN/WKNN DOA results are more unsatisfactory than
the KNN/WKNNRSS results. Because the dominant rays are
mainly propagating along streets. Thus, the street orientation
where an unknown node is located will dictate the DOA infor-
mation of that node. Since the number of street orientations
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is very small in the environment considered (see Fig. 3), the
variations of DOAs for different nodes are limited. Therefore,
it is challenging to find correct ‘‘nearest’’ neighbors using
DOA in this kind of environments. However, contrary to
the KNN/WKNN results, the CRLB of DOA is much better
(i.e., smaller) than the CRLB of RSS. Because we use true
nearest neighbors in formulating the CRLBs in Section IV
and the dominant ray has little fading effect. One last remark
is that the CRLB of DOA is larger than that of TOA.
Because DOAs have less variations than TOAs as mentioned
before.

Thirdly, we examine the results using different fusion
options. It is clear from (9) and (10) that more data types
employed should improve the localization performance.
Thus, RSS/TOA/DOA has the best performance, RSS/TOA
is better than RSS or TOA, RSS/DOA is better than RSS or
TOA, and TOA/DOA is better than TOA or DOA. When the
performances of two options are comparable, the fusion of
these two will significantly improve the performance. This
can be seen by comparing RSS/DOA with RSS or DOA.
When the performance of two options are very different,
the fusion of these two will improve little. This can be seen by
comparing RSS/TOA with TOA. It can also be seen by com-
paring TOA/DOA with TOA or comparing RSS/TOA/DOA
with TOA/DOA. In summary, the fusion of three different
measurements (RSS/TOA/DOA) provides the best localiza-
tion result which shows the advantage of data fusion. How-
ever, comparing RSS/TOA/DOA with TOA, TOA/DOA or
RSS/TOA, the improvement gained by data fusion is not
significant because the position information obtained from
RSS and DOA measurements is limited. Thus, in practical
applications, there should be a trade-off between the accuracy
improvement and equipment complexity.

Table 1 shows only the mean results. Sometimes, it is
more informative showing the cumulative distribution func-
tion (CDF) of the localization error than just showing the
mean. Thus, we use one of the 10 simulations and define the
CDF of the location errors of 400 unknown nodes as:

CDF(φ) = Prob(||Rk − f2||2 ≤ φ) (19)

Fig. 13 shows the CDF results with different single-data types
and fusion options for KNN/WKNN. All discussions about
Table 1 are applicable here.

FIGURE 13. CDFs of position estimation errors (Santa Clara Suburban
Region).

B. CASPIAN MOUNTAINOUS REGION
Weuse the simulation setup in Section IV.B to perform 10 fin-
gerprinting localization simulations here. Consider the six
anchor nodes and 2000 receivers as shown in Fig. 11. In each
simulation, we randomly choose 400 receivers as unknown
nodes and treat the remaining 1600 receivers as reference
nodes. The estimated locations of the 400 unknown nodes
can be obtained by KNN and WKKN using (5) with their
corresponding weights, respectively. Then, the root mean
square errors (RMSEs) of the location estimations of these
400 unknown nodes can be calculated for both KNN and
WKNN approaches, respectively. Themeans, over 10 simula-
tions, of the RMSEs for various data types and fusion options
using KNN and WKNN, respectively, are listed in Table 2.
Also listed in Table 2 are themean CRLBswhich are obtained
by averaging firstly over the 400 unknown nodes in each
simulation and then over the 10 simulations for various
single-data types and fusion options.

TABLE 2. Fingerprinting localization results (Caspian Mountainous
Region).

Results in Table 2 and those in Table 1 are somewhat
different because the dominant ray for many receivers in
the Caspian region is primarily due to diffraction over the
mountain top while the dominant ray for many receivers in
the Santa Clara region is primarily due to diffraction around
the street corners. Thus, the DOA information of NLOS rays
in the Caspian region is more like the DOA information of the
LOS ray in 2D plane, which is very useful for fingerprinting
localization. However, the DOA information of NLOS rays in
Santa Clara region is more like the orientations of the streets,
which is not very useful for fingerprinting localization. Listed
below are a few key observations made from Table 2.

At first, let us focus on performance evaluations of the
KNN and WKNN localization approaches. Different from
Table 1, WKNN is significantly better than KNN because
of the LOS-like propagation mechanism in this mountainous
region. Similar to (but not as bad as) Table 1, both KNN and
WKNN estimation errors are higher than the corresponding
CRLB for each single-data type or fusion option. This is
mainly because some of the ‘‘nearest’’ neighbors determined
using (3) can be far from the unknown node. Nevertheless,
this is not as bad as that in Santa Clara suburban region
because of the over-mountain-top diffraction feature of the
dominant ray mentioned above. (Note that the average dis-
tance between an unknown node to itsK actual nearest neigh-
bors is around 177 meters.)
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Secondly, we discuss the results using different single-data
types (i.e., without data fusion). Same as Table 1, RSS results
are deteriorated due to spatial fading, but TOA results are sig-
nificantly better than the RSS results (due to that TOA is pri-
marily a feature of the dominant ray). Different from Table 1,
DOA results are much better than RSS results because of
the over-the-mountain-top diffraction feature of the dominant
ray mentioned above. Furthermore, the KNN/WKNN DOA
results are still poorer than the KNN/WKNN TOA results,
which is mainly due to the mode-2π feature of the DOAs.
However, the DOA CRLB is almost as good as the TOA
CRLBwhich is also due to the over-the-mountain-top diffrac-
tion feature of the dominant ray.

Thirdly, we examine the results using different fusion
options. It is clear from (9) and (10) that more data types
employed should improve the localization performance. This
indeed can be seen in the CRLB results, but is not profound in
KNN/WKNN results. Again, this shows that there are rooms
for improvement for KNN/WKNN.

For different single-data types and fusion options,
Fig. 14 shows the CDF (see (19)) of the location errors
of 400 unknown nodes in one of the 10 simulation using
KNN/WKNN for the Caspian mountain region. All discus-
sions about Table 2 are applicable here.

FIGURE 14. CDFs of position estimation errors (Caspian Mountainous
Region).

C. EFFECTS OF REFERENCE NODE DENSITY AND
MEASUREMENT ERROR ON CRLB
Using the Caspian mountainous region shown in Fig. 11 as
an example, we will at first demonstrate how to improve
the accuracy of fingerprinting approaches by increasing the
density of reference nodes. Secondly, wewill demonstrate the
effects of measurement errors on CRLB.

In Fig. 15, we compare the average CRLBs for all data
types and fusion options for different node densities. The
average distance between two adjacent reference nodes is also
plotted in Fig. 15. As the number of reference nodes increases
from 500 to 5000 in the region, the average CRLBs decreases.
However, the decreasing rates of the average CRLBs become
less steep as the number of reference nodes approaches 5000.
This shows that the achievable average CRLBs are limited by
measurement errors when the node density is high. Note that
the ‘‘measurement errors’’ here are generated by the limited
accuracy of our channel simulator.

In Fig. 16, we show the CRLB contour plot with
500 reference nodes without additionally added

FIGURE 15. Mean CRLB with different numbers of reference nodes.

FIGURE 16. CRLB contour plot with 500 reference nodes (without
additional measurement errors).

measurement errors. However, as mentioned before, the sim-
ulation data does contain simulation errors due to the finite
grid size defined in our simulator. With additionally added
measurement errors, we show the CRLB contour plot with
500 reference nodes in Fig. 17 and the CRLB contour
plot with 5000 reference nodes in Fig. 18. Specifically, in
Figs. 17 and 18, the additional RSS measurement error is
modeled as a zero mean Gaussian random variable where
the standard deviation is 5.8 × 10−12mW ; the additional
TOA measurement error is modeled as a zero mean Gaus-
sian random variable where the standard deviation is 5.7ns;
and the additional DOA measurement error is modeled as
a uniform distributed random variable, ranging from −5◦

to 5◦. For convenience, we show the fusion results of RSS,
TOA and DOA only. Similar conclusions can be made from
other single data-type and fusion options.

From Figs. 16, 17 and 18, one can see that the areas
closer to any of the six anchors show smaller CRLBs. The
areas surrounded by multiple anchors have smaller CRLBs
comparing to areas near the four edges or four corners of the
region map. Comparing Fig. 16 with Fig. 17, CRLBs increase
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FIGURE 17. CRLB contour plot with 500 reference nodes (with additional
measurement errors).

FIGURE 18. CRLB contour plot with 5000 reference nodes (with
additional measurement errors).

with the measurement errors. However, the CRLBs are less
affected by themeasurement errors in the areas near any of the
six anchors. Comparing Fig. 17with Fig. 18, CRLBs decrease
as the node density increases. It is remarkable that the CRLB
contours in Fig. 16 are similar to those in Fig. 18. Higher node
densities show diversity-like gains to mitigate the effects of
measurement errors.

D. EFFECTS OF CELLULAR ID ON FINGERPRINTING
LOCALIZATION ACCURACY
Using the Santa Clara suburban region shown in Fig. 3 as
an example, we will demonstrate how to improve the accu-
racy of fingerprinting approaches by increasing the number
of anchors in this section. As mentioned before, a better
strategy for choosing ‘‘nearest’’ neighbors is an effective
way to improve performance. Here, we will show that better
estimates of the ‘‘nearest’’ neighbors can be achieved with
more anchors. Consequently, as seen from (5), the location
estimation errors will be reduced.

Consider 200 anchors and 3000 receivers randomly dis-
tributed in the Santa Clara suburban region considered

in Fig. 3. Among the 3000 receivers, we randomly choose 600
as unknown nodes and treat the remaining 2400 as reference
nodes. Based on the 200 anchors’ locations, we divide the
region in Fig. 3 into 200 cells to form a cellular system.
In this case, the average cell radius is around 220 meters.
Assuming that each unknown node is given a cell ID spec-
ifying which cell it is located, we can then use the cell ID
to do an initial classification of the reference nodes before
applying KNN/WKNN to find the location of an unknown
node. Specifically, when we search for the ‘‘nearest’’ neigh-
bors of this unknown node, only the reference nodes in the
given cell and its 6 neighboring cells (see Fig. 19) can be
potential candidates. In this manner, the risk to find a faraway
fake ‘‘nearest’’ neighbor is removed.

To estimate the location of this unknown node, it is obvious
that one would normally use the anchors in the given cell
and its neighboring cells (see Fig. 19) for better results. Thus,
we use the anchors in the six neighboring cells to perform the
fingerprinting operation in this section. To derive the CRLB
in (9), we have to use the new anchors and the K neighbors
of each of the 600 unknown nodes to derive the measurement
difference models in (15)-(17) first. To reduce the paper
length, the modeling results will not be presented here as
the modeling process is exactly the same as that employed
in Section IV.

FIGURE 19. Localization with Cell ID.

As in Section V.A, 10 simulations (where the locations
of 600 unknown nodes are estimated in each simulation) are
performed to compute the CRLB and the mean RMSEs for
various single-data types and fusion options. Table 3 shows
the localization results and CRLB results when Cell ID is
employed for the initial classification of the reference nodes.
It can be seen that all values in Table 3 are much smaller
than their corresponding values in Table 1. This is because the
faraway fake ‘‘nearest’’ neighbors can no longer exist when
cell ID is employed.

For different single-data types and fusion options,
Fig. 20 shows the CDF (see (19)) of the location errors
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TABLE 3. Fingerprinting localization results (with Cell ID, Santa Clara
Suburban Region).

FIGURE 20. The CDFs of position estimation errors in Santa Clara
Suburban Region with Cell ID.

of 600 unknown nodes in one simulation using KNN/WKNN.
All discussions about Table 3 are applicable here.

VI. CONCLUSION
Since measurement data for reference nodes are provided
for fingerprinting approaches, the true optimum location
estimation and CRLB calculation should consider joint dis-
tributions of measurement data of the unknown node and
its neighboring reference nodes. This poses a challeng-
ing problem in NLOS environments because joint statistics
of measurement data at neighboring locations are usually
non-Gaussian and unavailable.

Based on physical insights of NLOS propagation, we pro-
pose in this paper to use joint statistics of measurement
differences (instead of joint statistics of measurement data
directly) to circumvent the difficulty. As the ray trajectory
of the dominant NLOS ray in between neighboring nodes
is usually LOS, joint statistics of measurement differences
are approximated as Gaussian. To show the robustness of
our approaches, we use two very different NLOS environ-
ments (a suburban area of 3.3km × 3.3km in Santa Clara,
California, and a mountainous area of 11.4km × 11.4km in
the Caspian region) to validate our proposed models for RSS,
TOA and DOA. As the two environments are very compli-
cated, we use our previously developed ray launcher and ray
tracers to generate propagation data.

With the measurement difference models at hand, CRLB
is used as a benchmark to evaluate KNN and WKNN in the
Santa Clara suburban and Caspian mountainous regions for
different data types and various fusion options. Numerical
results show that there is room for improvement for the KNN
or WKNN approaches. One way to improve the localization
performance is to take advantage of the geometrical relations
of the neighboring nodes revealed by the measured TOAs

and DOAs. By exploiting physical insights of propagation
mechanisms, more intelligent feature fusion strategies for
multi-feature fingerprinting localization will be developed in
the future.

The proposed framework for CRLB analyses for NLOS
environments are very general and flexible. With the aid of
ray launcher and tracer to generate simulation data, the pro-
posed CRLB analyses can be employed to evaluate finger-
printing systems with various designs (such as data type and
fusion option) and different configurations (such as densities
of reference nodes and numbers of anchor nodes) in diverse
NLOS environments (such as suburban and mountainous
regions).

Note that different environments have different propaga-
tion characteristics. For examples, the dominant NLOS prop-
agator is over-the-mountain-top diffraction in mountainous
regions. However, diffraction around street corners is the
dominant NLOS propagator in dense suburban regions even
though over-the-roof-top rays sometimes play important roles
as well. Thus, the DOA data is very useful for localization
in mountainous regions but is almost useless in suburban
regions. These important points are concluded from the pre-
sented CRLB results. This shows that CRLB analyses can be
very useful system design tools.

The hypothesis of jointly Gaussian of the measurement
differences between a node of interest and its nearest neigh-
bors is the key to simplify the CRLB derivation. This
hypothesis has been verified using numerical simulations in
this paper. But rigorous validations of the proposed models
using comprehensive measured data need to be done in the
future.

This is especially true for DOA because it may not be
easy to satisfy the differential similarity in complicated envi-
ronments. As we observe in our numerical simulations, dif-
ferential similarity is difficult to be satisfied well in the
suburban scenario due to its diffraction-by-street-corner and
over-the-roof-top propagation characteristics. This is because
that theDOAof diffraction-by-street-corner ray is determined
by the street orientation while the DOA of over-the-roof-
top ray is very close to the DOA of the LOS ray assuming
no blockage between the transmitter and the receiver. When
diffraction-by-street-corner rays are dominant, the far-apart
receivers with the same street orientation will have differ-
ential similarity. This is not desirable. Furthermore, when
two neighboring nodes have two different dominant propa-
gation mechanisms, their DOAs may not satisfy the differen-
tial similarity. This is also not desirable. However, we find
that differential similarity is satisfied well in the moun-
tainous scenario due to its over-the-mountain-top propaga-
tion characteristics. This is because the DOA of over-the-
mountain-top ray is very close to the DOA of the LOS
ray assuming no blockage between the transmitter and the
receiver. We will verify our models with measured data in the
future.

Lastly, we have assumed that RSS and TOA are uncor-
related for simplicity. Since the two NLOS environments
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considered in this paper are very complex, the correlation
of RSS and TOA is indeed not significant. But this needs to
be verified with measured data. Generally speaking, TOA is
correlated to RSS in LOS environments. Specifically, a short
TOA generally associates with a large RSS. But this is not
always true in complex NLOS environments. For example,
if the dominant ray at a receiver has to go through two or
more diffractions, the RSS at this receiver will be very weak.
It could be much weaker than the RSS at the other receiver
with a longer TOA if the dominant ray of the second receiver
goes through only one or no diffraction. Further studies on the
impact on CRLB by the correlation between TOA and RSS
will be carried out in the future.

APPENDIX A
DERIVATIONS OF FIM
Consider the fusion of RSS, TOA and DOA as an example.
Following the general format in (7), the differences between
the measurements at a given receiver and its k th nearest
neighboring receiver, with respect to the ith transmitter, can
be expressed as:

δrk|i = µrk|i(Rk )+ q
r
k|i

δtk|i = µtk|i(Rk )+ q
t
k|i

δâk|i = µâk|i(Rk )+ q
â
k|i

δǎk|i = µǎk|i(Rk )+ q
ǎ
k|i (20)

And the conditional probability density distributions of the
measurement differences are:

f rk|i(δrk|i) =
e

[
−

1
2 (δrk|i−µ

r
k|i(Rk ))

T (Cr )−1(δrk|i−µrk|i(Rk ))
]

√
(2π )K |Cr |

f tk|i(δtk|i) =
e

[
−

1
2 (δtk|i−µ

t
k|i(Rk ))

T (C t )−1(δtk|i−µtk|i(Rk ))
]

√
(2π )K |C t |

f âk|i(δâk|i) =
e

[
−

1
2 (δâk|i−µ

â
k|i(Rk ))

T (C â)−1(δâk|i−µâk|i(Rk ))
]

√
(2π )K |C â|

f ǎk|i(δǎk|i) =
e

[
−

1
2 (δǎk|i−µ

ǎ
k|i(Rk ))

T (C ǎ)−1(δǎk|i−µǎk|i(Rk ))
]

√
(2π )K |C ǎ|

(21)

Here, we use Cv instead of Cv
k|i because we assume the

correlation matrix does not change with the receiver index
k or transmitter index i. Assume different data types are
collected independently and the measurements received from
different transmitters are also independent. Then,

fk (δrk , δtk , δâk , δǎk )

=

NT∏
i=1

fk|i(δrk|i, δtk|i, δâk|i, δǎk|i)

=

NT∏
i=1

{f rk|i(δrk|i)f
t
k|i(δtk|i)f

â
k|i(δâk|i)f

ǎ
k|i(δǎk|i)} (22)

Finally we can get the xx element of the fisher information
matrix in (11) for feature fusion:

[Ik (Rk )]xx

= −E{
∂2 ln fk (δrk , δtk , δâk , δǎk )

∂x2
}

=

NT∑
i=1

{[
∂µrk,i(Rk )

∂x

]T
(Cr )−1

[
∂µrk|i(Rk )

∂x

]

+

[
∂µtk|i(Rk )

∂x

]T
(C t )−1

[
∂µtk|i(Rk )

∂x

]

+

[
∂µâk|i(Rk )

∂x

]T
(C â)−1

[
∂µâk|i(Rk )

∂x

]

+

[
∂µǎk|i(Rk )

∂x

]T
(C ǎ)−1

[
∂µǎk|i(Rk )

∂x

] (23)

Similarly, we can get the [Ik (Rk )]yy and [Ik (Rk )]xy.
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