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ABSTRACT The popularity and usage of Cloud computing is increasing rapidly. Several companies are
investing in this field either for their own use or to provide it as a service for others. One of the results of
Cloud development is the emergence of various security problems for both industry and consumer. One of
the ways to secure Cloud is by usingMachine Learning (ML).ML techniques have been used in various ways
to prevent or detect attacks and security gaps on the Cloud. In this paper, we provide a Systematic Literature
Review (SLR) of ML and Cloud security methodologies and techniques. We analyzed 63 relevant studies
and the results of the SLR are categorized into three main research areas: (i) the different types of Cloud
security threats, (ii) ML techniques used, and (iii) the performance outcomes. We have defined 11 Cloud
security areas. Moreover, distributed denial-of-service (DDoS) and data privacy are the most common
Cloud security areas, with a 16% level of use and 14%respectively. On the other hand, we found 30 ML
techniques used, some used hybrid and others as standalone. The most popular ML used is SVM in both
hybrid and standalone models. Furthermore, 60% of the papers compared their models with other models to
prove the efficiency of their proposed model. Moreover, 13 different evaluation metrics were enumerated.
The most applied metric is true positive rate and least used is training time. Lastly, from 20 datasets found,
KDD and KDD CUP’99 are the most used among relevant studies.

INDEX TERMS Cloud security, machine learning, DDos, privacy, security.

I. INTRODUCTION
Cloud computing is a technological advance that offers the
facilities, platform and software of information technology
as Internet services [1]. It is considered to be the conversion
of a long-lasting dream called ‘‘Computing for Use’’ and it is
being gradually embraced by organizations as private, public
or hybrid Clouds [2]–[4]. Its main objective is to let users use
and pay for what they want, promising on-demand services
for their software or infrastructure needs [5]–[7]

Although Cloud computing is seen as a significant and
positive IT infrastructure shift, much security work is still
needed to minimize its deficiencies. Since a significant
amount of personal and corporate information is placed in
the Cloud data centers, those Cloud security issues and vul-
nerabilities need to be identified and prevented. Because
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Cloud infrastructure runs through standard Internet protocols
and uses virtualization techniques, it may be vulnerable to
attacks. Those attacks may come from traditional sources
such as Address Resolution Protocol, IP spoofing, Denial
of Service (DoS) etc., [8], [9]. They may also come from
other sources. Zero-day attacks, for example, referred to as
unknown attacks, are seen as a significant challenge in the
cyber security domain [10]. Traditional techniques used for
detection and prevention are not efficient enough to handle
those attacks while also dealing with a large data flow.

Machine Learning (ML) techniques are very helpful for
identifying attacks, whether traditional or zero-day attacks.
Machine learning includes a series of algorithms that can
learn patterns from data and predict accordingly [11].
ML combines computer science and statistics to enhance the
prediction [11]. ML comprises three main types of learn-
ing, supervised, unsupervised and semi-supervised [12], [13].
Supervised machine learning depends on classified data that
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are trained to build the classification model. Unsupervised
learning algorithms enable training a model without guid-
ance [11]. There are different algorithms for each, such
as Nearest Neighbor, Naïve Bayes, Decision Trees, Linear
Regression, Support VectorMachines (SVM). . . etc. K-means
clustering is an example of unsupervised algorithms. Deep
Learning (DL) enables multi-layered computing models to
learn data depictions with various abstraction levels [14].
It has achieved significant improvements in multiple appli-
cations such as image analysis, speech recognition and text
recognition [15].

The main objective of this study is to conduct a systematic
review of the ML techniques used to solve, detect or prevent
Cloud security issues and vulnerabilities.

Despite the large number of research studies conducted
on Cloud security using machine learning, to the best of our
knowledge, there are very few Systematic Reviews on this
topic. For our study, research papers were carefully collected
and selected with regards to: (I) the ML techniques used for
Cloud security, (II) the security areas that ML techniques are
used for, and (III) the estimation and accuracy of the ML
techniques used.

The remainder of this study is divided into five sections:
Section II provides the literature review. Themethodology for
conducting this review is described in Section III. The find-
ings and results are listed in Section IV. Section V addresses
the limitations of this review, while Section VI includes dis-
cussion and suggestions for future work.

II. LITERATURE REVIEW
A. CLOUD COMPUTING SECURITY
In this section, we discuss the security and privacy issues that
currently exist in Cloud computing. Cloud computing itself is
a very broad field, because it transmits and hosts its facilities
on the Internet. It provides services to meet the needs of the
clients and charges accordingly [21]. This makes the Cloud
crucial as people start to depend on it and organizations can
now hire a Cloud service easily.

According to Khorshed et al. [1], gaps in Cloud computing
are defined as the trust issues between customers and Cloud
providers, where customers fear policies that are hidden from
them. On the other hand, Cloud providers are afraid that
customers might take advantage and conduct attacks using
their Cloud services. The main determinants of the selection
of a Cloud provider are the expectations of their organi-
zations and what facilities they will obtain from a specific
provider. Vulnerabilities, according to Modi et al. [26], are
defined as Cloud safety loopholes, which an opponent can
use to obtain access to the network and other infrastructure
resources. A Cloud threat is a possible negative occurrence
that can be malicious or incidental [26]. An attack involves a
Cloud resource damage activity, and a vulnerability exploita-
tion may influence the accessibility of Cloud computing and
financial benefits [26].

Major vulnerabilities in Cloud computing that can pose
serious threats are vulnerabilities in virtualization/multi

tenancy, vulnerabilities in Internet protocol, unauthorized
access to management interface, injection vulnerabilities, and
vulnerabilities in browsers and APIs [26], [29]. Those vulner-
abilities pose consequent effects, such as allowing network
attacks, giving access control to intruders, allowing unau-
thorized service access and disclosure of private data. All
of these vulnerabilities expose Cloud to threats, directly or
indirectly, such as with business. Some of these threats are
(i) the changes to a business model which can hinder the
usage of Cloud computing services, (ii) abusive use of Cloud
computing, (iii) insecure interfaces and API, (iv) malicious
insiders, (v) data loss and leakage, (vi) service hijacking,
and (vii) unknown risk profile.

In order to protect the Cloud from those threats and prevent
any damage, the attacks that can be launched need to be
identified and understood. The attacks most often discussed
in Cloud computing [23], [26], [29] are the following:

Denial of Service (DoS) attack: is an attempt to
affect service availability for users. Distributed Denial of
Services (DDoS) is used to launch DoS using multiple
computers.

Zombie attack: when an attacker floods the victim
with requests from innocent hosts in the network. Such an
assault interrupts Cloud’s anticipated behavior, influencing
the accessibility of Cloud services.

Phishing attack: is an attempt to manipulate and gain
personal information from innocent people by redirecting
them to a false link. At Cloud, an attacker may be hosting
a Cloud service to hide the accounts and services of other
Cloud users via a phishing attack site.

Man-in-the Middle attack: where an attacker is able
to access the communication path between two users.
An intruder can access information interactions between data
centers in the Cloud

There are other attacks such as Cloud malware injec-
tion attack, breach of confidentiality, authentication attacks,
attacks on virtualization, etc.

B. ATTACK DETECTION FOR CLOUD COMPUTING USING
MACHINE LEARNING TECHNIQUES
From the papers we have collected, we noticed that ML is
used in many ways for Cloud attack detection. One of the
main ways is traditional detection, where it detects and alerts
users when an attack happens. Another detection approach is
preventing the attack before it happens by checking the Cloud
security itself for any gaps or vulnerabilities.

Table 1 represents related work or surveys/reviews con-
ducted on cloud security issues or ML techniques used for
cloud security. It shows the paper title and year it was pub-
lished, describes what the paper discusses, and notes the
difference between our review and the paper.

The papers above include cloud security issues and some of
them include ML techniques. However, they either limit the
research to one or two cloud security issues or do not include
ML techniques at all. Our research reviews cloud security that
uses ML techniques in their research up to the present date.
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TABLE 1. Literature review: Survey papers that discussed similar topics as our paper and the difference between our work and their work.

Our systematic review differs from those described above
as we present a comprehensive cloud security research study
with machine learning techniques. Moreover, to the best of
our knowledge there is no systematic literature review that
covers the same areas our review provides. Adding more, our

study differs in several aspects from the related work listed
in Table 1, such as:

1. Review machine learning techniques, the types of
the models and whether the model is hybrid or
standalone.
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2. Precision comparison of the advantages and disadvan-
tages of each technique.

3. A comprehensive cloud security analysis of the issues
in this area.

4. Present the highest precision values in terms of security
area.

5. It covers the very recent period from 2004 to 2019.

III. METHODOLOGY
In this review, we conducted a systematic review based
on Kitchenham’s and Charters’ methodology [30]. Their
methodologies divide the process into several phases, and
each phase includes several stages. These phases are plan-
ning, conducting and finally reporting.

The following sections illustrate the review protocol that
this paper followed.

A. RESEARCH QUESTIONS
This SLR aims to summarize and clarify the Machine Learn-
ing (ML) techniques and implementations that were used in
Cloud security from 2004 to 2019 inclusive. Towards this end,
the following three research questions (RQs) are raised:

RQ1:Which Cloud security areas are addressed by this
review?

RQ1 addresses the Cloud security areas that are explored
in the collected papers, including the categories, number of
studies and whether they are conference papers or journal
papers.

RQ2: Which machine learning algorithms are used in
Cloud computing security?

RQ2 addresses machine learning model type, analysis type
and features used in the collected papers. This RQs analyzes
the common features among the studies.

RQ3: What is the overall estimation and accuracy of
machine learning models?

RQ3 focuses in four aspects of estimation accuracy found
on the papers that mention them: the accuracy metric, accu-
racy value, data set of construction, and model validation
methods. It compares these aspects with the other papers.

B. SEARCH STRATEGY
This section of the paper presents on the following:

The main search terms from the research question are
identified.

New terms have been defined to substitute for main terms
To make search results more relevant, Boolean logic is

added in the form of search operators. (AND, OR, quotations,
parentheses)

We used search terms that are related to Cloud Secu-
rity and Machine learning, such as ‘‘Cloud security’’ AND
‘‘(Machine learning’’ OR ‘‘ML’’).

Survey resources
In the search for the necessary research papers, the follow-

ing digital libraries were used:
• Google Scholar
• ACM Digital Library

• Springer Online
• Scopus
• IEEE Xplore
In this review, 63 publications were used, based on our

inclusion / exclusion criteria; 24 of them are Journal papers
and 36 are conference papers.

C. STUDY SELECTION
We originally obtained 230 search studies based on the
specific search conditions. The authors carried out further
filtration to guarantee that only appropriate documents were
included in this review as shown in Table 2.

TABLE 2. Inclusion and exclusion criteria.

D. QUALITY ASSESSMENT RULES (QARs)
The last stage in identifying the final list of articles included
in this review was the application of quality assessment rules.
We developed six QARs to determine the quality and rele-
vancy of the articles to our research, where eachQAR isworth
1 mark out of 10. Each QAR score is assigned as follows:
‘‘fully answered’’ = 1, ‘‘above average’’ = 0.75, ‘‘aver-
age’’ = 0.5, ‘‘below average’’ = 0.25, ‘‘not answered’’ = 0.
The total value of all 6 QARs is the overall score of each
paper. A rating of less than 3 implies that this review has not
included the document. The following QARs were used:

1. Are the objectives of the study clearly stated in the
article?

2. Is the paper well-structured?
3. Does the article provide appropriate background infor-

mation?
4. Is the specific area of Cloud security clearly defined?
5. Are machine learning techniques explained in enough

detail?
6. Are the outcomes and conclusions of the experiment

clearly reported?
Accordingly, we got 63 relevant papers with a quality score

higher than or equal to 3. The quality scores of these studies
are presented in the Appendix B.

E. DATA EXTRACTION STRATEGY
This step aims to provide a semi-structured response to the
research questions for each article. The following data is
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obtained from every article: paper number, paper title, pub-
lication year, publication type, domain, RQ1, RQ2 and RQ3.
It should be noted that not all articles addressed all research
questions.

F. SYNTHESIS OF EXTRACTED DATA
In order to synthesize the data derived from the selected
papers, we use different methods to extract evidence to
address the RQs. This explains in detail the synthesis
procedure we adopted:
• RQ1 and RQ2: narrative synthesis method is used to
tabulate extracted information according to RQ1 and
RQ2.

• RQ3: for quantitative data extraction, we use binary
outcomes to calculate the results of RQ3.

IV. RESULTS AND DISCUSSION
For each RQ, the outcomes of this SLR will be provided and
addressed in the following subsections. Appendix A shows
all papers collected with their IDs and titles.

A. RQ1: CLOUD SECURITY AREAS
From the 63 papers we have collected, we deduce that
11 Cloud security issues are addressed and researched. These
are: anomaly detection, attack detection, confidentiality of
data, data privacy, DoS, DDoS, intrusion detection (ID),
malware, privacy preservation, security and vulnerability
detection.

Table 3 shows the number of research papers in each cloud
security area and the frequency of the area, as well as the
percentage.

TABLE 3. Cloud security area found from collected research papers.

Detection of anomalies involves finding patterns in data
that do not correspond to anticipated behavior. Anomaly
detection is important because data anomalies are essential
and often critical information that can be acted on in a broad
range of applications. We found a total of 6 papers that
cover anomaly detection. However, we noticed that 3 of these
papers cover anomaly detection in user behavior. As shown
in Table 4, the first three papers discuss frameworks or
systems involving anomalies detection in the Cloud. Even
though A4-A5 involve research on anomalies, they focused
on behavior anomalies.

TABLE 4. Papers that discusses anomaly detection security aspect in
cloud.

One of the top Cloud security area discussed in our sample
of papers is data privacy. Security and privacy are the biggest
challenges for both clients and Cloud service providers, since
many confidential and sensitive data are stored in the Cloud
that can be of value to an attacker [31].

Murakami et al. [32] propose a system that encrypts a
secret message that is embedded into an image file by using
a dynamically generated morphing image based steganogra-
phy technique. This method ensures the security of the data
because human beings cannot perceive the image hiding the
message internally.

Another paper that is about encrypting Cloud data is by
Wang et al. [33]. However, this paper uses another approach
where users encrypt their data using their own key and store
the data in the Cloud so that they can securely access and
retrieve them without compromising data privacy. They pro-
pose two efficient schemes, Vitamin+ and Vitamin∗.
Eskandari et al. [34] focus on the data privacy of geoloca-

tion that is stored and processed in the Cloud. In some specific
compliance situations, knowing and managing the physical
place of information for storing and handling reasons could
be crucial for organizations using Cloud. Therefore, VLOC (a
Verifier for physical LOCation of a virtual machine) a geolo-
cation approach that is able to verify the physical location of
a VM and notify the user if the location is unauthorized—
comes into play. Moreover, it does not rely on a network
of fixed landmarks. The experimental results indicate that
VLOC is accurate enough to be used in practice.

According to Bondada and Bhanu [35], data breach is the
biggest problem in the Cloud, and an insider attack is the
worst threat. Hence, they propose an approach using a hot
based user profiling technique that analyzes user keystrokes
to provide authentication to the user. In the case of an abnor-
mality in the behavior, an alarm will be raised and the current
session in VM will be locked.

The rest of the papers are summarized in Table 5. One
of the top Cloud security area discussed in our sample of
papers is data privacy. Security and privacy are the biggest
challenges for both clients and Cloud service providers, since
many confidential and sensitive data are stored in the Cloud
that can be of value to an attacker [31].
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Murakami et al. [32] propose a system that encrypts a
secret message that is embedded into an image file by using
a dynamically generated morphing image based steganogra-
phy technique. This method ensures the security of the data
because human beings cannot perceive the image hiding the
message internally.

Another paper that is about encrypting Cloud data is by
Wang et al. [33]. However, this paper uses another approach
where users encrypt their data using their own key and store
the data in the Cloud so that they can securely access and
retrieve them without compromising data privacy. They pro-
pose two efficient schemes, Vitamin+ and Vitamin∗.
Eskandari et al. [34] focus on the data privacy of geoloca-

tion that is stored and processed in the Cloud. In some specific
compliance situations, knowing and managing the physical
place of information for storing and handling reasons could
be crucial for organizations using Cloud. Therefore, VLOC
(a Verifier for physical LOCation of a virtual machine)—
a geolocation approach that is able to verify the physical
location of a VM and notify the user if the location is
unauthorized—comes into play. Moreover, it does not rely
on a network of fixed landmarks. The experimental results
indicate that VLOC is accurate enough to be used in practice.

According to Bondada and Bhanu [35], data breach is
the biggest problem in the Cloud, and an insider attack is
the worst threat. Hence, they propose an approach using a
hot based user profiling technique that analyzes user key
strokes to provide authentication to the user. In the case of
an abnormality in the behavior, an alarm will be raised and
the current session in VM will be locked.

The rest of the papers are summarized in Table 5.

TABLE 5. Papers that discusses data privacy in cloud.

The fundamental function of IDSs, which calls for elevated
accuracy, low false alarm rates and effectiveness to predict
alarms based on positive or true alarms when intrusion occurs
and false positive or false alarms in the event of a failure [8].
Those can be used to defend the systems from different kind
of attacks [11] Intrusion, which implies access to the scheme
by force or without consent from anyone, is the biggest threat
to the Internet [11]. Nine of the selected papers take up
intrusion detection for Cloud security as seen in Table 6. They
propose or develop techniques and systems to secure Cloud.

Privacy plays a main role in the management of many
security services. Low tier encryption and decryption are

TABLE 6. Papers that discusses ID in cloud.

given before the data is secured. Different public and private
keys are needed to provide encryption and decryption [36].
Through privacy, we can safely and securely maintain and
communicate information in any channel. six papers cover
privacy preservation.

According to Hesamifard et al. [37], ML algorithms based
on deep neural networks are the mainstream in current AI
research. However, training the models requires access to raw
data that are often privacy sensitive and might create privacy
risks. Hence, they provide a solution that enables parties to
use the service without revealing their sensitive data to other
parties. This is done by applying neural network algorithms
to encrypted data.

A similar problem is presented by Yuan and Yu [38] How-
ever it focuses on back-propagation neural network learning
privacy preserving. In order to enhance the precision of the
learning outcome, multiple parties can cooperate on the union
of their corresponding information sets by undertaking joint
back-propagation neural network learning. Yet none of these
parties wants to disclose their private data to others, so Yuan
solves this problem by having parties encrypt their data pri-
vately and upload them to the Cloud. This enables the Cloud
to execute the operations pertaining to the learning algorithms
without knowing the original private data.

Ma et al. [39] propose a novel privacy preservation deep
learning model, named PDLM, to solve privacy issues around
collected data used for deep learning training. The PDLM
applies deep learning over the data owners’ encrypted data
under multiple keys and uploads the encrypted data to service
providers. Service providers and the Cloud platform train the
model based on the multi-key encrypted data with a privacy
preservation calculation toolkit.

Even though the Wang model [40] is discussed in data
privacy Cloud security, it also covers privacy preserving for
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online learning. EXPLORER framework offers an additional
tool for privacy preservation where it provides a high-level
guarantee for protecting sensitive encrypted information that
is exchanged between the server and the client.

Table 7 summarizes the rest of the papers in privacy preser-
vation area.

TABLE 7. Papers that discusses privacy preservation in cloud.

Denial of service attacks (DoS) prevent access to the net-
work and other resources by lawful customers. Distributed
denial of service (DDoS) is a type of DoS attack, in which
the attacker uses a bunch of remotely controlled comput-
ers for the attack instead of a single machine [41]. A total
of 13 papers cover this type of security, 3 of them focus on
Dos and the rest on DDos.

He et al. [41] propose a detection system for DoS attack
to prevent attacks on the source side in the Cloud. The paper
analyzes in their framework the statistical features of different
kinds of attacks including flooding attacks, spoofing attacks
and brute-force attacks. Those 3 attacks are themost prevalent
DDoS attacks.

To protect virtual machine (VM) against Dos attacks in
a Cloud environment, Kumar et al. [5] propose a platform
named Eucalyptus. This platform is an intrusion detection
system that is designed to detect DoS attacks on VMs in the
Cloud by any external or internal machine in the Internet.

According to Chonka et al. [42], two of the major threats
to Cloud computing are HTTP Denial of Service and XML
Denial of Service. For this, SOTA model (Service-Oriented
Traceback Architectural) is updated to a Cloud model to pro-
tect Cloud computing from X_DoS?H-DoS attacks. It traces
back to find the source of these attacks and detects them
though a back propagation neutral network, called Cloud
Protector.

SDN controller, software defined network, manages the
whole system yet is vulnerable to any DDoS attack that will
cause paralysis of the entire network. XGBoost [43], extreme
gradient boosting, is a detection method in SDN based Cloud
that is proven to have a higher accuracy and lower false
positive rate than other algorithms.

Modi et al. [44] propose a structure that integrates a
network intrusion detection system (NIDS) into the Cloud
infrastructure to detect and prevent DoS arracks and other
malicious activities at the network layer. This is done by
monitoring network traffic while sustaining performance and
service quality. The remaining papers are shown in Table 9.

Security is researched in 5 of the selected papers. The
research of Gai et al. [45] shows concern about privacy
information leakage among financial service institutions and
customers. They propose the SEB-SIC model, Supervised

Earning-Based Secure Information Classification, which
classifies information in a way that avoids leaking data that
can be harmful to the institution or its customers. Using
decision tree techniques, themodel predicts the potential risks
of the data that is shared between institutions, along with
reducing the chances of privacy leakage.

To secure password authentication, Omri et al. [46] uses
handwritten recognition to secure access to data in the cloud
on mobile phones. According to their research, biometrics
provides better security than traditional authentication meth-
ods. Their framework is composed of pre-processing, feature
extraction, classification and authentication process.

The issue of the security of medical image analysis over
cloud computing is addressed by Marwan et al. [47]. They
propose a method that alleviates security and privacy con-
cerns when preforming image analysis using cloud comput-
ing. Their cloud framework is designed to not reveal hidden
medical data to cloud providers. In addition, it secures data
processing in the cloud environment. The remaining papers
are listed in Table 10.

Although Khorshed et al. [1] presents a survey of gaps
that slow down cloud adoption at the beginning of the
research, they still propose a solution for attack detection.
Their ‘‘Proactive Attack Detection’’ model is able to detect
an attack when it starts or during the attack. It also alerts the
customer if the Cloud provider tries to hide attack informa-
tion. Testing several popularML techniques, they found SVM
to be the most efficient for their model.

Wu et al. [48] on the other hand, propose and analyze
attacks in CMS, CyberManufacturing system, which is con-
sidered as a blueprint for future manufacturing systems. CMS
has multiple layers, therefore attacks on CMS is enlarged by
the additional layers and Internet connections. As a solution
of detecting malicious attacks, they use ML methods on
CMS environment for security and in 3D printers and CNC
machines, providing experimental results in the end. The
remaining papers are listed in Table 11.

Graepel et al. [49] demonstrate a way to implement con-
fidentiality of ML training and test data. According to their
research, encrypting the data before uploading it to the cloud
is one way to preserve confidentiality. However, this may
limit the utility of the data. Therefore, the homomorphic
Encryption scheme makes it possible to provide confiden-
tiality, by applying polynomial approximations to knownML
algorithms.

A new system is developed by Vijayakumar and Arun [50]
that assesses the vulnerabilities on the applications before and
after deploying them into the Cloud. The system assesses the
online vulnerabilities at regular intervals and checks to see if
there is any change in the structure of the code or the code
itself in the application.

B. RQ2: MACHINE LEARNING ALGORITHMS
Machine learning offers a highly responsive and automated
security solution, and it is used since it solves security prob-
lems and handle data in a more effective way. Instead of
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TABLE 8. ML models used in each research paper collected.

TABLE 9. Papers that discusses DDoS in cloud.

TABLE 10. Papers that discusses security attacks in cloud.

focusing only on detecting confidential data trends, ML solu-
tions should use a comprehensive approach to protecting
organizational information across all cloud applications of an
organization. ML focuses on advancing computer programs
which can find the right rate for their own learning [51].

TABLE 11. Papers that discusses attack detection on cloud.

We identified ML algorithms that had been applied by
researchers in Cloud security areas. The list of these algo-
rithms is shown in Table 8.

Out of the 30 ML techniques used, SVM is the most
common.

LS-SVM, One-class SVM and Linear SVM are part of
SVM technique. LS-SVM and One-class SVM have been
used as standalone models. Table 12 shows the hybrid models
used for SVM and other techniques.

TABLE 12. Papers that used hybrid models.

Random Forest was used 8 times in total. Research paper
A43 uses C4.5 algorithm, which is part of Random Forest.
Four papers (A2, A13, A40, A59) used it as a standalone
model, while 3 out of 6 papers used KNN as a stan-
dalone model. CKNN is part of KNN that is proposed by
A52 research and is a standalone model. It is a lightweight
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method used to detect DDoS attacks. Decision Tree is used
as a standalone method in A26, A44, A51 and A53 research
papers.

Ten models from Table 8 are DL models. DL uses the
backpropagation algorithm to discover complex structures
in large information sets [14]. Neural networks (NN) have
been developed as an important classification tool [52]. Those
models are ANN, DNN, Back Propagation NN, PDLM and
KNN.

According to Table 8, SVM is also the most used technique
in the hybrid models. All hybrid models were found to use
two techniques except A49, which combines 3 techniques to
provide efficient detection speed and mechanism.

To choose the right ML technique or to prove that it is
effective and accurate, some papers compare their models
to other ML. Almost 60% of the papers collected use the
comparison method. Some compare with multiple types of
ML, others with only oneML that is the most relevant to their
model.

Appendix table D present each research paper ID along to
the ML technique applied and the advantages and disadvan-
tages of that technique.

C. RQ3: ESTIMATION AND ACCURACY
For this section, we assembled all of the Estimations of
accuracy that we found from the collected papers.We focused
on four aspects: the accuracy metric, accuracy value, data set
of construction, and model validation methods.

Thirty-six papers showed performance metrics in their
research. After collecting the metrics they used, we ended up
with more than 30 metrics. For this reason, we will include
only the metrics that are used more than once. From the
13 metrics that we got; True Positive Rate is the most used
among them. It is also known as sensitivity, recall or detection
rate. TPR is the value of normal data correctly predicted or
classified. 16 papers use Accuracy for performance evalu-
ation as it shows the efficiency of their ML model. False
Positive Rate is used by 12 papers, where a value of normal
data incorrectly predicted or classified. Precision is how often
amodel correctly predicts a positive result. 6 papers used True
Negative Rate, also known as specificity, to get the value of
normal data that are predicted as normal. Following this in
frequency of use is False Alarm Rate, which is used in 5
studies. This is followed by Detection value and Specificity,
which are both used in 4 studies. The mean of recall and
precision is F-measure, also known as F-score or F-value.
False Negative Rate is used only twice to calculate the data
that were falsely predicted. Figure 1 shows the performance
metrics

Data sets are essential for arriving at an evaluation of
the model and play an essential part in getting the best
result. Thus, we conducted a review of the data sources that
were used in the relevant articles, ending up with a total
of 36 datasets. Figure 2 represent the datasets that were used,
along with their frequency. As shown, KDD and KDD CUP
’99 are the most used among the datasets, where 4 research

FIGURE 1. Performance metrics used in collected papers.

FIGURE 2. Data sets used in collected papers.

papers in each dataset were used for evaluation. Following
them is the NSL KDD ’99 dataset and Real datasets, which
is used in 3 papers. CADIA and UNSW are used in 2 papers
each. The rest of the datasets are only used once.

D. CRITICAL ANALYSIS
In this section, we present the analysis we established after
answering the research questions, along with the open 3 chal-
lenges and future works of some papers. Table 14 shows the
overall summary of the research papers that showed the high-
est accuracy according to their security aspect. For example,
paper A58 covered attack detection in cloud security and the
model they presented had an accuracy of 96.67% which is
considered to be the highest among other collected research
articles that covered the same security aspect. Appendix table
C summarizes the performance metrics used in the papers
collected that mentioned their research results.
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TABLE 13. Summary of open challenges in collected papers.

TABLE 14. Highest accuracy values in collected research papers
according to the security aspect.

In accordance with policy IT-19, Institutional Data Access,
Business Owners (as defined in IT-16, Roles and Responsi-
bilities for Information Security Policy) classify systems into
one of three risk categories:

FIGURE 3. Risk levels in terms impact and the risk likelihood.

TABLE 15. Future work similarity in collected papers.

• Low Risk
◦ Cloud processes and/or stores public data
◦ Cloud is easily recoverable and reproducible
◦ Cloud provides an informational / non-critical ser-

vice
• Moderate Risk
◦ Cloud processes and/or stores non-public or

internal-use data
◦ Cloud is internally trusted by other networked sys-

tems
◦ Cloud provides a normal or important service

• High Risk
◦ Cloud processes and/or stores confidential or

restricted data
◦ Cloud is highly trusted by UI networked systems
◦ Cloud provides a critical or campus-wide service

Risk Analysis must take into consideration the sensitivity
of data processed, as well as the likelihood and impact of
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TABLE 16. Appendix A: Referenced papers used in this research study.
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TABLE 17. Appendix B: QAR and the score of the collected papers.

potential threat events. These probabilities into risk levels and
an overall system risk level.

Although there are many threat events related to a system,
they can be generally organized into three main categories:
• Loss of Confidentiality:
◦ The system and its data are compromised
◦ The system and its data are released publicly
◦ The system and its data erroneously publish data on

public

TABLE 18. Appendix C: Performance metrics used in collected papers.
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TABLE 18. (Continued.) Appendix C: Performance metrics used in
collected papers.

• Loss of Integrity:

◦ The system and its data cannot be trusted
◦ The system and its data are not complete or incor-

rect

• Loss of Availability:

◦ The system and its data no longer exist
◦ The system and its data no longer respond to valid

queries
◦ The system and its data cannot be retrieved by an

authorized user (e.g. DDOS)

Risk levels are calculated as the product of the likelihood
and impact of a potential threat event / threat event category.
The risk level for each threat event category is then calculated.
The overall risk level for the system is equal to the highest risk
level for any risk event. Figure 3 shows the risk levels.

As discussed in many papers, there are many challenges
to be addressed. In two papers, the need of more data that
are properly trained is a challenge to them. Some papers find
it a challenge to enhance and the ML algorithm, or that the
ML contains a performance overhead such as paper A4. Paper
A53 states that accuracy detection might degrade against
some heavy attacks, while paper A32 states that the consider-
ation of new features would naturally invoke a computational
trade off. Furthermore, according to Table 13 we classified
the open challenges into several fieldsmachine learning, data,
security, DDoS attack, and performance. There are 5 papers
that discuss the open challenge of training theML classifier or
enhance the model. As for the data aspect, there are 4 papers
that found challenge in the lack of data available due the
privacy concern of data sharing.

For future work, we noticed that most papers will further
evaluate their research work by adding more tests or combin-
ing different ML. Other papers state for their future work is
to improve their proposed work by adding more features or
enable it to detect more types of attacks. Table 15 shows the
similarity of future work of the collected papers. We found
that 11 papers want to work on trying other ML classifiers
or using hybrid methods. As well as 10 papers want to focus
on enhancing their proposed model from several aspects, and
other papers want to conduct more experiments in different
datasets.

Furthermore, we collected the type of cloud security prob-
lems as reported in the papers. We found that almost 51%
of the problems are considered as classification problems,
7% are clustering, and 5% are regression. Some papers
used more than one type in same research. Please note that
machine learning techniques are very powerful to tackle such
problems.

As for the future work of our study, we plan to look for
more security threats in cloud that can be solved through
ML techniques. Moreover, we will explore more of ML
techniques and which achieve the highest results in almost
all security aspects in cloud. Furthermore, we will look into
a wider aspect of the applications of Cloud security such as
Cyber Physical Systems (IoTs) and SDNs.
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TABLE 19. Appendix D: ML techniques used in collected papers with their pros and cons.
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TABLE 19. (Continued.) Appendix D: ML techniques used in collected papers with their pros and cons.

V. LIMITATIONS OF THIS REVIEW
This work is restricted to journal and conference papers
related to ML in Cloud security. By applying our
search approach strategy, we excluded a large number of
non-relevant research papers. The papers we selected fully
match our research objective, hence the small number of
papers collected. In addition, we applied quality assessment
criteria to select articles that provide synthesized results.

VI. CONCLUSION
We carried out a systematic literature review to analyze ML
techniques used in Cloud security. The review investigated
relevant studies that answered 3 RQs; Cloud security area,
type of ML techniques used, and the accuracy estimation of
the ML model. Overall, we obtained 60 research papers after
applying our selection criteria. Our conclusions are summa-
rized as follows:
• RQ1 findings are the 11 Cloud security areas iden-
tified; anomaly detection, attack detection, privacy

preservation, security, vulnerability detection, confiden-
tiality of data, data privacy, DDoS, DoS, and intrusion
detection (ID). DDoS and data privacy are analyzed
the most, with a 16% frequency of usage and 14%
respectively.

• RQ2 counted 30 ML techniques used, some used as
hybrid and others as standalone. The most popular ML
used is SVM in both hybrid and standalone models. 60%
of the papers compared their models with other ML
models to get the best evaluation to either prove their
accuracy or to further improve their model.

• RQ3 enumerated 13 different evaluation metrics;
TPR, Accuracy, FPR Precision, TNR, FAR, Detec-
tion, F-measure, FNR and Training time. The most
used metric was TPR, and the least used was Train-
ing time, respectively. Furthermore, datasets have
been used to evaluate models’ performance. From the
20 datasets found, KDD and KDDCUP ’99 are the most
used.
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Our study also found very few surveys based on ML tech-
niques in Cloud security form, with no usage of their feature
selection/extraction strategy. Therefore, we recommendmore
thorough research and more empirical experiments to address
the need for ML in Cloud security. In addition, research
papers should present their results using multiple evaluation
metrics when considering imbalanced datasets.

Moreover, we noticed that little work has been done using
deep learning techniques in cloud security. We encourage
researchers to take advantage of the deep learning in this
regard.

Another important observation is that most of the datasets
used are relatively old such as KDD. Researchers are encour-
aged to use recent datasets such as CICIDS2017, CSE-CIC-
IDS2018 and Kyoto 2006+ for intrusion detection.

APPENDIX
See Tables 16–19.
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