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ABSTRACT Link mining is an important task in the field of data mining and has numerous applications
in informal community. Suppose a real-world complex network, the responsibility of this function is to
anticipate those links which are not occurred yet in the given real-world network. Holding the significance
of LP, the link mining or expectation job has gotten generous consideration from scientists in differing
exercise. In this manner, countless strategies for taking care of this issue have been proposed in the late
decades. Various articles of link prediction are accessible, however, these are antiquated as multiples new
methodologies introduced. In this paper, give a precise assessment of prevail link mining approaches.
The investigation is through, it consists the soonest scoring-based approaches and reaches out to the
latest strategies which confide on different link prediction strategies. We additionally order link prediction
strategies because of their specialized methodology and discussion about the quality and weaknesses of
various techniques. Additionally, we compared and expounded various top link prediction techniques. The
experimental results of these techniques, over twelve data-sets are ordered here based on performance, RA,
0.7411 > AA, 0.7285 > PA, 0.7202 > Katz, 0.7141 > CN, 0.6951 > HP, 0.6924 > LHN, 0.6017 > PD, 0.3978.

INDEX TERMS Link prediction, complex networks, prediction and recommendation.

I. INTRODUCTION
In recent years, the real-world complex network become a
prominent part of our lives, so it is an emerging challenge
for the researcher to study and analyze the data in a given
network. Such real-world complex network can be expressed
by a graphical shape where vertices or nodes maps to social
entities or persons and links correspond to the collaboration
or association among nodes, social entities, or persons. The
interactions between individual changing continuously, so the
deletion and addition of many vertices and edges happen.
In the present scenario, we greets a particular issue call as an
Edge mining issue. In the intricate network link expectation
is a powerful issue, aim of connection expectation issue is
to appraise the likelihood of a connection between couple of
nodes. Many link prediction applications are involved with
discovering of conceivable relationships in huge organiza-
tions, disconnected or hidden graph links indicating, social
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network friend suggestion, in the real-world complex net-
works [1], [2].

For quite a while, the complex network has been funda-
mentally studied by mathematicians and network engineers.
There was very little weighty improvement in the complex
network research territory until the 1960s.

Complex network give a strong abstraction for describing
the structure of real-world social technological, biological
and social complex network system. While most of the data
on real-world complex networks are still imperfect. For a
while, social interaction between people may be easy, inten-
tionally unseen, or also we can say unobservable [3], the rela-
tionships between cells, species, or genes must be examined
by high-priced experiments [4], [5], and the relationships
arbitrate by a specific technique exclude all off-platform
relationships [6]. The existence of missing link depend on the
question of research, spectacularly change scientific conclu-
sions when examined the structure or designing the dynamics
of a real-world complex network.

The link prediction problem is essentially considered from
three points: (I) Topological (ii) Node (iii) Social theory,
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of nodes and associations. Some link prediction methods
merge the power of node and topological techniques for link
mining [7], [8], additionally many others hybrid methods
developed for link prediction problem [9].

A larger part of the advancement in the zone
of structure-based craving for joins has been made by
mathematicians and physicists. The topological method
is additionally isolated into three classifications common
neighbor, path, and irregular walk based, social hypothe-
sis likewise contains five classes network, ternion, topo-
logical hole, tie quality and homophily. A bit of the
notable structure-based connection estimation procedures
are mutual neighbor, jaccard’s, adamicadar, katz and
so for [10].

Moreover, the problem of link prediction itself has turned
into a standard for analyzing and comparing the design
of real-world complex network structure [11], [12]. Many
real-world complex networks are relatively scarce, and the
amount of unconnected links in a network quadratically
grows, such asO(n) for linear growth andO(n2) for quadratic
growth. In the given growth complexity n express the num-
bers of nodes connected through the edges. To estimate the
probability of a link there are many methods introduced by
researchers [13].

The graph represents a network which contains edges and
nodes and can be used for representing real-world phenom-
ena and provide valuable structure for understanding the
relationship between communities. The graph also shows
the importance of uncovered links between nodes. A social
network represents friendship among individuals and pro-
vides information about communities. Computer network
represents how digital work is done and help to maintain
cybersecurity. In bioinformatics, the most studied network is
the protein-protein interaction network which contains vital
information about cell organelle interaction and provides
information about how to cure the disease efficiently. All this
information are in the node and edges but to get this informa-
tion is a very difficult task because these real-world complex
systems are constructed up with a million and billions of
nodes and edges. every network is not fully connected and
many links are not present but they are of very importance.
This analysis of the organization is alluded to as a connection
forecast issue. The link prediction is majorly done on static
data but as it is time-dependent problem i.e. network change
or evaluates with time. This type of network is referred to
as a dynamic network. The global topological information
can be obtained by the adjacency matrix. In the adjacency
matrix, a non-zero value represents a link between two nodes
and a zero value represents the missing link i.e., not present.
Generally, a link prediction algorithm tries to recover the
missing links.

After the abstract in section I, the introduction of the
paper was included. Link prediction problem and literature
review explained in segment II, while segment III commu-
nicates the proposed systematic framework for connection
expectation, second last area IV comprise the experimental

FIGURE 1. Analyzing Complex Network for Link Prediction.

results and conversations, at long last, segment V holds the
conclusion of the work.

II. LINK PREDICTION PROBLEM AND LITERATURE
REVIEW
A. LINK PREDICTION PROBLEM
An extra addressable issue is to recognize the link between
two nodes. How new connections are made? Especially
the issue communicated here, the prediction of connec-
tion among couples of nodes, later on, is a link prediction
issue [14]. Link Prediction procedures endeavor to predict
the likelihood of a future relationship between two nodes
in a given complex network. This can be used in biological
frameworks to investigate protein-protein coordinated efforts
or to propose a potential friend to a friend in an online
social network (Facebook friendship). Because of the huge
amount that is accumulated today, there is a prerequisite for
versatile approaches to this issue. Analyzing link presently
not exist in the data is a critical problem. This is divided
into two categories that would have similar arrangements and
solutions, the missing link prediction problem, and future
link prediction problem. Looking for the missing link that
should be in the network but certainly not observed, whether
from data estimation errors or unknown information. The
link prediction problem centers around those links that may
happen after in the future, related to the reviewed real-world
complex network.

Assume a network without direction G = (V ,E), where
the set of nodes/vertices denoted by V and set of links/edges
by E. A network might be undirected or directed. Right now
will think about the undirected network, where self-edges and
multiple edges are avoided. A universal set consisting of all
possible links denoted by V (V−1)

2 , where V expresses the total
number of vertices in a given network. If a link exists between
x and y, it can be express by e = (x, y), at that point the
reaction worth will be 1 otherwise 0 if the link does not exist
between pair of nods. Link prediction aims to identify the link
between nodes based on previous knowledge.

Suppose a given complex network in figure 1 at time t ,
in which we want to analyze the future link at time t + 1. Let
us consider the co-authorship network of researchers, we can
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predict all possible links that will be forming in the future.
In this given network there are total four nodes. Suppose V2
is the node that needs to create a link with another node in
the given network, here node V2 is the source nodes and the
predicted node will be the destination nodes. In figure 2 V2
has been predicted a link with V4 based on common neighbor
link predictor and denoted by a red dot line. V2 also can create
a link with V3 but based on common neighbor there is only
one common neighbor, so that must not be the predicted link.

B. APPLICATION OF LINK PREDICTION
Aside from the function of connection expectation as a fun-
damental question, it could be associated with many applica-
tions of real word Complex network, the latest survey about
link prediction techniques and applications [15].

Spam Mail Detection: In this situation, LP indices can
analyze anomalous emails for traffic reporting in various
communication channels [16] based on the graph theory
approach.

Social Network Privacy Control: LP can be used to hide
the important information of users such as phone numbers,
photos, etc. from other unreliable users [17].

Expert Detection: LP deals with predicting the expert
in a given field. For example, a network that deals with
corresponds to the links among different researchers, in this
situation we need to predict experts from the network. In this
scenario, LP can also apply in co-authorship networks for pre-
diction or analyzing the domain expert [18]. A link prediction
method is utilized by [19] and represents that how candidates
can be ranked for high-level government posts. Themost rele-
vant field of expert detection is customer behavior prediction
explained in [20], [21].

Recommended Systems: This is an information filtering
system that recommends and analyze new items for the clients
dependent on the past inclination or rating to indistinguish-
able items. We can apply LP to improve the quality of the
recommendations systems [22], [23].

Disease Prediction: link prediction method developed
by [24], which is used to identify or anticipate the begin-
ning of infections utilizing the current well-being status of
a patient.

Influence Detection: A method proposed by [25], that
can be used to assess high impact clients in a cooperation
organization. In this methodology, the user or node adds and
removes iterative based on the link prediction procedure.
Many fields contain link prediction applications. Related
prediction framework introduce for students cognitive skill’s
measurement [26], [27], [28].

C. RELATED WORK
Recently many researchers incorporated time data in network
inserting to make it fit for holding onto dynamic devel-
opment of the mind boggling network. A method intro-
duced that used to design the dynamic changes of complex
network shape [29]. To learn the temporal transitions in
a given complex network a model created by [30], deep

FIGURE 2. Predicted a Link Based on Common Neighbor.

auto-encoder based frame introduced which aims to generate
highly non-linear embedding [31]. A hybrid model based on
graph convolution network developed and its aim to memo-
rize complex network structure and temporal characteristics
[32]. Although, such techniques mostly require the whole
graph for input which results int low efficiency for the large
complex network graph.

From the literature, social complex network information
is incomplete since just a small a piece of social data can
be assembled from informal organization stages. Second,
informal organizations are exceptionally powerful. Along
these lines, predicting the absent or imperceptibly inter-
faces in current interpersonal organizations and as of late
included or eradicated joins later on, informal communities
are significant not only for understanding the advancement
of informal communities while likewise for the completion
of structure of the current social complex system. This issue
is customarily known as the Link expectation problem. Link
prediction has numerous applications, It tends to be seen
that an ever-increasing number of works focus on the link
mining in informal communities, especially in the past five
years, there are numerous of papers related to this issue every
year. As such, the investigation design regarding this matter
is developing [33]. Many research papers are also available
in which existing algorithms are combined and estimate the
probability of link prediction, such as combining the power of
similarity and connectivity of nodes [34]. Link prediction in
complex networks [10], a survey In which detailed included
that an undeniable downside of the most extreme probability
framework are that, it is exceptionally monotonous (tedious),
while the probabilistic model will upgrade a collected objec-
tive ability to set up a model which can best fit the watched
or studied information. Most of the features-based prediction
methods follow the machine learning approach, and mostly
use grouping based style tomake forecasts. Broadly strategies
utilized Decision Tree, Support Vector Machine (SVM), and
Naive Bayes [35], [36].

In [36]–[38] creators announced that the exhibition of con-
nection forecast improves when AI approaches are utilized.
In most cases utilizing extra information about the networks
are not constantly accessible. While many methods need
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just require the fundamental structure of complex network
data-set and in this way many researchers exclude machine
learning methods in their experiments [39].

Predicting unobserved link further divided into two cate-
gories (i) Missing Link Prediction and (ii) Future Link pre-
diction. The links already created in the network and due to
some issues these links are removed, these are missing links.
While those links already not observed and to be created in
the future, there are future links.

It is unimaginable that a solitary technique performs well
over all the data-sets. Since these data-sets have a place with
various domain and contain various topological features such
as degree, neighbor, path length, and label for supervised
techniques, and so forth.

Many link mining techniques have been presented by the
scientists. Every strategy has various functionalities to antic-
ipate links in an unpredictable system. For example, path,
common neighbor, degree, supervised, unsupervised, and
social hypothesis based link prediction techniques. Under-
neath we have included weaknesses of existing link predic-
tion techniques.

Many link mining techniques have been presented by the
scientists. Every strategy has various functionalities to antic-
ipate links in an unpredictable system. For example, path,
common neighbor, degree, supervised, unsupervised, and
social hypothesis based link prediction techniques. Under-
neath we have included weaknesses of existing link predic-
tion techniques.

Supervised Methods: Because of the inaccessibility of
label for preparation/training, in some cases, it decreases the
accuracy of prediction [40].

Unsupervised Methods: When weighted extended, and
otherwise modified, unsupervised link predictors are still
domain-specific and inflexible.

Topological Based Methods: Topological based method
mostly predict link based on node features and information.
But all the node (user in a social network) information mostly
publicly not available and it can disturb prediction accuracy.

Path-Based Methods: Shortest path fever to prediction
link between those co-authors/nodes with distance 2. While
it has been proved in [14] that, many pairs who collaborate
are at a distance greater than 2 and new edges form between
pairs at distance 3 or greater.

Link prediction consists of two main steps, features extrac-
tion and prediction, as a result of these features inductions,
are made the overall engineering for a connection estimation
framework. Right now, will just concentrate on predicting the
occurrence of links. We enumerated diff rent link prediction
techniques and also used for experiments.

D. TOPOLOGICAL BASED METHOD FOR LP
In the literature, many topological information-based tech-
niques present for interface forecast issue by the ana-
lyst. For connection analysis dependent on topological fea-
tures. An outline of the topological based link prediction is
given in [14]. Topological-based methods are further divided

into three categories. (i) Neighbor based, (ii) Path-based,
and (iii) Random walk based link prediction. In this section,
we explained commonly used topological base link prediction
techniques.

Preferential Attachment (PA) [41]: Preferential Attach-
ment link prediction method based on a very common frame-
work. This method simply considers the number of neighbors
between two nodes and decide the probability of an unob-
served link. According to Preferential attachment (PA), two
nodes with more neighbors i.e. higher degree nodes are more
likely to be linked with each other. It can be represented by
the formula given below.

PA(x, y) = |0(x) · 0(y)| (1)

Common Neighbors (CN) [42]: Common neighbor is the
most widely used method for link prediction problems, due
to the reason of its simplicity, it can be computed very easily.
The common neighbor can be defined as if a node z has direct
relationship with other nodes i.e. x and y then the node z is a
common neighbor of x and y. This method is very similar to
the friend of a friend approach (Facebook friend of a friend).
In link prediction, common neighbor follow the strategy that,
if there are more common neighbors between a node suppose
x and node y, so it will maximize the probability of link pre-
diction between these nodes (node x and y). Mathematically
it can write as

CN (x, y) = |0(x) ∩ 0(y) | (2)

Jaccard Coefficient (JC) [43]: Jaccard coefficient considers
the strength of Common neighbors in such a way it is propor-
tion of the Common neighbor to all the neighbors of node x
and y. The JC follows a strategy that the probability of link
prediction will be grater between two nodes if their Common
neighbors have great a proportion to their total neighbors.
This method can also define in simple words as, intersection
over the union set of nodes x and y. The Jaccard coefficient
can be written as

JC(x, y) =
|0(x) ∩ 0(y)|
|0(x) ∪ 0(y)|

(3)

SaltonCosine Similarity (CS): The Salton Cosine Similarity
is a cosine metric used to analyze the similarity between
two nodes. The CS can be defined as, the proportionality of
common neighbor to the square root of the total number of
neighbors node x and y. If the proportionality result is high
then also the link prediction probability will be high between
vertices. Also we can say, the Salton cosine similitude is the
proportion between normal neighbors and square root to the
preferential attachment. It can be written as

CS(x, y) =
|0(x) ∩ 0(y)|
√
|0(x) · 0(y)|

(4)

Adamic and Adar(AA) [44]: Adamic-Adar is another link
prediction method that is a variant of Common neighbor.
It was first introduced by Adamic and Adar. This method
is globally used due to its link prediction high accuracy.
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Liben-Nowell and Kleingberg found that the Adamic Adar
prediction accuracy is better than most of the other state-of-
the-art prediction algorithms.

AA follows the method that, two nodes x and y have less
number of their Common neighbor i.e. low degree nodes has a
high probability of link prediction between them. A New per-
son in a group may become the most popular and create links
with multiples persons/nodes. AA mathematical formula can
be write as

AA(x, y) =
∑

z∈0(x)∩0(y)

1
log |0(z)|

(5)

Resource allocation (RA) [45]: This strategy proposed by
zhou et al which follows the principle of physics for link
prediction. The resource allocation is a similar concept as to
the adamic adar, because it also punishes the higher degree
nodes and take the decision on lower degree nodes. Due to
this, the result of both RA and AA are very close in prediction
for smaller average degree networks but for higher degree net-
works the RA performs well as compare to AA. RA not only
consider the common neighbors it also supposes neighbors
of the common neighbor. The mathematical formula cab be
write as

AA(x, y) =
∑

z∈0(x)∩0(y)

1
|0(z)|

(6)

Hub Depression (HD): HD work somehow similar to hub
promoted link prediction method but the main difference is
that, it considers the higher degree node from the pair of nodes
such as x and y. Mathematically it can be express as

HD(x,Y ) =
|0(x) ∩ 0(y)|

max(|0(x)|, |0(y)|)
(7)

Katz [46]: Katz is a path-dependent grid that assesses all the
path among a couple of vertices (node x and y) and give more
weight to the path with the smallest/ the shortest path length.
Katz formula can be write as

Katz(x, y) =
∞∑
l=1

β l .|Pathlx,y| = βA+ β
2A2 + β3A3 + · · ·

(8)

Hub Promoted (HP) [47]: Hub Promoted is also a link pre-
diction method. HP works based on topological information
and it can be defined as the ratio between common neighbors
and a lower degree of nodes form with a pair of nodes. The
mathematical representation of Hub Promoted index as given
below.

HP(x, y) =
|0(x) ∩ 0(y)|

min(|0(x)|, |0(y)|)
(9)

E. NODE BASED METHODS FOR LINK PREDICTION
Node similarity methods predict links based on the feature
and similarity of nodes, the more similarity between pair of
nodes mean that the likelihood probability will also be more
of a link between them [48]. In an interpersonal organization,

a vertex contain various credits as some of which we illus-
trated here name, age, gender, email, region, etc. Based on
this information, similarity can be computed between pair of
nodes and compute the probability of links existence.

F. SOCIAL THEORY-BASED METHODS FOR LINK
PREDICTION
For the link prediction problem, there are recently growing
attentions towards social theory such as strong and weak
ties, structure balance, community, and triadic closure. Link
prediction performance can be improved by using additional
social interaction information with topological or node-based
link predictor. In [49], authors have merged the topology
method with social theory additional community information
such as user behavior and interest to improve the accuracy
and time complexity of link prediction problem in a given
real-world complex network.

Based on social networks’ user suggestions, Social media
contains important and huge information, while in unstruc-
tured format to automatically investigate these data a novel
method proposed in [50]. A related model proposed by [51]
that automatically play-up the crucial field in an image, while
the traditional methods work based on boundary nodes. These
traditional methods are also not able to work automatically.
Noisy conditions can crate huge damage for tolerate of listen-
ing loss, to remove audio noise, a perfect method introduced
by [52]. Many algorithms proposed in the recent years for
biomedical field. For the behavior of bio-inspiration and algo-
rithmic a novel framework developed by [53]. These algo-
rithms follow different mechanisms, such as neural network
ect. Neural network is one of the important methods that
provide solutions for various problems in many fields. This
network contains different layers, the importance of neural
network explained in [54], [55].

III. PROPOSED SYSTEMIC ANALYTICAL MODEL
In this portion, the analytical model has been expressed and
also its role in selecting the best, appropriate link predic-
tion method is demonstrated. Since the shape and construc-
tion of each real-world complex network is different from
other, many link prediction methods are introduced by the
researcher. The purpose of this systematic analytical model
is to give a stage that perceives the most natural, normal, and
modern techniques.

This systematic analytical model classifies all these meth-
ods consistently and logically. In this model, with the pre-
sentation of rating criteria, the comparison and analysis of
categorization and classification have been accomplished.

In this paper, we investigated a huge range of link pre-
diction problem methods over different real-world complex
networks. Hence, the structure and shape of the model are
assembled based on some points we enumerated below. The
purpose of this analysis was to explain the various sorts of
strategies and recognize their adequacy and fairness.
• Data-set selection and Preparation, Training, and Testing
Portions Separation.
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TABLE 1. Data-Sets Information.

• Apply Different Link Prediction Algorithms.
• Find and compare the Predicted Results of EachMethod
of Link Prediction.

A. DATA-SETS SELECTION AND PROCESSING
To start the process of link prediction firs of all, the adjacency
square matrix has been created equal to the max size (max of
max number in the data-set) of a real-world complex network.
The adjacency matrix expresses a network in the form of
matrix contains just 0 and 1, where 0 used that there is no link
between the pair of nodes while 1 implies that the link exists
between the pair of nodes in the network and mathematically
can be represented by e = (x, y). The production of evalua-
tion is also in the form a matrix, in which the likeness score
of nodes pair express by the component of network data-set.
To find the performance of a prediction matrix provided by
link prediction method we used AUC (area under the curve)
evaluation matrix over different data-sets.

All the network data-sets used in the experiments are
real-world complex networks. The Complex network is a
network, where study the properties and characteristics of a
real-world network. To perform different operations, the com-
plex is then expressed in the graph. All these network
data-sets are downloaded from .1

Data-Set Selection Criteria: This is much important to
select data-set very carefully. Therefore, some basic and
essential requirements for data-sets selection are, the data
set must contain nodes interactions, associations, or some
other type of activity that allows identifying the connections
between nodes. Based on these criteria some data-sets are
selected and its original information is shown in table 1,
whereN represents the numbers of nodes andE represents the
numbers of edges. Maximum Degree is the number of con-
nected links with a node. These all are undirected networks
so incoming and outgoing links are not allowed here. The
fifth column represents the average degree of the node where
the last column is the density column, which represents the
density of real-world complex networks.1 can be calculated

1http://konect.uni-koblenz.de/networks/

by the formula given below,whereE use for numbers of edges
and N for numbers of nodes in a real word network data set
while 1 used for density.

1=
2(E)

N (N − 1)
(10)

Data-sets: After data-sets selection, the following main
features are analyzed, all these are unweighted and undi-
rected real-world complex networks. Below we have briefly
explained network data-sets used in experiments.

Karate Network: This real word undirected network con-
tains humans in a karate club, where node identifies by a
person and an edge between two persons shows that there was
a relation between them.

In figure 3 we included an original Karate network, that
shows how the members are interconnected to each other.
A single member is a node and link is the relation, association
between two members.

FIGURE 3. Karate: Real-World Complex Network.

Router Network: Internet network in which the router
denoted by a node and the association represents link or edge.

Women Social Events: An undirected network which con-
tain 18 nodes and 89 edges. In this network nodes expressed
by women and edges express by the event attendance of
women.

Us-Power Grid Network: A network contains informa-
tion about the power grid of the western state United States
of America. Every hub speaks to a generator, transformer,
or substation while an edge speaks to a force gracefully line.
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Yeast Network: This is a commercial leaving agent consist
of yeast cells that represent nodes and the interaction between
them represent by link or edge.

Face Book Network: A real-world network Facebook that
representing people (users) of the social network. Nodes rep-
resent people and edges represent friendships or links. This is
one of the most popular real-world complex networks, where
the aim of link prediction to suggest future a friend.

Sampson Network: This is a human social network and
node represents a monk and an edge represent by two monks
that the left monk rated the right monk.

Contiguous USA Network: Total 48 contiguous states are
there in the Columbia district of the United States of America.
All the states are included except Alaska and Hawaii, they are
not connectedwith other states by land. The link is denoted by
the border between the two states while the states are denoted
by nodes or vertices. We downloaded the updated data-set
from the repository link included in the above section.

Kangaroo Animal Network: This is an animal real word
network. It contains the interactions between free-ranging
gray kangaroos. In this network, the node represents a kanga-
roo and an edge show the interaction between two kangaroos.
The link or edge values represent the total count of interac-
tions.

Train Bombing Terrorist Contact Network: The net-
work contains suspected terrorist contacts involved in the
train bombing of Madrid. A node identifies the fear mon-
ger and the edge between two psychological oppressors
shows that there was contact between two fear mongers. This
real-world network includes friendship and co-participating
in the training camps or previous attacks.

Misc Network: This undirected real-world network con-
tains co-events of characters in Victor Hugo’s tale. A hub
recognizes a character and an edge between two hubs shows
that these two characters are in a similar part of the book.
In this organization, each connection weight shows how reg-
ularly such a co-appearance happened.

Dolphin Network: A real word network representing the
dolphins’ social interaction. The node represents a dolphin
and the edge expresses their interaction.

B. EVALUATION CRITERIA
AUC (Area Under the Curve) [56] express the accuracy and
performance of a technique used for link prediction problem,
which is appeared by the numerical equation given as

AUC =
n′ + 0.5n′′

n
(11)

where n express to the quantity of created links set from
unconnected links set and missing links set. ń Express the
number of times in which the missing links accomplished a
higher score than undetected links. ´́n express to the occasions
in which both absent and detached links produce an equiv-
alent score. The AUC steady estimation of 0.5 is utilized
when the score is produced by independent and the same
distribution.

C. EXPERIMENT SETUP
In the methodology see figure 7, first of all, we imported
the original data-set of a real-world complex network.
As included that the direction and weight of all these
real-world complex networks have been ignored here.
Pre-Processing is the second step in methodology, if some
important data-sets contain direction and weights these will
be removed here in the pre-processing step, also it will check
either the data-set complete or incomplete.

To create a zero square matrix, first the maximum number
of data-set will be computed and then the matrix will be
created equal to the size of maximum number in the data-
set. This matrix will be converted into an adjacency matrix
that expresses the relationship of nodes. An adjacency matrix
is also the representation of a graph, this matrix is break into
a training ET set and testing/prob set EP. All the algorithms
will be train and test on training and prob sets. This is also
must be analyzed that ET ∩ EP = 0.
AUC (area under the curve) is utilized to discover the

exactness of every calculation. Finally, compared all the
results and select the best performer of link prediction prob-
lem. Step by step explanation elaborated below.

To make the data-sets adequate for experiments, there
are some steps to be performed on the real-world net-
work data-sets. We selected undirected and most popular
real-world network data-sets. As included earlier that, direc-
tion and weight of all the networks are ignored in this
paper.

Adjacency Matrix: In this step, the adjacency matrix will
be created from the data-set. All original real-world network
data-sets contain only two columns that identify the connec-
tivity of nodes. While the adjacency matrix contains a binary
value 0 and 1, the value 0 represents a negative prediction sign
mean there is no connection between the pair of hubs, while
1 is the positive prediction sign and it expresses that, there is
a link between the pair of nodes. A similar way has been used
for all methods while experimenting.

Data-sets Sample: Each data-set as shown in table 1 ran-
domly divided into 90% and 10%. The 90% data sepa-
rated from the data-sets for training purpose while 10% data
selected from the data-set for the testing purpose during the
experiment.

Data-sets Splitting: We removed 10% links from each
data-set shown in table 1 and created a connected graph from
the remaining 90% data-set. This is the most important point
while splitting the data-sets that the order and connectivity
must be maintained of the remaining 90% data-set. Once the
data-set is split into training and testing then referred both of
these to the prediction methods for link prediction.

IV. RESULT AND DISCUSSION
This systematic analysis paper, where we have compared
eight link predictors over the twelve most popular data-sets.
All these data-sets belong to different domains such as social,
animal, co-authorship and human interaction, etc.
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TABLE 2. Numerical comparison results.

FIGURE 4. Visualization of Comparison Results I.

FIGURE 5. Visualization of Comparison Results II.

In table 2 there are twelve data-sets at the position of
the first column while the first row contains the name of
link prediction methods. Table 2 shows that the Resource
Allocation (RA) performed very well as compared to other
predictors and secondly, the Adamic-Adar performed well
while the Katz link prediction method also not bad.
The numerical and visual results of each algorithm on
each data-set were included after the average of 100-time

execution results. Each algorithm we execute 100 times on
each data-set and then find the average result of the algo-
rithm which shows the actual and powerful link predictor.
In this paper, as we included that Resource Allocation (RA)
> Adamic-Adar (AA) > Katz > Preferential Attachment (PA)
is the ranking of link prediction methods. The complete eval-
uations are included in table2 which shows numerical results
of the accuracy of all algorithms.
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FIGURE 6. Methodology Diagram.

FIGURE 7. Average results.

Figures 4 and 5, there are totals of twelve data-sets and
eight algorithms of link prediction, each group is the com-
bination of four link predictors. Here we have compared
figure 4 and figure 5, above (figure 4) group of four link
predictors and below (figure 5) group of four link predictors.
The goal is to choose the best one in all these eight predictors.
As shown that resource allocation performed well as com-
pared to other link prediction methods. So resource allocation
will be a good choice to use for recommendation and other
systems.

In the given figure 7 average results summary included,
it clearly shows that the resource allocation performed well as
compared to other link prediction state-of-the-art algorithms.
In a few cases, the performance of the resource allocation is
not good while mostly good, this depends on the structured
and topological feature of complex network data-set.

A. FINDINGS AND RECOMMENDATIONS
As we realize that link mining has a crucial job and also
contains applications in various domains, such as face-book:
friend suggestion, kangaroo animal organization: collabo-
ration expectation, human remote organization: to analyze
future remote contact, and women’s social organization: fore-
see future functions participation, and so on. But the pre-
diction of links in these networks is very costly and time
expensive. This is moreover important to realize which link
mining will perform well over different data-sets. Through
this systematic analysis model, we have anticipated links
in various networks and indicated every technique’s perfor-
mance on various data-sets. The proposed model is helpful to
analyze the link mining method over various field data-sets.

Despite the fact that the proposed systematic analysis
model can be reached out to additional complex networks,
for example, a weighted or directed system. Additionally,
we have applied our model to static real-world complex
networks. It would likewise be fascinating to investigate the
role of our model on dynamic networks.

V. CONCLUSION
In a complex network link mining is a prominent issue and
very useful in examining and understanding complex network
structure and organization. The link prediction systematic
analysis was spurred by the prerequisite to comprehend the
possible favorable position of connection forecast procedures
contrasted with one another. This paper granted a scientific
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system for interface expectation in complex organizations and
explain that as of now there are different sorts of difficulties
and techniques. This orderly examination comprises an aux-
iliary point of view and the segments are, data-sets selection
and preparation, pre-processing, testing, and training data
splitting, creation of an evaluation matrix, and selecting the
best predictor. Finally, we included the comparison results in
a numerical and visual format. All the present and significant
works cultivated and afterward explored expectation, in view
of the introduced investigation measures. The model could
be used to oversee future investigations in complex organiza-
tions.

The work describes here, can be expended in the future for
large data-sets. Many real-world complex network fields con-
tain large data-sets where link prediction can be applied, such
as twitter, ppi, etc. It would also be very good and interesting
to apply over directed, and weighted Graph/Network.
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