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ABSTRACT In the literature of Economics, Engineering and Operations Research, the estimation of
production frontiers is a current hot topic. Many parametric and nonparametric methodologies have been
introduced for estimating technical efficiency of a set of units (for example, firms) from the production
frontier. However, few of these methodologies are based upon machine learning techniques, despite being
a rising field of research. Recently, a bridge has been built between these literatures, machine learning and
production theory, through a new technique proposed in Esteve et al. (2020), called Efficiency Analysis
Trees (EAT). The algorithm developed from EAT, based on the well-known Classification and Regression
Trees (CART) machine learning technique, is a greedy technique that uses a particular heuristic for the
selection of the next node to be split during the decision tree development process. Nevertheless, as we
show in this paper, for different sample sizes and number of variables, the heuristic used by EAT is not
capable of obtaining the tree with the minimum mean square error (MSE). For this reason, in this paper,
a backtracking technique is implemented to improve the MSE obtained by the EAT algorithm. Additionally,
a pair of new algorithms are introduced which combine the heuristic technique used by the standard EAT
and the backtracking algorithm to enhance the reduction of the MSE, while decreasing the computation
time. Our research is based on some simulated experiments. According to our computational results, the
combination of the heuristic and the backtracking algorithm, in particular, that in which the tree growth
starts with heuristics and ends with backtracking, has achieved an accuracy similar to that of backtracking
and within a reasonable computational time. The contribution of the paper could be of special interest for
industrial engineers interested in measuring efficiency and productivity of industrial processes in many
sectors, such as energy, agri-food or service industries.

INDEX TERMS Efficiency, CART, backtracking, heuristic algorithm.

I. INTRODUCTION
The measurement of technical efficiency of any type of firm
or non-for-profit organization is a topic of great interest
in the literature in Economics, Engineering and Operations
Research (see, for example, [1], [2] and [3]). Technical effi-
ciency assessment is concerned with determining and com-
paring the performance of Decision Making Units (DMUs),
entities that use several kinds of inputs to produce several
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types of outputs. An example of a DMU is a farm that uses
land, labor and capital (inputs) to produce, for example, fruit
(output). The measurement of technical efficiency is an area
of interest for a great variety of sectors, from private firms
producing goods to service industries, such as hospitals.

The main objective of such evaluation is to analyze the
technical efficiency level of a set of DMUs, once we have
an input-output observation of each, by comparing their per-
formance with respect to the so-called production possibility
set or technology, which is unknown and, in practice, must
be estimated from a data sample. A key element in efficiency
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analysis is the concept of production function. A production
function represents the maximum product obtainable from
each input combination according to current technical knowl-
edge. From an econometrical viewpoint, a production func-
tion is a non-decreasing function that (upper) envelops all the
observations (DMUs) in the input-output space, capturing the
extreme behavior of the data. These characteristics contrast
to those usually assumed by regression techniques, where
the function to be estimated relates the response variable
to the covariables in terms of the mean as opposed to the
maximum. Once an estimation of the production function is
obtained, technical efficiency is measured through the devi-
ation of each DMU to the (upper) boundary of the technol-
ogy, characterized by the production function. Indeed, given
an observed input-output vector, the most usual measure
of technical efficiency is the ratio of the actual produced
output and the maximal producible output, i.e., the value
of the production function at the corresponding observed
input.

The estimation, in practice, of production functions as
enveloping surfaces of the observations satisfying certain
properties (such as monotonicity), started with the seminal
papers by [4], [5] and [6]. Nowadays, the estimation of
production functions is based on very different methodolo-
gies, mainly organized into parametric and non-parametric
techniques. In the parametric world, the Stochastic Frontier
Analysis (SFA) stands out as the most relevant method-
ology for estimating production functions ([7] and [8]).
In this model, the production function must be parametrically
described and a stochastic component that describes random
shocks affecting the production process is added. Regard-
ing non-parametric techniques, Data Envelopment Analysis
(DEA) ([9] and [10]) and Free Disposal Hull (FDH) [11] are
highlighted as the most important methodologies. In the case
of DEA, the estimator is a piece-wise linear function, while in
the case of FDH, the estimator of the production function is a
step function. These last two techniques are based on the sat-
isfaction of a set of axioms or postulates in microeconomics:
monotonicity, in the case of DEA and FDH, and concavity
of the production function, in the case of DEA. Other recent
alternative non-parametric techniques for estimating produc-
tion frontiers are those that apply Kernel-based approaches
and local regression techniques. See, for example, [12], where
the authors propose a kernel smoothing method that can
handle multiple shape constraints (e.g., monotonicity) for
multivariate functions, by generalizing [13]. Another inter-
esting contribution is that of [14], who showed how con-
straint weighted bootstrapping may be applied to impose
smoothness conditions on linear estimates. In particular, these
authors estimated an input distance function both parametri-
cally and non-parametrically, resorting in the latter to local
linear generalized kernel regression. See also [15]. Other
interesting approaches are [16], [17] and [18], where the
authors introduce how to determine confidence intervals for
the efficiency score of each DMU through adapting the boot-
strapping methodology by [19] to the context of FDH and

DEA.More recently, [20] and [21] have shown that DEAmay
be reinterpreted as non-parametric least-squares regression
subject to shape constraints on the production frontier and
sign constraints on residuals.

However, none of the above methodologies for estimating
production functions addresses the problem through stan-
dard machine learning techniques, as for example Regression
Trees, despite being one of the hot topics in the literature on
modern data analytics. One recent exception is [22], where
Classification and Regression Trees (CART) by [23] were
adapted for estimating production functions through step
functions, there by competing against the well-known FDH
technique. The new approach was named Efficiency Analysis
Trees (EAT). Esteve et al. [22] showed how EAT clearly
outperforms FDH both in terms of mean squared error and
bias. See also [24], [25] and [26] to read about the recent
interest of the non-parametric community in bridging the gap
between FDH and DEA and data science, machine learning
and big data.

In particular, the algorithm used by EAT is based upon a
heuristic technique for selecting the next node to be split dur-
ing the growing process of the corresponding decision tree.
However, as will be shown in this paper, this heuristic could
not always yield the minimum mean squared error among
all the possible trees that could be developed. Accordingly,
one of the main objectives of this paper is to improve the
accuracy of the estimator of the production function gener-
ated from EAT by resorting to backtracking techniques ([27]
and [28]). In particular, we will combine the idea behind
the heuristic approach with the potentiality of backtracking
([29] and [30]) to enhance the quality of the estimator of
the production function based on EAT. Additionally, through
our approach, we will be able to decrease the computational
burden of standard backtracking techniques applied to the
decision tree methodology based on EAT, as we will show
in our simulated experiences. As far as we are aware, our
paper is the first one that contemplates computational aspects
of the Efficiency Analysis Trees technique [22]. On the one
hand, there are some previous papers devoted to efficiency
measurement and related to computational features of the
problem (see, for example, [31] and [32]). However, they
exploit characteristics linked to the structure of the problem
as a Mathematical Programming model. Consequently, these
contributions are far removed from the tree structure studied
in this paper. On the other hand, there are other previous
papers that focus on machine learning techniques, such as
decision trees, and efficiency. However, these contributions
do not really combine these two facets but rather apply each
one in a different stage: in a first stage, technical efficiency
is determined and, in a second stage, efficiency is used as
a response variable with decision trees or Random Forest,
to give details of factors related to technical efficiency (see,
for example, [33] and [34]). In contrast, Efficiency Analysis
Trees, which is the technique that we work with, methodolog-
ically connects these two key topics, i.e., decision trees and
efficiency measurement.
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In comparison with previous literature, the main contri-
bution of this paper is the improvement of the accuracy of
the estimator of the production function generated from EAT
by resorting to backtracking and heuristics, while decreas-
ing the computational burden of the technique. From a
practical viewpoint, our contribution may be interesting for
industrial engineers devoted to improving and monitoring
the performance of manufacturing processes within firms.
Our algorithms allow production frontiers of the technology
associated with industrial processes to be determined and,
consequently, a technical efficiency score from the produc-
tion frontier to be calculated. In this sense, this paper is also
in in line with some of the previous papers, namely [35], [36]
and [37].

The paper is organized as follows. Section 2 is devoted to
briefly introducing the algorithm behind the so-called Effi-
ciencyAnalysis Trees technique. In section 3, four algorithms
developed for estimating production functions are explained.
Their computational performance and accuracy are investi-
gated via experimental computations in section 4. Finally,
section 5 concludes.

II. EFFICIENCY ANALYSIS TREES
Efficiency Analysis Trees (EAT) [22] is a nonparametric
technique to estimate the current level of efficiency of a
set of entities based on a tree structure. EAT generates a
production frontier which satisfies fundamental postulates
of microeconomics, such as free disposability, and shares
some similarities with the Free Disposal Hull (FDH) [11]
and Classification and Regression Trees (CART) [23]. The
operation of EAT is relatively simple and based on a tree
structure, offering the possibility of visual representation of
rules for data. An EAT tree is built generating binary recursive
partitioning of data until no further meaningful division is
possible or a stopping rule holds.

Specifically, giving a data sample [X |Y ] ∈ Rn×(m+1), EAT
has the target of predicting the response variable y through the
predictors xj, where j = 1, . . . ,m. To split the data contained
in a node t into two child nodes, tL and tR, the algorithm
selects a predictor variable xj, 1 ≤ j ≤ m, and a threshold
sj ∈ Sj, where Sj is the set of possible thresholds for the
variable j. The splitting of the node t is designed by obtaining
the best combination (xj, Sj) which minimizes

R′(t) = R(tL)+ R(tR) =
1
n

∑
yi∈tL

((yi − y(tL))2

+

∑
yi∈tR

((yi − y(tR))2 (1)

where n is the sample size and y(tL) and y(tR) are the estimates
of response variable y in nodes tL and tR, respectively, being
tL and tR the so-called left and right children nodes of t .
Given a node t , the support of t is a region in the predictor

space delimited by two points: at and bt . Fig. 1 shows the
supports corresponding to nodes t and t ′. The EAT algo-
rithm guarantees that the estimated production function is

FIGURE 1. Example of the situation of two nodes in which the data
associated with t ′ Pareto-Dominate those of t .

monotonically non-decreasing (the free disposability axiom).
To do that, the algorithm resorts to the notion of
Pareto-dominance between nodes. In particular, for a node t ,
the set of nodes in the tree that Pareto-dominate node t is
denoted as IT̃ (t). Fig. 1 shows an example where node t ′

Pareto-dominates node t since at
′

= (2, 2) < bt = (8, 10).
So, y(t) must be equal or higher than t ′ node. In this sense,
the predictor function is guaranteed to be non-decreasing.
In the EAT algorithm, the predictor of y(tR) is always the
predictor of its parent node. Fig. 2 shows a comparison of the
estimated production function derived from FDH and EAT
with respect to the theoretical frontier. As can be seen, the
FDH estimate is closer to the data and the EAT estimate
is closer to the theoretical frontier, which represents the
objective function that must be determined. In general, while
the FDH approach suffers overfitting, the EAT approach does
not.

FIGURE 2. Example of Theoretical, EAT and FDH frontiers.

III. ALGORITHM SCHEMES DEVELOPED FOR
ESTIMATING PRODUCTION FUNCTIONS
In this section, we analyze the performance of four algorithms
linked to the EATmethodology with respect to computational
issues and accuracy.

A. A HEURISTIC ALGORITHM BASED ON THE EAT
METHOD
The tree determined by EAT is a binary tree structure. Each
node t has associated a matrix of data [X |Y ]t ∈ Rn1×m with
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1 ≤ n1 ≤ n, which is a submatrix of [X |Y ] ∈ Rn×(m+1). In
each of the nodes, the predictor xj, the set Sj, the mean square
error (denoted by R(t)), a pair of vectors at and bt vectors and
the prediction of y(t) are calculated.

Basically, EAT is an algorithm that obtains an estimation
of the production frontier, fulfilling the property of free dis-
posability, through the construction of a binary tree. The
estimator of the production function is monotonically non-
decreasing, like the step functions that appear in Fig. 2.
Therefore, when the two descendants of a node are obtained
in the tree construction, the matrix of data associated to this
node is divided into two parts and both parts are assigned to
the two children, denoted by tL and tR, respectively. Those
descendants are obtained by minimizing the sum of their
mean square errors (MSE) (see Eq. 1). The tree is developed
by repeating the splitting process in each node until the
ending condition is reached. This condition is related to the
minimum number of rows in the data matrix associated to the
nodes, which traditionally is at least 5 [23]. In this paper, this
value is denoted by numStop.

The scheme of the splitting function for a basic split algo-
rithm is shown in Algorithm 1. The prediction of y(t) in the
root node is defined as the maximum value of y in the data
matrix. When this root node is split, its right node directly
takes the parent prediction, i.e. y(tR) = y(t). In the case
of the left node tL , the set IT̃ (tL) comes into play. Then,
the prediction y(tL) is set to be the largest value between the
maximum value of y in the nodes belonging to IT̃ (tL) and the
maximum value observed in tL . In this way, we ensure that the
predictive function returned by the EAT fulfils the property of
free disposability (see Fig. 2).

At this stage, the whole process is repeated until the leaf
nodes are reached. The construction of the tree starts from
the root node, but as the tree is developed, it is necessary to
establish a criterion to select the next t node to be split. The
order in which the node is expanded is crucial because the
final result depends on it. In the standard EAT algorithm [22],
a node t is selected to be split when it is not a leaf node and
it has few nodes in IT̃ (t). Usually, this condition is satisfied
for the left nodes. So, the splitting of the tree always starts
with the left nodes that are not leaves and, once they are
all expanded, continues with the right nodes. This procedure
describes the particular heuristic followed by the standard
EAT algorithm. The splitting process continues until some
segmentations are not possible or a predefined stopping rule
is satisfied, i.e. numStop.
Fig. 3 shows an example of how this heuristic builds

the tree. The light grey nodes are the intermediate nodes,
except t0, which is the root node, and the dark grey nodes
are the leaf nodes. The numbers within each node indicate
the order in which they have been created.

B. A BACKTRACKING ALGORITHM BASED ON THE EAT
METHOD
A backtracking algorithm is proposed in this work in order
to obtain the tree which gives us the minimum values of

Algorithm 1 Splitting Function Scheme

Input: t, [X |Y ]t ∈ Rn1×m

Output: tL , tR
FOR j := 1 TO m

Sj :=
{
xj ∈ t

}
FOR EACH sj IN Sj

Create tL and tR
tL :=

{
xj < sj|xj ∈ [X |Y ]tL

}
y(tL) := max {yi ∈ tL}
tR :=

{
xj ≥ sj|xj ∈ [X |Y ]tR

}
y(tR) := y(t)
IF
IT̃ (tL) 6= ∅

y(IT̃ (tL)) := max
{
y(t) ∈ IT̃ (tL)

}
IF y(IT̃ (tL)) > y(tL)

y(tL) := y(IT̃ (tL))
END IF

END IF
R′(t) = R(tL)+ R(tR) =
1
n

∑
yi∈tL

((yi − y(tL))2+
∑
yi∈tR

((yi − y(tR))2

END FOR
sj := min(R′(t))

END FOR
Sj := min(sj)
atL [xj] := Sj
btR [xj] := Sj

FIGURE 3. Example of tree obtained by the standard EAT algorithm.

the sum of minimum square error (MSE) from the different
combinations of (xj, Sj). The heuristic tree, linked to the
standard EAT algorithm, only explores one feasible solution
while backtracking explores all of them, obtaining the best
one.

The development of the backtracking algorithm in the
present work considers the tree decomposition structure in the
split function, obtaining this tree structure according to the
principle of free disposability [38]. The tree is developed in a
similar way to the previous subsection, although the depth of
the tree is marked by the number of nodes that can be created
by splitting each of its nodes.

C. THE COMBINATION OF HEURISTIC AND
BACKTRACKING TECHNIQUES
The heuristic algorithm proposed in A obtains suitable val-
ues for MSE. However, these values are worse than those
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obtained by the backtracking algorithm B, and at the expense
of using a high computational cost. So, new algorithms with
both schemes are proposed in this subsection to obtain appro-
priate values within a reasonable time frame. Indeed, in gen-
eral, the computational cost consumed by the backtracking
algorithm is unfeasible. In this sense, our proposals combine
both approaches to obtain better results than using both sep-
arately.

Two approaches are studied: the first one combines heuris-
tics in first place and backtracking in second. The tree is
constructed by the heuristic until a condition (denoted by
numStopH) is achieved. When this part of the tree is finished,
the backtracking continues to build the tree until an ending
condition (denoted by numStopB) is reached. In that case,
numStopHmust be higher than numStopB, otherwise the tree
will be completed, and the backtracking will not be able to
continue its expansion. The fulfilment of these conditions for
numStopH and numStopB, are determined by the data matrix
associated with the node. Thus, when the ending conditions
are reached in the splitting process, the nodes obtained are
marked as leaves nodes. For this reason, when the first of
them is fulfilled, i.e., numStopH, the nodes that are leaves
need to be redefined, and then, the state of the tree allows it
to continue expanding the nodes.

The second approach is similar to the previous one but
involves changing the order of the backtracking and heuris-
tic algorithms. In this case, the tree begins building up
through backtracking until numStopB is reached and contin-
ues expanding through heuristics until the condition linked to
numStopH is satisfied.

Fig. 4 shows the proposed algorithms: Algorithm A (the
heuristic), Algorithm B (the backtracking), Algorithm C
(first heuristics and then backtracking), and, finally, Algo-
rithmD (first backtracking and then heuristics). Circled nodes
mean that they have been constructed following the heuristic

FIGURE 4. The development of trees through diverse approaches.

approach. Triangled nodes are all the possible nodes that
can be constructed by each of them using the backtracking
approach. The numStopH and numStopB indicate the con-
dition that the nodes must fulfill, both those represented by
circles and those by triangles, to complete the construction of
the tree by means of the heuristic or backtracking approach,
respectively.

IV. EXPERIMENTAL RESULTS
The experiments are carried out on a computer with Intel(R)
Core (TM) i7-10510U with CPU 1.80 GHz and RAM 16 GB.
The code was written in C. Some experiments are carried
out to tune certain parameters of the algorithm. In all of
them, the data are simulated from a Cobb-Douglas theoret-
ical production function [39]. The input data are randomly
sampled from Uni[0, 1] independently for each input and
observation. Then, the ‘efficient’ output level is calculated

as f (x1, . . . , xn) = xα11 + . . . + xαnn , being
n∑
i=1
αi = 0.5.

Finally, a term of ‘inefficiency’ is randomly determined as
y = xα11 + . . .+ x

αn
n · e−u, where u ∼ Exp

(
1
3

)
. In this paper

the experiments have been carried out using the values shown
in Table 1.

The experiments were executed for 100 trials for each com-
bination of the dataset size and number of inputs. The sec-
ond experiment studies the execution cost when varying the
dataset size, denoted by n, and the number of inputs. In these
experiments, numStopH and numStopB take the value 2.

TABLE 1. Theoretical production functions used in the experiments
depending on the number of inputs.

Table 2 reports the average execution time and the average
of the sum of MSE from leaf nodes in the different experi-
ments considered. In particular, the first two columns indicate
the sample size and the number of inputs. The rest of the
columns show the execution time and the mean of the sum
of MSE in the leaf nodes obtained in the four algorithms
proposed.

Regarding the results, all methods are affected by
the increase in complexity of the problem associated with the
number of rows in the datasets, since we detected that the
bigger the sample size, the bigger the value of R2. In addition,
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FIGURE 5. Percentage of improvement between Algorithm D and Backtracking (Algorithm B) when the size of the problem, number of
inputs and numStopB vary.

the increase in complexity related to the number of inputs
in the datasets affects all methods, since we observe that
R2 decreases. The time required to execute the trials is only
affected by the increase in the number of rows.

Furthermore, Algorithm A presents the highest value for
R2, Algorithm B the lowest one and the others have values
of R2 between these two. On the one hand, Algorithm C,
which has a higher execution cost than Algorithm A, has a
value of R2 that is close to that corresponding to AlgorithmA.
On the other hand, Algorithm D, which has a lower execu-
tion cost than Algorithm B, has a value of R2 that is close
to Algorithm B. Additionally, from Table 2, it seems that
Algorithm D is the best algorithm to obtain a satisfactory R2

in an acceptable execution time.
Algorithm D is the one that obtains the closest values of R2

with respect to that observed for Algorithm B, which presents
the minimum ones, in a feasible execution time.

New experiments were executed using Algorithm D and
varying the first ending condition, i.e., numStopB. Table 3
reports similar results to those in Table 2, but only with
Algorithm D. The first two columns are the problem size and
the input size, and the remaining blocks of columns show
the applied value of numStopB. Moreover, each one of these
blocks shows three columns with the execution time, the R2

value and the percentage of improvement with respect to
Algorithm B.

As in Table 2, the values of R2 increase when the problem
size increases and these results are notoriously influenced by
the growth of the first ending condition. This effect can be
observed in column ‘‘%B’’, which represents the improve-
ment of Algorithm D with respect to Algorithm B. The
percentage of improvement increases from 30% to 94%. The
execution cost is also affected by the increase in the num-
StopB, which is getting closer to the execution times obtained
in Algorithm A. So, the best numStopB is the one that equally
balances the work of backtracking and heuristics. In this way,
an acceptable result can be obtained in a feasible execution
time.

TABLE 2. Execution cost and precision error when the four algorithms are
used for several problem and input size.

Fig. 5 shows the performance of Algorithm D for different
numStopB problems when the problem size changes. The
X-axis describes the sample size in relation to the number
of inputs (n/input size) and the Y-axis shows the percentage
of improvement of R2 with respect to the backtracking algo-
rithm. The figure reveals that the percentage of improvement
is higher when numStopB is equal to 4 and 6.

In the case of real applications, our results could be use-
ful for determining certain parameters, such as numStopB.
In particular, the way to determine the most suitable value
for the parameter numStopB to apply Algorithm D is directly
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TABLE 3. Execution cost and precision error of Algorithm D when the first ending condition varies in 4, 6, 8 and 9.

dependent on the computational cost and, therefore, on the
user’s available computing time. For example, following our
results, in a problem with sample size 10 and input size 5;
if the user has an approximate time of 5 seconds, the most
suitable numStopB is 9. If, on the other hand, the user has up
to 30 seconds available, then the suitable value for numStopB
would be 4, obtaining the lower R2.

V. CONCLUSION AND FUTURE WORKS
The idea behind the heuristic approach and the potentiality
of the backtracking are combined to raise the quality of the
estimation of production functions in microeconomics and
production engineering based on EAT (Esteve et al., 2020)
in a feasible time. To do that, two parameters were set as
a condition of achievement for changing the development
strategy of the decision tree. The heuristic growth parameter
is determined by numStopH and the backtracking parameter
by numStopB. The simulation experiments carried out, prove
that backtracking obtains a higher accuracy than heuristics,
although with a very high computational cost. On the other
hand, in the approaches in which both techniques are joined,
it can be seen that the first of them (based on first heuristics
and then backtracking) achieves similar results to that of the
heuristic algorithm; in the second of them (based first on
backtracking and then heuristics), the results are closer to
those obtained in backtracking, although in amore reasonable
time frame. In this case, it is observed that the percentage of
improvement with respect to the accuracy of the backtracking
is close to 94% when numStopB takes the smallest value, and
when it increases, the percentage of improvement decreases
from 0.7% to 0%.

According to our computational results, the combination
of the heuristic and the backtracking algorithm, in particular,
that in which the tree growth starts with heuristics and ends

with backtracking, has achieved an accuracy similar to that
of backtracking and within a reasonable computational time.
In practice, our results could be of special interest for indus-
trial engineers interested in measuring efficiency and produc-
tivity of industrial processes in many sectors (manufacturing,
energy, agri-food, etc.) since we provide a suitable algorithm
for estimating technical efficiency based on a machine learn-
ing technique, as decision trees. Additionally, we suggest how
to tune some key parameters related to the performance of the
algorithm, depending on the problem size and the computing
time available.
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