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ABSTRACT Accumulating researches have found that lncRNAs play a key role in many important bio-
logical processes, such as chromatin modification, transcription, and post-transcription regulation. Because
lncRNAs play an important role in the life process, many important complex diseases have been linked to
the variation and dysfunction of lncRNAs. In current prediction researches on lncRNA-disease association,
clinical prognosis information of the disease (such as pathological stage, clinical stage and so on) is rarely
mentioned. In this manuscript, we apply the pathological stage data into the lncRNA-disease association
prediction. Firstly, coordinates reverse rotation in circular (CRRC) is proposed. 6 clusters are calculated
by the proposed cluster generating algorithm (ClGeA) based on CRRC. Secondly, harmonic importance
ranking (HIR) is put forward. 28 core variables are obtained by the proposed selection algorithm of core
variables for cancer pathological stage (SA-CV-CPS) based on HIR and cluster. Finally, on the basis of
the above 28 core variables, pathological stage prediction algorithm for lncRNA-disease association based
on principal component regression analysis (PSPA-LA-PCRA) is developed. Through PSPA-LA-PCRA,
principal component set (including 20 PCs) and prediction model are gained. The proposed prediction
model is based on unknown human lncRNA-disease association combining with the pathological stage
data. Experimental results show that better results for AUC, precision rate, recall rate and F1-score of
the prediction model are achieved by PSPA-LA-PCRA, which provides a favorable research premise for
subsequent prediction studies of lncRNA-disease associations.

INDEX TERMS lncRNA-disease association, core variable, principal component regression analysis,
pathological stage.

I. INTRODUCTION
Long non-coding RNA (lncRNA) is a class of RNA
molecules that are longer than 200nt and non-coding for
proteins [1]–[3]. LncRNA plays an important role in the
biological process of chromatin modification, transcription
and post-transcription regulation and so on [4], and has a very
important biological function. The variation or dysfunction
of lncRNA can lead to the occurrence of many diseases,
such as lung cancer [5]–[8], breast cancer [9], [10], prostate
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cancer [11], [12], osteosarcoma [13], colorectal cancer [14],
gastric cancer [15], bladder cancer [16] and cervical can-
cer [17], etc. Therefore, the research on lncRNA-disease
association prediction can not only deepen the understanding
of the pathogenic mechanism for complex diseases at the
molecular level, but also use lncRNA as disease diagnosis,
predicted biological target, drug target for treatment and
prevention. Through bioinformatics methods combined with
clinical and pathological data, it is ameaningful work to study
lncRNAs that have a significant impact on the prognosis
of cancer patients, which has important research value and
social significance.
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In recent years, the research results of lncRNA-disease
association prediction can be divided into two categories:
machine-learning-based method and network-based method.

The first category (machine-learning-based method) is as
follows. For instance, Yu et al. [18] proposed a novel pre-
diction method called CFNBC that was developed by the
Naïve Bayes classifier. CFNBC didn’t depend on any known
lncRNA-disease associations and achieved effective predic-
tion results in condition of scarce known lncRNA-disease
associations. Yuan et al. [19] used the cluster correlation
based method to evaluate the strength of the inner relation-
ships between disease and gene. Then a newmethod was pro-
posed to predict potential lncRNA-disease associations. This
method obtained a total of 2320 potential gene-disease asso-
ciations (1321 lncRNA-disease pairs and 999 protein coding
gene-disease pairs). But its limitations were based on known
associations between diseases and lncRNAs/protein coding
genes. Yao et al. [20] built a new prediction model (RFLDA)
to improve the ability of LDA prediction models. RFLDA
applied the random forest method to train prediction model
with themost useful features. RFLDA formed a random forest
regression model to score potential lncRNA-disease asso-
ciations. However, RFLDA required a lot of negative sam-
ples to complete the calculation. But negative samples were
difficult to obtain. Zeng et al. [21] proposed a novel com-
putational method (SDLDA in short) by blending singular
value decomposition and deep learning to predict lncRNA-
disease associations. SDLDA used singular value decompo-
sition to get linear features of lncRNAs and diseases. SDLDA
used deep learning to get non-linear features of lncRNAs
and diseases. Finally, the prediction model based on linear
features and non-linear features of lncRNAs and diseases was
constructed. Tan et al. [22] adopted a multi-view consensus
graph learning method to establish a novel learning frame-
work for predicting lncRNA-disease associations. It learned
a consensus graph from the multiple similarity matrices. The
prediction model of this work was a multi-label learning
framework. Lan et al. [23] proposed a new method of iden-
tifying lncRNA-disease associations by collaborative deep
learning, which is called LDICDL. LDICDL utilized denoise
technology and matrix decomposition algorithm to achieve
the prediction. Moreover, LDICDL used the hybrid model to
predict associations between new lncRNA (or disease) and
diseases (or lncRNA). The experiment results showed that
LDICDL was competitive. Chen et al. [24] built a novel
prediction method for lncRNA-disease association based on
the lncRNA similarities, disease similarities and the support
vector machine (ILDMSF in short). The lncRNA similarities
and disease similarities were integrated into ILDMSF. And
the support vector machine was used to predict the poten-
tial lncRNA-disease associations. The experimental results
showed that ILDMSF was effective. Lan et al. [25] integrated
multiple biological data resources, and constructed a web
server for lncRNA-disease association prediction (LDAP in
short). LDAP used bagging SVM to predict lncRNA-disease
associations by integrating lncRNA similarity and disease

similarity. The test result showed that it was able to identify
known and potential new lncRNA-disease associations.

The second category (network-based method) is as fol-
lows. For instance, Chen et al. [26] proposed a method
of HGLDA by integrating with miRNA-disease associa-
tions and lncRNA-miRNA interactions. HGLDA used the
information of MiRNA (LFSCM) to complete the calcu-
lation of lncRNA functional similarity. However, HGLDA
was not be applied in the prediction without any known
miRNA interaction partners. Li et al. [27] built a new het-
erogeneous network to predict the potential lncRNA-disease
associations and proposed a new model called LRWHLDA.
LRWHLDA used an improved local random walk to
achieve high prediction precision. Meanwhile, it was
suitable for lacking known lncRNA-disease associations.
Wang et al. [28] constructed a data fusion strategy for
predicting lncRNA-disease associations and put forward a
prediction approach( named WMFLDA). WMFLDA used
different kinds of data(including genes, lncRNAs, and Dis-
ease Ontology terms). WMFLDA exhibited a lncRNA-
disease association matrix by the optimized matrices and
weights on the heterogeneous network. Chen et al. [29] came
up with IRWRLDA method, which improved the restart ran-
dom walk algorithm and performance. However, the limi-
tation of IRWRLDA was how to obtain integrated lncRNA
similarity based on lncRNA functional similarity and lncRNA
Gaussian interaction profile kernel similarity.

To sum up, deficiencies in the current research were as
follows. The existing methods can merely predict whether
lncRNA is associated with disease, in other words, it can only
tell us whether it is related or not, but is not able to specify
what aspects of the disease associated with lncRNA, such
as clinical stage, pathological stage, survival time, disease
status, family history of genetic diseases, etc. Obviously, they
ignore the clinical prognosis information of the disease, but
the predictive analysis of clinical prognostic information for
lncRNA-disease association has more practical significance
and value.

However, ourmethod correlated the pathological stage data
that was treated as a decision attribute, then a pathological
stage prediction algorithm for lncRNA-disease association
was built. So our method can not only predict the association
between lncRNA and disease, but also predict the association
between lncRNA and the pathological stage of disease, so as
to predict the pathological stage of disease. Furthermore,
two new methods (coordinates reverse rotation in circular,
harmonic importance ranking) were proposed for the predic-
tion model. Based on the above two methods, the concept of
cluster generating and core variable was proposed. Finally,
a pathological stage prediction model for lncRNA-disease
association based on principal component regression analysis
was constructed for the lncRNA-disease association predic-
tion. Our method was a prediction model for lncRNA-cancer
pathological stage, the input was polytomy variable that
was lncRNAs, the output was decision variable that was
pathological stage data. Experimental results showed
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that the proposed method achieved better prediction
results.

II. MATERIALS AND METHODS
A. lncRNA DATA
The lncRNA expression data of prostate cancer patients were
acquired from the lncRNAtor [30] database. The data was
obtained, including 44 normal samples (denoted by N =
{N1,N2, · · · ,N44}) and 176 prostate cancer samples (denoted
by S = {S1, S2, · · · , S176}). According to the differen-
tial expression p-value (P≤0.001) between normal samples
and prostate cancer samples for lncRNA transcripts, a total
of 480 lncRNA transcripts (lr) with greater significant differ-
ences were obtained. According to the minimum and max-
imum normalization method [31], lr was normalized to Lr .
This process is shown in (1). Further, lrmax was 0.002009,
lrmin was 0, Normax was 1, Normin was 0 and θ was 10000.

Lr = (
lr − lrmin

lrmax − lrmin
× (Normax − Normin)+ Normin)× θ

(1)

The 480 Lrs were arranged in ascending order according
to the differential expression P-value, denoted by Lr =
{Lr1,Lr2, · · · ,Lr480}.The 480 Lris in Lr had a significant
effect on prostate cancer. Lri at the top of the Lr showed a
far more significant effect. 176 prostate cancer samples S and
480 Lris constituted the lncRNA data matrixML required for
the study.

ML
=


Lr
′S1
1 Lr

′S1
2 · · · Lr

′S1
480

Lr
′S2
1 Lr

′S2
2 · · · Lr

′S2
480

...
...

...
...

Lr
′S176
1 Lr

′S176
2 · · · Lr

′S176
480


B. CLINICAL DATA
Download the clinical data associated with S from the
TCGA database (https://cancergenome.nih.gov). The aliquot
barcode for the clinical data associated with S is shown
in Table 1. Each cancer patient has a unique aliquot bar-
code. The clinical reference information for each Si included
sample barcode, sample type, clinical stage, pathological
stage, survival time, disease status and family history of
disease, etc. In this study, sample barcode associated withML

was screened and retained. Pathological stage data was also
screened and retained, which was used to predict lncRNA
that has a significant impact on the prognosis of cancer
patients combined with clinical data. The pathological stage
data of 176 Si s is shown in Table 2. PTNM standard
was used for pathological stage data. It can be seen from
Table 2 that there were 174 valid data (The categories are T2,
T3 and T4.) and 2 invalid data. The distribution standard
deviation of {T2∪T3} was 7, and the distribution standard
deviation of {T2∪T3∪T4} was 38.60915. So as to known,
the distribution of {T2∪T3} was more balanced, which was
conducive to classification learning. If the distribution was

TABLE 1. Aliquot barcode of clinical data (176).

TABLE 2. Distribution of PT .

not balanced, a class imbalance problem can arise. Finally,
170 pathological stage data in {T2∪T3} were selected as
available data (denoted by PT = {PT1,PT2, · · · ,PT170}).
The ML was projected on {T2∪T3} to correlate with the
available pathological stage data. Then we obtained the asso-
ciation matrix MLC of lncRNA data and clinical data. In this
paper, core variables for pathological stage (the variables
most closely related to the cancer pathological stage) will be
calculated inMLC , and a prediction model will be built based
on the core variables.

MLC
= π{T2∪T3}(M

L) FG PT

=


LrS11 LrS12 · · · LrS1480 PT1
LrS21 LrS22 · · · LrS2480 PT2
...

...
...

...
...

LrS1701 LrS1702 · · · LrS170480 PT170


C. CRRC METHOD
The method of coordinates reverse rotation in circu-
lar (CRRC in short) used to select core variables for
pathological stage is described as follows. The impor-
tance of 480 Lris in MLC ( denoted by Significance(Lri))
was calculated separately. The ranking of Significance(Lri)
was denoted by D − rank(Significance(Lri)). Accord-
ing to Significance(Lri), Lri was built into a circular
descending queue(Q= {Q1,Q2, · · · ,Q480}). According to
Significance(Lri), 480 Lriswere evenly clockwise distributed
on Q in descending order. The position of the element in
Q was D − rank(Significance(Lri)), and the corresponding
relation between Q and Lr was Qj=D−rank(Significance(Lri)) =
Lri. Moreover, 480 Lris are the global scope, the importance
of seed is calculated in 480 Lris. The subset of 480 Lris is the
local scope (But the subset must contain seed).
According to the quartile idea, Q in the coordinate sys-

tem xoy was divided into the first quartile area Quarxoy|01
(the superscript represented the coordinate system and the
rotation angle, and since the initial coordinate system was
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xoy, the rotation angle was 0), the second quartile area
Quarxoy|02 , the third quartile area Quarxoy|03 and the fourth
quartile area Quarxoy|04 . The circular queue Q intersected
the coordinate system xoy at four points Qintersetxoy that were
{Qxl=361,Qxr=121,Qyu=1(481), Qyd=241}. Qxl was the left
intersection point of the x axis, Qxr was the right intersection
point of the x axis, Qyu was the up intersection point of the
y axis, Qyd was the down intersection point of the y axis.
Since Qintersetxoy can only belong to one quartile area, and it
was the boundary of the quartile area. In order to ensure
the unique ownership between Qintersetxoy and the quartile area,
Qintersetxoy met the principle of left close-right open (it was also
applicable in other coordinate systems). In other words, if
Qintersetxoy was the upper bound of the quartile area, it was equal
relationship; if Qintersetxoy was the lower bound of the quartile
area, it was less relationship (in this case, the lower bound
was the previous node of Qintersetxoy ). As shown in Figure 1,
the first quartile area of Q in the coordinate system xoy was
Quarxoy|01 = {Qi, i ∈ [yu, xr)}, the second quartile area ofQ in
the coordinate system xoywasQuarxoy|02 = {Qi, i ∈ [xr, yd)},
the third quartile area of Q in the coordinate system xoy was
Quarxoy|03 = {Qi, i ∈ [yd, xl)}, and the fourth quartile area
of Q in the coordinate system xoy was Quarxoy|04 = {Qi, i ∈
[xl, yu)}. Take Quarxoy|04 for example, the upper bound of
Quarxoy|04 wasQxl (denoted by RQ0) and the lower bound was
the previous node ofQyu (that wasQyu−1, and denoted byQ0).
The nodes fell into four quartile areas of the coordinate
system xoy, and their importance decreased from Quarxoy|01
to Quarxoy|04 .

FIGURE 1. Schematic of CRRC method on the circular queue.

Definition 1 (Operation of Coordinates Reverse Rotation
in Circular, ϒsot←xoy(Q |θ )):

The original coordinate system of ϒsot←xoy(Q |θ ) was
xoy. By reverse rotation at θ ∈ [0, π], the coordinate
system of ϒsot←xoy(Q |θ ) became sot . In the original coor-
dinate system xoy, Quarxoy|04 was {RQ0, · · · ,Q0

},Q0 was
Q
Low(Quarxoy|04 )

,RQ0 was Q
Up(Quarxoy|04 )

, Low(Quarxoy|04 ) was

the subscript of the lower bound forQuarxoy|04 ,Up(Quarxoy|04 )
was the subscript of the upper bound for Quarxoy|04 .
In the coordinate system sot by reverse rotation at θ ,
the fourth quartile area was denoted by Quarsot|θ4 ,Quarsot|θ4
was {RQθ , · · · ,Qθ },Qθ was QLow(Quarsot|θ4 ),RQ

θ was

QUp(Quarsot|θ4 ),Low(Quar
sot|θ
4 ) was the subscript of the lower

bound for Quarsot|θ4 ,Up(Quarsot|θ4 ) was the subscript of the
upper bound forQuarsot|θ4 . The relation between the subscript
of the lower bound and the subscript of the upper bound
for a quartile area (Quari) is shown in (2). The relation
between Low(Quarxoy|04 ) and Low(Quarsot|θ4 ) is shown in (3).
N (Q) was the total number of nodes in Q.

Up(Quari) = Low(Quari)− N (Q)/4+ 1 (2)

Low(Quarsot|θ4 ) = Low(Quarxoy|04 )−
θ × N (Q)

2π
(3)

Definition 2 (Local Incentive Area, QL−incentivesot←xoy )
After ϒsot←xoy(Q |θ ) was implemented, the intersection

point between the negative direction of t axis in the coordinate
system sot andQwasQtl (that was, the left intersection point
of t axis in Qintersetsot ). If Qtl was located in the ith quartile
area (Quarxoy|0i ) in the coordinate system xoy, QL−incentivesot←xoy

was defined as
4⋃
j=i
Quarxoy|0j ,. The subscript of the upper

bound forQL−incentivesot←xoy wasUp(QL−incentivesot←xoy ), and the subscript
of the lower bound for QL−incentivesot←xoy was Low(QL−incentivesot←xoy ).
QL−incentivesot←xoy was related to local exploitation.
Definition 3 (Global Stability Area, QG−stabilitysot←xoy ): After

ϒsot←xoy(Q |θ ) was implemented, local incentive area was
generated as QL−incentivesot←xoy . By removing QL−incentivesot←xoy , the rest
of Q was global stability area in the coordinate system

xoy. Then QG−stabilitysot←xoy was defined as
i−1⋃
j=2

Quarxoy|0j (i − 1 ≥

j).When i − 1 was less than j, QG−stabilitysot←xoy was null. And

i in QG−stabilitysot←xoy =

i−1⋃
j=2

Quarxoy|0j was i in QL−incentivesot←xoy =

4⋃
j=i
Quarxoy|0j . QG−stabilitysot←xoy is related to global stability.

The current Quarxoy|01 was got in global scope. There will
be multicollinearity in global scope. To solve this problem,
we put Quarxoy|01 into local scope and constructed several
local scopes to test the stability of Q in Quarxoy|01 . Stability
here means thatQ inQuarxoy|01 ranked high both global scope
and local scope. Each local scope was named as a cluster.
And each local scope was a different cluster including the
same Quarxoy|01 . Because each cluster contained Quarxoy|01 ,
Quarxoy|01 was named as seed cluster(seed in short).
Definition 4 (Area Truncated by Angle): In the

circular area Q, o was the center of the circle, the area trun-
cated by acute angle(6 xoy) was defined as, and the node set
of satisfied the principle of left close-right open. For example,
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in Figure 1, the area truncated by 6 s1ox for Q was, the node
set was [Qα + 1,Qyu).
Definition 5 ( Activity Block Qactivitysot←xoy ): After

ϒsot←xoy(Q |θ ) was implemented for Q, activity block
Qactivitysot←xoy was generated in the local incentive area
QL−incentivesot←xoy .Qactivitysot←xoy was defined asQuar

sot|θ
4 ∩QL−incentivesot←xoy

(or ).
Definition 6 (Freeze BlockQfreeze

sot←xoy
): Afterϒsot←xoy(Q |θ )

was implemented forQ, freeze blockQfreezesot←xoy was generated
in the local incentive area QL−incentivesot←xoy . Qfreezesot←xoy was defined
as QL−incentivesot←xoy − Qactivitysot←xoy (or ∪).
Activity block and freeze block were generated in the local

incentive area (QL−incentivesot←xoy ) after operation of coordinates
reverse rotation in circular every time.

As shown in Figure 1, the blue coordinate system is xoy,
the red coordinate system is s1ot1, the green coordinate sys-
tem is s2ot2, and the yellow coordinate system is s3ot3.
It can be seen from Figure 1 as follows. After the coordi-

nate system xoy rotates inversely at α to the coordinate sys-
tem s1ot1 (in other words, ϒs1ot1←xoy(Q |α ) was performed),
the fourth quartile area of the coordinate system s1ot1 was
marked by a red dotted line (Quars1ot1|α4 = {RQα, · · · ,Qα}).
The intersection point between the negative direction of t1
axis in the coordinate system s1ot1 and Q was Qt1l , which
was in Quarxoy|03 . So local incentive area QL−incentives1ot1←xoy was
Quarxoy|03 ∪ Quarxoy|04 (including Up(QL−incentives1ot1←xoy ) = Qyd
and Low(QL−incentives1ot1←xoy ) = Qyu − 1), activity block Qactivity

s1ot1←xoy

was, freeze block Qfreeze
s1ot1←xoy

was ∪, global stability area

QG−stabilitys1ot1←xoy was Quarxoy|02 (including Up(QG−stabilitys1ot1←xoy ) = Qxr
and Low(QG−stabilitys1ot1←xoy ) = Qyd − 1).
After the coordinate system xoy rotates inversely at β to

the coordinate system s2ot2 (in other words,ϒs2ot2←xoy(Q |β )
was performed), the fourth quartile area of the coordinate sys-
tem s2ot2 was marked by a green dotted line (Quars2ot2|β4 =

{RQβ , · · · ,Qβ}). The intersection point between the neg-
ative direction of t2 axis in the coordinate system s2ot2
and Q was Qt2l , which was in Quarxoy|03 . So local incen-
tive area QL−incentives2ot2←xoy was Quarxoy|03 ∪ Quarxoy|04 (including
Up(QL−incentives2ot2←xoy ) = Qyd and Low(QL−incentives2ot2←xoy ) = Qyu −1),
activity block Qactivity

s2ot2←xoy
was, freeze block Qfreeze

s2ot2←xoy
was ∪,

global stability area QG−stabilitys2ot2←xoy was Quarxoy|02 (including
Up(QG−stabilitys2ot2←xoy ) = Qxr and Low(Q

G−stability
s2ot2←xoy ) = Qyd − 1).

After the coordinate system xoy rotates inversely at γ to
the coordinate system s3ot3 (in other words,ϒs3ot3←xoy(Q |γ )
was performed), the fourth quartile area of the coordinate sys-
tem s3ot3 was marked by a yellow dotted line (Quars3ot3|γ4 =

{RQγ , · · · ,Qγ }). The intersection point between the neg-
ative direction of t3 axis in the coordinate system s3ot3
and Q was Qt3l , which was in Quarxoy|02 . So local incen-
tive area QL−incentives3ot3←xoy was Quarxoy|02 ∪ Quarxoy|03 ∪ Quarxoy|04
(including Up(QL−incentives3ot3←xoy ) = Qxr and Low(Q

L−incentive
s3ot3←xoy ) =

Qyu − 1), activity block Qactivity
s3ot3←xoy

was, freeze block

Qfreeze
s3ot3←xoy

was ∪, global stability area QG−stabilitys3ot3←xoy was
null.

D. HARMONIC IMPORTANCE RANKING
The criteria of harmonic importance ranking (HIR in short)
on core variable selection for pathological stage is described
as follows.
Definition 7 (Importance Ranking Matrix of seed on n

Clusters, IRm):
IRm(cluster) was composed of the importance ranking of

Qi in seed on each n clusters of Q, and N (seed) was the total
number of seed . Further, the importance ranking of the same
seed is separately computed on different clusters. N clusters
ofQwere (cluster1, cluster2, · · · , clustern). The relationship
between clusteri and seed are constrained by (4).

IRm(cluster) =


Qcluster11 Qcluster21 · · · Qclustern1
Qcluster12 Qcluster22 · · · Qclustern2

...
...

...
...

Qcluster1N (seed) Q
cluster2
N (seed) · · · Q

clustern
N (seed)


clusteri ∩ seed = seed

clusteri − seed 6= ∅ (4)

Each row in IRm was n importance ranking values that
were produced by Qi on cluster . The importance ranking
of the ithQi on the jthclusterj was denoted by Q

clusterj
i . N

importance ranking values of Qi were denoted by Qi∼n =
n⋃
j=1

Q
clusterj
i . Qi ∼ n was the intermediate calculation pro-

cess which determined the final importance ranking of Qi.
The arithmetic means the value of Qi ∼ n was denoted

by AMV (Qi∼n)(that was 1
n

n∑
j=1

Q
clusterj
i ). The standard devi-

ation of Qi ∼ n was denoted by SD(Qi ∼ n) (that

was

√
1
n

n∑
j=1

(Q
clusterj
i − AMV (Qi))2). AMV (Qi ∼ n) and

SD(Qi ∼ n) were two statistic variables that had a big
impact on the final importance ranking of Qi. AMV (Qi ∼
n) reflected the general trend of importance ranking. The
higher the ranking of AMV (Qi ∼ n) was, the more important
Qi was. SD(Qi ∼ n) reflected the stability of importance
ranking. If the importance ranking deviation was larger for
each time, it indicated that the importance ranking had poor
stability and certain risk existed in the ranking. Furthermore,
the smaller the value of SD(Qi ∼ n) was, the better the
performance was. In other words, the smaller the dispersion
degree was, the better the performance was. To get a good
balance between AMV (Qi∼n) and SD(Qi ∼ n), the following
rules of harmonic importance ranking were defined.
Definition 8 (Harmonic Importance Ranking, HIR(Qi ∼

n, SD
AMV )): The definition of harmonic importance ranking on

Qi ∼ n is shown in (5). HIR(Qi ∼ n) was made up of three
parts. They were AMV (Qi ∼ n), SD(Qi ∼ n) and harmonic
index SD

AMV . The harmonic index SD
AMV referred to the weight

ratio of AMV (Qi ∼ n) and SD(Qi ∼ n) in the harmonic
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process.

HIR(Qi∼n,
SD
AMV

)=AMV (Qi ∼ n)×((SD(Qi∼n))
SD
AMV+1)

(5)

The harmonic importance ranking criteria of core variable
selection for pathological stage was to determine the final
importance ranking by the ranking of HIR(Qi ∼ n, SD

AMV ).
Definition 9 (Overflow Amplification, OVA):
OVA(Qclusterij ) was specific to Qclusterij in IRm. If it was

greater than N (seed), Qclusterij was judged to be in over-

flow state. This indicated that Qclusterij had poor stability.

So Qclusterij was magnified, which was eliminated in the
process of core variable selection for pathological stage.
Conversely, if it was less than or equal to N (seed), Qclusterij
did not change anything. Overflow amplification is shown
in (6). When Qclusterij was less than or equal to N (seed),

Qclusterij was unchanged. Conversely,Qclusterij was enlarged as

(Qclusterij − Qclusterij %(N (seed)+ 1))× N (Q)+ Qclusterij .

OVA(Qclusterij )

= (Qclusterij − Qclusterij %(N (seed)+ 1))× N (Q)+ Qclusterij

(6)

E. Cl GeA
Cluster generating algorithm (ClGeA in short) used CRRC
method to generate n clusters on Q. These n clusters were
the basis for calculating the harmonic importance ranking.
ClGeA executed the operation of coordinates reverse rotation
in circular for each time, it took the seed cluster (Quarxoy|01 )
as the original combining with the global stability area and
the activity block of local incentive area, and a new cluster
was generated. Because ClGeA correlated global stability
area and local incentive area on the basis of the seed cluster,
the cluster generated by ClGeA took into account both global
stability and local exploitation [32]–[34]. Besides, it also had
good diversity [35]–[37] among clusters.

Take θ = π
/
6 as an example in Figure 2. ClGeA was

used to divide Q into 6 clusters. In Figure 2 (a)-(f), the pur-
ple shaded area is local incentive area, the yellow shaded
area is global stability area, the green shaded area is seed
cluster, the red coordinate system is the rotated coordinate
system (surrounded by a red enclosing rectangle), and the
blue coordinate system is the initial coordinate system xoy.
In Figure 2(a), the coordinate system s1ot1 is derived from the
coordinate system xoy by rotation atπ

/
6. Thus the first cluster

was formed as cluster1 = {Q1, · · · ,Q240,Q321, · · · ,Q440}.
In Figure 2(b), the coordinate system s2ot2 is derived
from the coordinate system xoy by rotation at 2π/

6.
Thus the second cluster was formed as cluster2 =

{Q1, · · · ,Q240,Q281, · · · ,Q400}. In Figure 2(c), the coor-
dinate system s3ot3 is derived from the coordinate sys-
tem xoy by rotation at 3π/

6. Thus the third cluster was
formed as cluster3 = {Q1, · · · ,Q360}. In Figure 2(d),

the coordinate system s4ot4 is derived from the coordi-
nate system xoy by rotation at 4π/

6. Thus the fourth
cluster was formed as cluster4 = {Q1, · · · ,Q120,Q201,

· · · ,Q320}. In Figure 2(e), the coordinate system s5ot5
is derived from the coordinate system xoy by rotation
at 5π

/
6. Thus the fifth cluster was formed as cluster5 =

{Q1, · · · ,Q120,Q161, · · · ,Q280}. In Figure 2(f), the coordi-
nate system s6ot6 is derived from the coordinate system xoy
by rotation at 6π

/
6. Thus the sixth cluster was formed as

cluster6 = {Q1, · · · ,Q240}.

Algorithm 1 ClGeA(Q, θinit )

1: n =
⌈
π
θinit

⌉
;

2: seed = Quarxoy|01 ;
3: for i = 1 to n do
4: θ = θinit × i;
5: ϒsioti←xoy(Q |θ );
6: clusteri = seed ∪ QG−stabilitysioti←xoy ∪ Q

activity
sioti←xoy;

7: end for
8: for ∀clusteri in cluster do
9: if clusteri − seed 6= ∅ then

10: cluster =
n⋃
i=1

clusteri;

11: end if
12: end for
13: return cluster, seed ;

F. SA-CV-CPS
Selection algorithm of core variables for cancer pathological
stage (SA-CV-CPS in short) was divided into four sections.
Section 1(step 1-3) Call ClGeA to initialize cluster and

seed . The total number of nodes for seed was initialized,
the total number of clusters for cluster was initialized and
the core variable set of cancer pathological stage (Qcore) was
initialized.
Section 2(step 4-8) Calculate n cluster importance ranking

matrix (IRm) of seed .
Section 3(step 9-11) Calculate harmonic importance rank-

ing (HIR(Qi ∼ n, AMVSD )) of Qi ∼ n, which was used to
determine final importance ranking (rankfinal(Qi)) of Qi.
Section 4(step 12-16) Calculate Qcore according to

rankfinal(Qi) and break point of core variable selection
(cutcore). Top(rankfinal(Qi)) represented Qi with the highest
value of rankfinal(Qi) in seed . In addition, there might be
overlaps in the primary results (Q∗core). Qcore was obtained
by removing overlap operation (R− overlap(Q∗core)).
Finally, the core variable set of cancer pathological stage

(Qcore) was selected fromQ after SA-CV-CPS.Qcore selected
by SA-CV-CPS contained Qcorei (the number of Qcorei was
N (Qcore)) that were most closely related to the cancer patho-
logical stage, which will be applied to follow-up correla-
tion prediction studies. Moreover, Qcore was denoted by
{Qcore1 , · · · ,QcoreN (Qcore)}.
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FIGURE 2. The executing process of ClGeA.
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Algorithm 2 SA-CV-CPS(seed, cluster, SD
AMV , cut

core)

1: numberseed = N (seed);
2: n = N (cluster);
3: Qcore = ∅;
4: for i = 1 to numberseed do
5: for j = 1 to n do
6: IRm(cluster)← Q

clusterj
i × OVA(Q

clusterj
i );

7: end for
8: end for
9: for ∀Qi in seed do
10: rankfinal(Qi) = HIR(Qi ∼ n, SD

AMV );
11: end for
12: while (N (Q∗core) < numberseed × cutcore) do
13: Q∗core← Top(rankfinal(Qi)) in seed ;
14: seed ← seed − Top(rankfinal(Qi));
15: end while
16: Qcore = R− overlap(Q∗core);
17: return Qcore;

G. PSPA-LA-PCRA
Pathological stage prediction algorithm for lncRNA-disease
association based on principal component regression analysis
was named PSPA-LA-PCRA in short. PSPA-LA-PCRA was
divided into five sections.
Section 1 (step 1-4) Variable importance ranking algorithm

based on Random Forest was named VIRA-RF in short.
By calling VIRA-RF, the importance of Lri in MLC (that
was Significance(Lri)) was calculated, and Q was built
in descending order(that was Sort(LrMLCE)

significance(Lri)) of
importance.
Section 2(step 5) Cluster and seed were calculated by

calling Cl GeA.
Section 3(step 6) Core variable set of cancer patholog-

ical stage(Qcore) was calculated by calling SA-CV-CPS.
Besides, Q

clusterj
i was also calculated by calling VIRA-RF

in SA-CV-CPS.
Section 4(step 7-14) In step 7, πQcore (MLC ) was obtained

by projection operation ofMLC on Qcore, and thenMLC−core

was also obtained. In step 8-14, principal component
analysis was completed on MLC−core. In step 8, corre-
lation matrix of Qcore on MLC−core was got. In step
9, correlation matrix eigenvalue and principal compo-
nent load were computed, and then principal compo-
nent candidate set PCA was acquired. PCA was denoted
by {comp.1, · · · comp.k, · · · , comp.N (PCA). In step 10-14,
the principal component set (PCAfinal) was selected from
PCA according to the cumulative variance contribution rate.
The selection rule was less than or equal to the threshold of
cumulative variance contribution (cr ).
Section 5(step 15) In step15, the prediction model (PrMo)

was obtained by performing logistic regression on the princi-
pal component set (PCAfinal).
The flowchart of the whole process for PSPA-LA-PCRA is

shown in Figure 3.

Algorithm 3 PSPA-LA-PCRA(MLC , θ, SD
AMV , cut

core, cr )

1: for ∀Lri ∈ MLC do
2: Significance(Lri)← VIRA− RF(MLC );
3: end for
4: Q← Sort(LrMLCE)

significance(Lri))
5: (seed, cluster) = ClGeA(Q, θ);
6: Qcore = SA− CV − CPS

(speed, cluster, SD
AMV , cut

core);
7: MLC−core

= πQcore (MLC );
8: cor(MLC − core);
9: PCA = primecomp(MLC−core, cor = T );
10: summary(PCA);
11: for each comp.k in PCA do
10: if CuPr (comp.k) ≤ cr then
11: PCAfinal ← comp.k;
12: else
13: break;

end if
14: end for
15: PrMo = logistic− regression(PCAfinal);
16: return PrMo;

III. RESULTS AND DISUSSION
A. PARAMETER SETTING
The parameter setting of the algorithm is shown in Table 3.
It includes parameter θinit used in CRRC, harmonic index
SD
AMV used in computing HIR, break point of core selection
cutcore used in calculating core variable set for cancer patho-
logical stage (Qcore) and the threshold of cumulative variance
contribution (cr ) used in principal component analysis.

TABLE 3. Parameter setting.

B. PERFORMANCE EVALUATION OF HIR
The three categories of ranking values on Qi that were
involved in calculating HIR, which were the original ranking
Orig(Qi), the mean ranking AMV (Qi ∼ n) and the har-
monic ranking HIR(Qi ∼ n, SD

AMV ). Orig(Qi) was the rank-
ing value in the global scope, and reflected global stability.
AMV (Qi ∼ n) was the mean ranking among different clus-
ters, which reflected the local exploitation due to the local
characteristics of cluster. Because there were unstable fac-
tors among different clusters, HIR(Qi ∼ n, SD

AMV ) reflected
the stability among clusters. On the premise of ensuring
global stability, the algorithm in this paper took the local
exploitation of clusters and the stability among clusters into
full account. AMV (Qi ∼ n) was calculated by Orig(Qi)
among the different clusters. According to harmonic index,
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FIGURE 3. Flowchart of the whole process for PSPA-LA-PCRA.

HIR(Qi ∼ n, SD
AMV ) was calculated by AMV (Qi ∼ n).

HIR(Qi ∼ n, SD
AMV ) was the final ranking value. In order to

investigate the relationship among ranking values of the three
categories, the ranking values with large fluctuations were
selected for comparative analysis. The standard deviation
of the ranking values of the three categories was greater
than 15, and the comparison curve was drawn, as shown
in Figure 4. The overall trend of HIR(Qi ∼ n, SD

AMV ) was
between Orig(Qi) and AMV (Qi ∼ n), and closer to Orig(Qi).
Therefore, HIR(Qi∼n, SD

AMV ) considered global stability,
local exploitation and stability in a more comprehensive
way.

TABLE 4. The value of bound point.

C. PERFORMANCE EVALUATION OF CLUSTER
A total of 6 clusters(cluster1≤i≤6) was obtained by the
calculation of ClGeA, the distribution quality of these
6 clusters will affect the local exploitation of the algorithm.
Figure 5 shows the distribution of the boundary points for
Rov−cluster1≤i≤6 and seed . Rov−cluster1≤i≤6 in Figure 5 is
cluster without internal overlap and seed , the specific cal-
culation of which is in (7). At this point, clusternoti was a
set of the other clusters except for clusteri. Table 4 shows
the distribution of bound point in Rov − cluster1≤i≤6.
Figure 5 shows that the upper bound and the lower bound
of the cluster are more evenly distributed in the global scope.
Therefore, this is conducive to comprehensively complete the
local exploitation in the global scope.

Rov− clusteri = clusteri − seed − (clusteri ∩ ∀clusternoti )

(7)

D. PERFORMANCE EVALUATION OF SA-CV-CPS
28 LncRNAs that were most closely related to the pathologi-
cal stage of prostate cancer were calculated by SA-CV-CPS.
They constituted core variable set (Qcore) used for patholog-
ical stage prediction in Table 5. The calculation of Qcore was
realized according to HIR adjusted by OVA. Figure 6 shows
a comparison between used OVA and unused OVA. IRm with
usedOVAwas denoted by IRm−OVA. IRmwith unusedOVA
was denoted by IRm. If the number of Qi in Cluster1≤i≤6
that was greater than N (seed)− 10 from the data set was not
greater than N (seed) in AMV , this Qi will be selected. Next,
the number of the selected Qi was denoted by N (∗clusteri)
which showed in (8). Then the greater N (∗clusteri) was,
the poorer the stability performance was. As can be seen
from Figure 6, N (∗clusteri) of IRm− OVA was significantly
lower than IRm. In the experiment, if the threshold value was
changed from N (seed)−10 to N (seed), IRm−OVAwould be
all 0. All of these indicate thatOVA has improved the stability
of the algorithm.

N (∗clusteri)

=

AMV≤N (seed)∑
j=1

count(Qclusterij > N (seed)− 10) (8)
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FIGURE 4. Relationship of three ranking values.

FIGURE 5. Distribution of bound point in cluster.

FIGURE 6. Performance comparison of OVA.

E. PERFORMANCE EVALUATION OF PSPA-LA-PCRA
PSPA-LA-PCRA mainly performed principal component
analysis on Qcore containing 28 LncRNAs. The distribution
diagram on cumulative contribution rate of comp.i in the prin-
cipal component candidate set (PCA) was obtained (as shown
in Figure 7). The threshold of cumulative variance contribu-
tion (cr ) was set to 0.9. As shown in Figure 7, the cumulative
variance contribution rate of comp.20 reaches 0.9. Therefore,
Qcore obtained the principal component set (PCAfinal) through
principal component analysis, which contains 20 principal
components in total(denoted by {comp.1, · · · , comp.20}).

FIGURE 7. Cumulative Proportion of principal component.

The predictionmodelPrMo based onPCAfinal was the final
result of PSPA-LA-PCRA.

Three methods (REPTree [38], NaïveBayes [39] and
SMO [40])were selected to compare with PSPA-LA-PCRA
by 10-fold LOOCV(Leave-One-Out cross validation). The
comparison experiments were carried out from four aspects:
AUC, prediction rate, recall rate and F1-score. The compari-
son results of ROC curve andAUC are shown in Figure 8. The
mean AUC of the four methods was 0.727. Figure 8 shows
that the AUC of PSPA-LA-PCRA is the highest (0.822),
which is 9.5 percentage points higher than the mean AUC,
16.4 percentage points higher than REPTree, 12.7 percentage
points higher than NaïveBayes, 8.8 percentage points higher
than SMO.

FIGURE 8. ROC comparison curve.

Figure 9 provides the comparison results of precision rate,
recall rate and F1-score on the four methods. It can be seen
that the precision rate of PSPA-LA-PCRA is the highest
(0.811), which is 14.4 percentage points higher than REP-
Tree, 13 percentage points higher than NaïveBayes and 5.3
percentage points higher than SMO. Obviously, the recall rate
of PSPA-LA-PCRA is the highest (0.801), which is 8.4 per-
centage points higher than REPTree, 10.5 percentage points
higher than NaïveBayes and 16 percentage points higher than
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FIGURE 9. Comparison of prediction accuracy, recall rate and F1-score.

TABLE 5. The core variables Q core.

SMO. In conclusion, it can be seen that both the precision rate
and recall rate of PSPA-LA-PCRA achieved good results.

In order to further investigate the comprehensive situation
of precision rate and recall rate, the index of F1-score was
compared and analyzed. F1-score was the harmonic mean
of precision rate and recall rate. Obviously, the F1-score
of PSPA-LA-PCRA is the highest (0.806), which is
11.5 percentage points higher than REPTree, 11.8 percentage
points higher than NaïveBayes and 11.2 percentage points
higher than SMO.

These results indicate that the AUC, precision rate, recall
rate and F1-score for PSPA-LA-PCRA were all good. The
main reason why PSPA-LA-PCRA achieved good perfor-
mance on the AUC, prediction precision, recall rate and
F1-score was that global stability and local exploitation was
both considered. The core variable set of cancer pathological
stage in PSPA-LA-PCRA was initially obtained in global
scope, then was trained for its stability in local scope. Sev-
eral clusters were constructed to test the stability. In local
exploitation stage, data with global stability was inspected
by HIR. Eventually, the unstable
data was removed and the stable data was retained. Data

with better stability ranked high in both global scope and local
scope. In other words, PSPA-LA-PCRA considered global

stability and local exploitation in a more comprehensive way.
This was the key to the overall improvement of algorithm
performance.

IV. CONCLUSION AND DISCUSSION
In this manuscript, we correlated pathological stage data
to predict lncRNA-disease association, and constructed a
pathological stage prediction algorithm for lncRNA-disease
association based on principal component regression analysis
(PSPA-LA-PCRA). PSPA-LA-PCRAwas based on unknown
human lncRNA-disease associations. The core modules of
PSPA-LA-PCRA included CRRC method, HIR method,
ClGeA algorithm and SA-CV-CPS algorithm. For ClGeA,
a learning mode performed a CRRC operation every time,
a new cluster will be generated by taking the seed clus-
ter as the original, combining the global stability area and
the activity block of the local incentive area. SA-CV-CPS
selected the lncRNAs most closely associated with the can-
cer pathological stage for subsequent association prediction
studies. The lncRNAs most closely associated with the can-
cer pathological stage were called core variables. Then core
variables performed principal component analysis by PSPA-
LA-PCRA. Finally, a novel prediction model was obtained by
principal component logistic regression. Experimental results
showed that the proposed method in this manuscript has
good predictive result in these aspects of AUC, prediction
precision, recall rate and F1-score.
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