
Received January 14, 2021, accepted January 19, 2021, date of publication January 22, 2021, date of current version February 1, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3053594

A Novel Coverage Optimization Strategy for
Heterogeneous Wireless Sensor Networks
Based on Connectivity and Reliability
LI CAO 1,2, YINGGAO YUE 1,3, YONG CAI 2, AND YONG ZHANG 3
1Oujiang College, Wenzhou University, Wenzhou 325035, China
2School of Information Engineering, Southwest University of Science and Technology, Mianyang 621010, China
3Computer School, Hubei University of Arts and Science, Xiangyang 441053, China

Corresponding author: Yong Zhang (yzhangedu@yeah.net)

This work was supported in part by the Natural Science Foundation of Hubei Province under Grant 2020CFB304, in part by the Open Fund
of Distinctive Disciplines in Hubei University of Arts and Science under Grant XK2020047, in part by the Educational Science Planning
Issue of Hubei Province under Grant 2020GA057, in part by the Talent Introduction Project of Oujiang College of Wenzhou University,
in part by the Educational Science Planning Subject of Hubei Province under Grant 2020GA057, in part by the Xiangyang Soft Science
Research Project under Grant 2020rkx05, and in part by the Counterpart Service for the Construction of Xiangyang Science and
Technology Innovation China Innovative Pilot City.

ABSTRACT To overcome the problems of coverage blind areas and coverage redundancy when sensor
nodes are deployed randomly in heterogeneous wireless sensor networks (HWSNs). An optimal coverage
method for HWSNs based on an improved social spider optimization (SSO) algorithm is proposed, which
can reduce the energy consumption and improve the network coverage. First, a mathematical model of
HWSN coverage is established, which is a complex combinatorial optimization problem. To improve the
global convergence speed of the proposed algorithm, a chaotic initialization method is used to generate the
initial population. In addition, the SSO algorithm has a poor convergence speed and search ability, which
is enhanced by improving the neighborhood search, global search, and matching radius. In the iterative
optimization process, the optimal solution is ultimately obtained by simulating the movement law of the
spider colony, i.e., according to the cooperation, mutual attraction, and mating process of female and male
spiders. An improved SSO algorithm based on chaos, namely the CSSO algorithm, is proposed to apply to
the optimal deployment of sensory nodes in HWSNs. On this basis, the optimization goals are to improve
the network coverage and reduce network costs. The optimal deployment plan of nodes is searched via the
proposed CSSO algorithm, which effectively prevents coverage blind spots and coverage redundancy in the
network.

INDEX TERMS Wireless sensor network, coverage constraint optimization; probabilistic perception model,
monarch butterfly algorithm, coverage rate.

I. INTRODUCTION
Wireless sensor networks (WSNs) are composed of many
miniature wireless sensor nodes deployed in the monitor-
ing area, which form a multi-hop self-organizing network
system via wireless communication [1]. Their purpose is
to cooperatively perceive, collect, and process the informa-
tion of the sensing objects in the network coverage area.
WSNs are formed by the self-organization of miniature sen-
sor nodes, and are characterized by low cost, low power
consumption, sensing, data processing, storage, and wireless
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communication capabilities. Via the collaborative work
between nodes, a variety of real-time environmental monitor-
ing and sensing information is transmitted to the base station
for processing [2].

Heterogeneous wireless sensor networks (HWSNs) are an
advanced type of WSN. They are not only compatible with
various key techniques of homogeneous networks, but can
also use the heterogeneous characteristics of the sensor nodes
to improve the network performance. Therefore, combining
an optimal coverage algorithm with a heterogeneous network
environment can better meet the different needs of practical
applications [3]. The network coverage, energy consump-
tion, and network connectivity reliability are the core issues
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of WSNs, and they are closely related. The network coverage
determines the ability of HWSNs to monitor the physical
world, and reflects the perceived service quality that the
network can provide [4].

HWSNs are faced with problems such as limited energy,
poor node reliability, and complex deployment environ-
ments, which will greatly affect the data collection and
transmission of sensor nodes and limit the performance of
the network [5], [6]. Thus, it is necessary to introduce an effi-
cient coverage control algorithm to rationally use the limited
resources in the WSN, reduce the energy consumption of the
sensor nodes, and improve the lifetime and service quality
of the network. The network coverage is one of the research
hotspots of WSNs, and the coverage of the target area can be
maximized by optimizing the deployment location ofwireless
sensors, and by reliably sensing and monitoring the tracking
area.

A. PROBLEM STATEMENT AND MOTIVATE
In the traditional deployment strategy of heterogeneous wire-
less sensors, to ensure the reliability of HWSNs and the
accuracy of the monitoring data, heterogeneous sensor nodes
are often deployed in the target area at a higher density. Due to
the high density of heterogeneous sensor nodes, a point or an
area is often covered bymultiple sensors, and coverage redun-
dancy occurs. When these sensors detect an event, they all
begin to send data to the base station. These data contain a lot
of repeated information, and the limited energy of the sensors
will therefore be consumed by redundant data transmission.
Moreover, a too-dense node deployment will increase the
communication overhead of the network and reduce the per-
formance of HWSNs. Therefore, it is necessary to optimize
the topology of the network while ensuring network coverage
to minimize redundant coverage.

Coverage control is one of the basic problems of HWSNs,
and coverage quality can be used as one of its indicators to
measure the service quality of network monitoring functions.
The coverage problem of HWSNs reflects the ability of the
sensor network to perceive the physical world, and, to a
certain extent, determines the network service performance
and the network’s lifetime.

B. CONTRIBUTION
In this work, a new method of coverage optimization strategy
forWSNs based onmonarch butterfly algorithm optimized by
particle swarm optimization method is proposed. In compar-
ison with the current general selection approaches, the main
contributions of our work in this article can be summarized
as follows:

1. Characterize the issues of a coverage optimization
strategy for HWSNs, and establish a mathematical
model of coverage optimization strategy for HWSNs.

2. Present a novel coverage optimization strategy based
on monarch butterfly algorithm optimized by particle
swarm optimization method.

3. Provide extensive simulation results to demonstrate the
use and efficiency of the proposed coverage optimiza-
tion algorithm.

4. Evaluate the performance of the proposed algorithms
by comparing them with the coverage optimiza-
tion algorithms of the PSO, GWO and the basic
MBO algorithm.

The rest of the paper is organized as follows: Section 2 dis-
cusses the related work. Section 3 equationtes the prob-
lem of the coverage optimization strategy for the WSNs.
Section 4 describes the implementation steps of monarch
butterfly algorithm optimized by particle swarm optimiza-
tion and Section 5 presents the applied mathematical models
and optimization steps of the coverage optimization strategy
for WSNs. Section 6 provides the parameters and simula-
tion results that validate the performance of our algorithm.
Section 7 concludes the paper.

II. RELATED WORK
The heterogeneous characteristics of HWSNs are embodied
in three aspects, namely node heterogeneity, link hetero-
geneity, and network protocol heterogeneity [7]–[9]. Among
them, node heterogeneity also includes the heterogeneity of
perception capabilities, computing capabilities, communica-
tion capabilities, and energy, which have the greatest impacts
on coverage. There have previously been some studies on the
coverage of randomly deployed HWSNs, and determining
how to extend the life cycle of the network and improve
its connectivity and reliability while maintaining network
coverage have become key issues in the research of HWSNs.
Scholars both domestically and internationally have con-
ducted research on the coverage of WSNs. In [10], the author
proposed the improvised distributed energy-efficient clus-
tering (I-DEEC) algorithm by deploying network nodes in
two layers; the I-DEEC algorithm provides blanket cover-
age by extending the stability period via the reduction of
the ratios between the initial energy of different types of
nodes. In [11], the author reconstructed the hole model, and
proposed a multi-factor collaborative hole repair optimiza-
tion algorithm (FCH-ROA) for use between HWSN nodes.
The algorithm considers the distance between the virtual
repair node and the mobile node, the energy consumption
during the mobile repair process, and the confidence that
the node can be repaired. To improve the regional coverage
rate and network lifetime of HWSNs, a sensor node schedul-
ing algorithm for HWSNs was proposed by [12]; the pro-
posed algorithm was found to improve the network lifetime,
increase the number of living sensor nodes, and maintain the
average node energy consumption at a low level. In [13],
the author proposed a multi-objective deployment strategy
(MODS), which usesmulti-objective evolutionary algorithms
to achieve near-optimal solutions for WSN deployment prob-
lems. The non-dominated sorting multi-objective flower pol-
lination algorithm (NSMOFPA) was proposed in [14], and
was applied to WSN deployment with the goal of optimiz-
ing the coverage rate; the experimental results verified that
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the NSMOFPA exhibited a good optimization effect and
could provide a better solution for HWSNs.

The existing coverage algorithms are mainly focused on
expanding the coverage of the target area and prolonging
the lifetime of the network. By changing the routing of
the sensor nodes and the network topology, as well as by
introducing mobile sensors, the coverage holes in the target
area can be effectively reduced, and the network coverage
can be improved. Moreover, the sensors can be dispatched
and controlled, and the working time of the sensors can be
extended by adjusting their working mode. In areas with
dense nodes, some sensors are set to a sleep mode, and
sensor nodes are scheduled in a rotatingmanner to prolonging
the lifetime of the network. In the existing research, many
scholars have used swarm intelligence algorithms and mobile
sensors to solve the network coverage problem ofWSNs. The
use of swarm intelligence optimization algorithms can yield
suitable sensor deployment locations, which can effectively
solve the uneven distribution of nodes due to the random
deployment of sensors, alleviate the phenomena of network
coverage holes or network coverage redundancy, and improve
the service quality and lifetime of the network. The introduc-
tion of mobile wireless sensors into the WSN, and the use
of a scheduling algorithm to plan the movement of mobile
sensors, effectively solves the problem of traditional static
wireless sensor nodes being unable to update their loca-
tions after deployment to prevent network coverage holes.
Sangaiah et al. [15] proposed the bat algorithm (BA) to
select the optimum monitoring sensor node and resulted
path to reduce energy consumption, the proposed algo-
rithm reduced the power consumption of the network and
increased the lifetime of the network. Alia and Al-Ajouri [16]
proposed a harmony search (HS) based deployment algo-
rithm that can locate the optimal number of sensor
nodes as well as their optimal locations for maximizing
the network coverage and minimizing the network cost.
By using truncated octahedrons to stack the 3-D environment
seamlessly, the coverage enhancement and energy optimiza-
tion problems are transformed into a task-assignment prob-
lem of moving nodes to truncated octahedrons, and an
energy-efficient coverage enhancement strategy based on the
vampire bat optimizer (VBO) is proposed to solve the above
problem [17].

In [18], the author presented a node optimization cover-
age method under a link model in the passive monitoring
system of a three-dimensional WSN; the particle swarm
optimization (PSO) algorithm, which integrates the concept
of simulated annealing, was proposed, and the proposed
method was found to improve the network coverage, con-
verge quickly, and reduce the network energy consumption.
Massive sensor nodes are randomly deployed and remain
static after deployment, which will usually cause coverage
redundancy or coverage holes. To effectively deploy sen-
sors to cover a whole area, In [19], the author presented a
novel node deployment algorithm based on mobile sensors.
Hashim et al. [20] proposed an enhanced deployment

algorithm based on the artificial bee colony (ABC) algo-
rithm. The ABC-based deployment was found to be guar-
anteed to extend the lifetime by optimizing the network
parameters and constraining the total number of deployed
relays. To maximize the network coverage and minimize
the energy consumption to ultimately ensure the quality of
service, a WSN coverage optimization method based on
an improved artificial fish swarm algorithm was proposed
in [2‘]. Moreover, Wang et al. [22] proposed a WSN cover-
age optimization model based on an improved whale swarm
algorithm to monitor the field of interest and obtain valid
data; the concept of reverse learning was introduced into
the original whale swarm optimization algorithm to optimize
the initial distribution of the population, which was found to
enhance the node search capability and speed up the global
search.

The existing research on the coverage of WSNs has been
primarily based on homogeneous networks, i.e., the perfor-
mance of the nodes participating in the network is considered
the same in terms of the power supply, sensing radius, cost,
computing power, lifetime, and mobility. In actual applica-
tions, however, some heterogeneous nodes with unique per-
formance may be deployed for special ‘‘hot spots,’’ and their
parameter performance is better than that of ordinary nodes
in all aspects. In a WSN, the deployment of an appropriate
number of heterogeneous nodes can not only improve the
service quality of the entire WSN, but can also effectively
prolong the lifetime of the network. This article investi-
gates an improved social spider optimization (SSO) algorithm
based on chaos, namely the CSSO algorithm, that is applied to
the optimal deployment of sensor nodes in HWSNs. On this
basis, the optimization goal is to improve network coverage
and reduce network costs. The proposed algorithm is used
to search for the optimal deployment plan of sensor nodes,
and is found to effectively prevent coverage blind spots and
coverage redundancy in the network.

III. MATHEMATICAL MODEL
Assuming that the monitoring area is a limited two-
dimensional plane, an appropriate number of sensor nodes
is placed in the area to achieve the complete coverage of
the area. In practical applications, the complete coverage
of the monitoring area does not need to be achieved, and
the deployment of a large number of nodes will impose
unnecessary costs. Generally, only incomplete area coverage
and a limited coverage rate are required for a specific area.
Under the minimum cost, an appropriate number of nodes
is deployed to achieve the coverage control of the network.
Alternatively, under a certain cost mechanism, a limited num-
ber of nodes are deployed to achieve the optimal network
coverage. An HWSN refers to aWSNwith a small number of
heterogeneous nodes. The heterogeneous nodes investigated
in this article are different from ordinary nodes primarily in
terms of their perception radius and cost. For the deployment
of nodes in a two-dimensional monitoring area, the following
assumptions are made:
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1) The monitoring area of the sensor network is a two-
dimensional plane, i.e., all the sensor nodes are on this
plane;

2) Each node adopts a probabilistic perception model,
the coverage area is a circular area centered on the
node’s position, and the radius of the circle is its per-
ception radius r ;

3) The sensing radii of sensor nodes are heterogeneous,
i.e., sensor nodes have different sensing radii, and the
sensing model of the sensor nodes is binary;

4) A node in the sensor network is static, and is connected
to the sensor network.

In this research, the probability-aware model is used to
calculate the coverage rate of the network. Each sensor node
in the HWSN takes itself as the sensing coverage center, and
has a circular area with a fixed communication radius. There-
fore, it is difficult for all the sensor nodes to solve the total
coverage of the monitoring area via mathematical equations.
To simplify the coverage problem in WSNs, the area to be
monitored can be discretized intom×n pixels. Assuming that
x pixels are covered by WSN, the coverage can be expressed
as x / (m× n).

Suppose that the measurement radius r of each sensor node
in a WSN is the same as the communication radius rs, and
the coverage area of each sensor node is a circular area with
radius r . In this work, it is assumed that the measured area of
the sensor network is a two-dimensional plane M , which is
discretized into m×n pixels. There are N sensor nodes in the
WSNs. The set of sensor nodes in the measured area is G =
{g1, g2, . . . , gN}, and the position of the i-th sensor node gi
is (xi, yi). Assuming that the coordinates of the pixel H are
(xH , yH ), then the distance between the pixel and the sensor
node of gi is as follows.

d(gi,H ) =
√
(xH − xi)2 + (yH − yi)2 (1)

Using a two-dimensional perceptionmodel, the probability
of the sensor node gi sensing pixel H is:

p(gi,H ) =

{
1, d(gi,H ) ≤ r
0, d(gi,H ) > r

(2)

Assuming that any one sensor node can be sensed by
multiple sensor nodes at the same time, the joint probability
that the sensor node at pixel H is sensed by the node set G of
wireless sensor network is:

p(G,H ) = 1−
∏
gi∈G

[1− p(gi,H )] (3)

The coverage rate λ of all the sensor nodes to be detected
is:

λ =

∑
H∈m×n

p(G,H )

m× n
(4)

In addition, assuming that the network nodes work effi-
ciently θ is

θ =
S2
S1

(5)

In equation (5), the parameter S1 is the total number of
sensor nodes, and the parameter S2 is the number of effective
working sensor nodes.

Taking into account the energy balance of the network,
the definition of energy balance coefficient η is introduced,
specifically, the parameter Ei represents the remaining energy
of the node i, and the parameter k represents the number of
the active nodes.

η =
Max(Ei)−Min(Ei)

1
k

k∑
i=1

Ei

(6)

The parameter η reflects the equilibrium degree of the
network energy consumption. The larger the value, the more
uneven the energy consumption. On the contrary, the more
uniform the energy consumption.

Since the coverage of WSNs is optimized to integrate the
number of the working nodes, the coverage rate and the
energy balance, on the basis of making the network coverage
rate meet the actual application requirements, as many redun-
dant nodes as possible go to sleep state, thereby saving the
energy consumption. Therefore, the coverage optimization
objective mathematical model f of WSNs is

f = ω1 × λ+ ω2 × θ + ω3 × (1− η) (7)

In the equation (7), the parameters ω1, ω2 and ω3 are the
weight coefficients, ω1 + ω2 + ω3 = 1. Wherein, ω1 = 0.5,
ω2 = 0.25, ω3 = 0.25.
The optimization goal of the network coverage model of

HWSNs is the maximum value of the coverage function in
equation (7).

IV. CHAOTIC SOCIAL SPIDER OPTIMIZATION
ALGORITHM
A. SOCIAL SPIDER OPTIMIZATION ALGORITHM
The SSO algorithm is a novel biologically-inspired optimiza-
tion algorithm that simulates the collaborative behavior of
social spiders [23]. The search space is analogous to a spider
web, and two types of spiders, namely female and male, are
generated to search for individuals in the space according to
different search criteria, which effectively prevents individu-
als from gathering around the dominant group and falling into
the local optimum. New individuals are generated by infor-
mation exchange via marriage and mating behavior, and the
goal of finding the best individual is ultimately realized [24].
In the SSO algorithm, the total number of spiders is set, male
and female spiders are randomly allocated. According to the
iterative movement of the female spiders, the male spiders
move closer to the female spiders, or the middle individual of
the male spiders moves closer and searches for female spiders
within its range and match with one of them. The generation
of new spider individuals continues to iterate, thereby real-
izing the iteration of the entire spider group, and making the
group continuously move closer toward the optimal solution;
finally, the value of the optimal solution is obtained [25]. The
basic steps of the SSO algorithm are as follows.
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1) SPIDER POPULATION PARAMETER SETTING
Assuming the total number of spiders N , the number of
female spiders Nf and the number of male spiders Nm can
be calculated by equation (8).{

Nf = floor[(0.9− rand × 0.5)× N ]
Nm = N − Nf

(8)

In the equation (8), the parameter rand is a random number
between [0,1], and the parameter floor represents the integer
part.

2) POPULATION INITIALIZATION
Assuming that the solution space has D dimensions, the
spider population consists of male subpopulations
SM = {SM1, SM2, · · · , SMNm} and female subpopulations
SF = {SF1, SF2, · · · , SFNf }. Initialize all the spider posi-
tions in a random manner, as shown in equation (9):{

SMij = lbj + rand × (ubj − lbj)
SFij = lbj + rand × (ubj − lbj)

(9)

In equation (9), the parameter ubj and the parameter lbj
respectively represent the upper and lower bounds of the
solution space in the dimension j(j ∈ {1, 2, 3, · · · ,D}).
According to the positions of all spiders, we can calculate the
mating radius r .

r =

∑D
j=1 SP

max
j − SPmin

j

2D
(10)

In the equation (10), the parameter SP represents the entire
spider population, consisting of all the male and female
spiders SP = [SF, SM ], and the parameters SPmax

j and
SPmin

j represent the maximum and minimum values in the
j-th dimension of the spider population, respectively.

3) ITERATION OF INDIVIDUAL POSITIONS OF FEMALE
SPIDERS
Female spiders transmit information through vibrations, and
the SSO algorithm simulates vibrations to attract or repel
other individuals. In the minimum optimization problem,
the individual FS i weight value is ωi, and its vibration per-
ception ability Vibc,i of the individual FSc is calculated as
follows [26]:

ωi =
J (FSi)− worst(J )
best(J )− worst(J )

(11)

Vibc,i = ωie−d
2
ci (12)

In equation (11), the parameter J (FS i) represents the value
of the objective function of the spider FS i, the parameter
worst(J ) represents themaximum value of the objective func-
tion in the population, best(J ) represents the minimum value
of the objective function in the population, and the parameter
dci represents the distance between the FS i and FSc of the
individual spider [27].

The female spider individual iteration is carried out by
equation (13).

SFT+1i =


SFTi +αVibc,i(SPc−SF

T
i )+βVibc,i(SFb−SF

T
i )

+δ(rand − 0.5), rand ≤ PF
SFTi −αVibc,i(SPc−SF

T
i )−βVibc,i(SFb − SF

T
i )

+δ(rand − 0.5), else
(13)

In equation (13), the parameters α, β, δ and rand are ran-
dom numbers between [0, 1], and the parameter T represents
the number of iterations. The parameter SPc is the spider
individual closest to the individual SF i and higher than its
weight. The parameter SFb is the highest weighted individual
in the female subpopulation.

4) ITERATION OF INDIVIDUAL POSITIONS OF THE MALE
SPIDERS
There are two types of spiders in male subpopulations, one is
themale-dominated population, and the other is themale non-
dominated population. Among them, the dominant spider has
the ability to attract female spiders close to it, while the non-
dominant male spider tends to approach the center of the
dominant spider. The behavior of two types of male spiders
is simulated by equation (14).

SMT+1
i =


SMT

i + γ (

∑Nm
k=1 SM

T
k × ωk∑Nm

k=1 ωk
), ωk ≤ ωmid

SMT
i + γVibfi(SFf − SM

T
i )+ δ(rand − 0.5),

else
(14)

In equation (14), the parameter SF f represents the female
spider closest to SM i, the parameters γ and δ are random
numbers between [0, 1], and the parameter ωmid represents
the median weight of the male spider population [28].

5) MARRIAGE BEHAVIOR
After all the individual iterations are completed, the male-
dominant individual will engage in mating behavior. All
female spiders within the mating radius r of the male-
dominant individual distribute the mating probability Pm
according to the weight ω, as shown in equation (15):

Pm =
ωFSi∑
ω

(15)

According to Eq. (15), the probability of all female individ-
uals mating is obtained, and the mating objects are selected
according to the probability in each dimension in the manner
of roulette. The value of the new individual in this dimension
is the value of the selected female spider in this dimension.
After obtaining the new individual, its fitness value is calcu-
lated; if it is better than the fitness value of the parent, the infe-
rior individual is replaced. Finally, it is judged whether the
iteration termination condition is reached. If the condition
is met, the optimal individual is output; otherwise, the next
iteration is entered [29].
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B. CHAOTIC SOCIAL SPIDER OPTIMIZATION ALGORITHM
The standard SSO algorithm has a slower convergence speed
and can easily fall into a local optimum, primarily due to
the complexity of the calculation process; for each new indi-
vidual, learning from the neighborhood optimal solution and
learning from the global optimal solution must both be com-
pleted. In the initial stage, the individual spiders are relatively
scattered, and the value of the neighborhood search is not
exceptional; thus, the global search capabilities should be
emphasized. In the later stage, the global search capability
should be gradually reduced. Regarding the mating behavior,
the radius r should be kept unchanged in the early stage
of mating, while the mating behavior of individual spiders
should be expanded. In the later stage, the search radius r
should be reduced to search for individual spiders in a small
area to avoid repetition. To improve the global convergence
speed of the SSO algorithm, the initial population is gen-
erated by the chaotic initialization method. In addition, the
SSO algorithm has a poor convergence speed and search
ability. By improving the neighborhood search, global search,
and matching radius, a better convergence speed and search
ability can be achieved. In the iterative optimization of the
algorithm, the optimal solution is ultimately obtained by
simulating the movement of the spider colony, i.e., according
to the cooperation, mutual attraction, and mating process of
female andmale spiders. Themaximum value of the objective
function of WSNs coverage optimization is solved, and the
convergence of the improved SSO algorithm is accelerated.
In the subsequent search process, the diversity of the popula-
tion will be increased, the coverage rate of the HWSNwill be
improved, and the distribution position of all the sensor nodes
in the area to be tested will be determined after optimized
deployment.

1) POPULATION INITIALIZATION METHOD BASED
ON CHAOS
Chaos has the characteristics of randomness, ergodicity and
regularity, and has been widely used in swarm intelligence
optimization algorithms such as particle swarm algorithm,
evolutionary algorithm and artificial bee colony algorithm to
improve the search efficiency of the algorithm. In order to
make the initial population individuals use the information of
the solution space as much as possible, this article uses Skew
Tent mapping to generate chaotic sequences for population
initialization. The mathematical model is{

xk+1 = xk/ϕ 0 < xk < ϕ

xk+1 = (1− xk )/(1− ϕ), ϕ < xk < 1
(16)

When the parameter ϕ ∈ (0, 1) and the parameter x ∈
[0, 1], the parameters in equation (16) are in a chaotic state.

2) IMPROVED NEIGHBORHOOD SEARCH
When appropriate, the hybrid algorithm incorporating the
neighborhood search operator can improve the local search
ability, so as not to fall into the local optimum and improve
the search accuracy. The steps are as follows.

At the beginning, when the spider individual i is in the
optimal position for successive iterations and there is no
change, perform learning from the optimal solution in the
neighborhood, let the spider individual i search in the neigh-
borhood, prevent falling into the local optimal, and improve
the search ability of the spider individual.

The judgment condition is

J (FSi+1) = J (FSi) (17)

In equation (17), the parameter J (FS i) is the fitness value
of the spider individual i.

3) GLOBAL SEARCH IMPROVEMENTS
In the initial stage of the search, the global search should be
the main focus, and in the later stage of the search, the global
search should be gradually reduced. Introduce the global
search factor σ .

σ = σmin + (σmax − σmin)

√
Tmax − T
Tmax

(18)

In equation (18), the parameter σmax is the maximum
parameter factor, the parameter σmin is the minimum param-
eter factor, the parameter T is the number of iterations,
and Tmax is the maximum number of iterations. Generally,
σmax = 0.9 and σmin = 0.4.

4) IMPROVED MATCH RADIUS Rr

For the initial stage of the search, the distance between female
individuals is relatively large, and the radius Rr should be
maintained to promote marriage between individuals and
replace the worst individual. In the later stage of mating,
female individuals are more concentrated, so the mating
radius r should be reduced and some poor individuals should
be eliminated.

Rr = Rr × (1− a× eb(1−
T

Tmax
))× rand (19)

In equation (19), the parameter a is 1.1, the parameter b is
0.9, the parameter T is the number of iterations, and Tmax is
the maximum number of iterations. The parameter rand is a
random number between (0, 1).

The flow chart of sensor coverage optimization of hetero-
geneous wireless sensor network based on CSSO algorithm
is shown in Figure 1.

V. APPLICATION OF IMPROVED SOCIAL SPIDER
ALGORITHM IN COVERAGE OPTIMIZATION
OF HWSNS
The improved SSO algorithm is used to solve the problem
of sensor node deployment optimization in HWSNs. First,
the HWSN system is initialized and the SSO algorithm is
initialized. After calculating and evaluating the network cov-
erage, the location and speed of each individual spider are
updated according to the coverage. The best individual of
the spiders is screened out, and the information of each
individual spider, including the location and coverage of the
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FIGURE 1. Flow chart of the proposed CSSO algorithm.

solution space, is updated via the group’s learning of the best
individual. To improve the global convergence speed of the
SSO algorithm, the initial population is generated by the
chaotic initialization method. The improved social spider
algorithm is characterized by accelerated convergence and
the increase of the diversity of the population in the subse-
quent search process, and improves the coverage of HWSNs.
An optimal coverage strategy for HWSNs based on the SSO
algorithm with chaotic optimization (CSSO) is proposed in
this article. The maximum value of the objective function
of the WSN coverage optimization is solved, the optimized
coverage rate is output, and the distribution position of all
sensor nodes in the area to be tested is determined after
optimal deployment.

The specific experimental steps are as follows:
1) The coverage model parameters of the HWSNs sensor

nodes are set, the initial sensor node position is generated, and
the corresponding network coverage rate is calculated accord-
ing to the objective function. For initialization, the overall
initial spider population N , the number of iterations Tmax ,
and the numbers of female and male spiders, namely Nf and
Nm, respectively, are set. The probability factor is PF, and the
number of subgroup divisions is Emax ;
2) Fitness calculation. Each individual spider is evaluated

based on the location of the spider. The individual optimal
coverage rate Pbest and the group optimal coverage rate Pg
are initialized for each individual spider;

3) Individuals in the female and male spider subgroups are
arranged in descending order of fitness, and are divided into
multiple groups;

4) The renewal method of female spiders. The female spi-
ders mainly use vibration to attract or repel other individuals;

5) The renewal method of male spiders. Male individuals
are arranged in descending order of the weight value;

6) The leader and non-leader individuals in the population
are updated. Simultaneously, the male individuals who meet
the mating conditions in the male population are updated,
as are the leader individuals in the population;

7) The average best position of the population is calcu-
lated, the position of each spider operator is updated, and the
coverage rate of the WSN after the update of the individual
position of each spider is calculated according to the objective
function f ;
8) The coverage rate of each individual spider after the

position is updated is compared with the coverage rate corre-
sponding to the individual optimal value Pbest , if the former
is larger, Pbest is updated;
9) A retrospective iterative update is performed, the spider

population and optimal coverage are updated, and the optimal
solution is output;

10) If the loop does not reach the preset maximum number
of iterations, the process returns to step 2; otherwise, the
algorithm ends, and the optimal solution is output.

Table 1 presents the pseudo-code of the implementation
steps of coverage optimization for HWSNs based on the
CSSO algorithm.

The coverage problem of HWSNs based on the improved
social spider algorithm was optimized to improve the opti-
mization efficiency and accuracy of the algorithm. The pro-
posed CSSO algorithm was then simulated and verified by
unimodal functions, multimodal functions, and network cov-
erage experiments to prove the effectiveness and correctness
of the improved algorithm. The proposed CSSO algorithm
can reasonably allocate the resources of the entire WSN,
reduce node redundancy, increase coverage, improve the
monitoring quality and service quality of the network, reduce
the energy consumption, and prolong the lifetime of the
network.

VI. COMPARISON AND ANALYSIS OF ALGORITHM
SIMULATION
A. SIMULATION ENVIRONMENT SETTINGS
To reflect the superior performance of the proposed CSSO
algorithm, accurately test and improve the performance of the
SSO algorithm, and ensure the fairness of the compared algo-
rithm conditions, consistent parameters were set when simu-
lating various algorithms. The proposed CSSO algorithmwas
compared with the PSO algorithm, monarch butterfly opti-
mization (MBO), and basic social spider optimization (SSO)
algorithms, and its performance was tested with unimodal
and multimodal functions. Numerous experiments on the
coverage performance of HWSNs were conducted to verify
the superior performance of the proposed CSSO algorithm.
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TABLE 1. Implementation steps of HWSNs coverage optimization based
on CSSO algorithm.

Regarding the simulation parameters for the investigation of
the coverage of HWSNs, each algorithm was run 50 times to
obtain an average value to reflect its coverage performance.
It was assumed that 50 sensor nodes were randomly deployed
in a monitoring area of 100 × 100 m2 in size, and that the
initial energy of the sensor node was 1 J. The heterogeneity
of HWSNs considered in this article is mainly reflected in
the sensing range of nodes. The sensing radius of each sensor
node was set as a random number within the interval [5,15].
In the simulation environment set in this article, Es is the

sensing energy consumption of the sensor node, EN−R is
the energy consumption of the received data, received data
energy consumption, EN−T is the energy consumption of the
transmitted data, Fa is the average transmission delay, and
Rgad is the average delivery rate. εs = 60 × 10−9J/bit, εr =
135 × 10−9J/bit,, ξmp is a multipath transmission parameter,
ξmp = 0.0013 × 10−12J/bit/m4, ξfs is the ordinary space
transmission parameter, ξfs = 10 × 10−12J/bit/m2. Eelect =
45×10−9J/bit, the parameter l is the length of the transmitted
packet data, l = 4000bit, the initial energy of the normal
sensor node is 1J. The initial energy of the heterogeneous
sensor node is 5J. The sensing range of common sensor node
is 10m, and that of the heterogeneous sensor node is 15m.
To compare and analyze the performance of the algorithms,
consistent simulation conditions were used to randomly gen-
erate the initial location of the sensor node in the monitored
area. The running environment of the experiment was an Intel
Core TM i7-8700 3.2 GHz CPU with a 16 GB memory, Win-
dows 10 operating system, andMATLAB R2017a simulation
software.

The parameters of the PSO algorithm were set as follows:
the learning factors were C1 = 2 and C2 = 2, the inertia
weight factors were ω1 = 0.9 and ω2 = 0.4, the number of
particles in the population of NP was 50, and the maximum
number of iterations Tmax was set as 50. The parameters
of the MBO algorithm were set as follows: the maximum
step size Smax was 1.0, the butterfly adjustment rate BAR
was 5/12, the migration period per was 1.2, the migration
ratio p was 5/12, the butterfly population of Nm was 50, and
the maximum number of iterations Tmax was 50. Therefore,
the numbers of monarch butterfly individuals in Land 1 and
Land 2 were 21 and 29, respectively. The parameter settings
of the CSSO algorithm were set as follows: the number of
spider populations NC was 50, the maximum number of
iterations Tmax was 50, and the probability factor PFwas 0.5.
The global search factor is σ , the parameter σmax is the
maximum parameter factor, the value of which was 0.9, and
the parameter σmin is the minimum parameter factor, the
value of which was 0.1. The parameter settings of the whale
optimization algorithm (WOA) were set in [22].

B. FUNCTION OBJECTIVE OPTIMIZATION
To verify that the improved CSSO algorithm exhibits better
performance in terms of convergence and optimization speed,
comparative experiments were conducted based on 10 test
functions, as detailed in Table 2. For the selected 10 function
optimization problems, if the algorithm was run for the maxi-
mum number of iterations, the algorithmwas terminated. The
three algorithms were independently employed to conduct
200 experiments for each optimization problem to avoid the
influence of randomness on the experimental results, and
the average of the 200 running results was recorded as the
final value. Table 3 shows the experimental results of the
four algorithms CSSO, SSO, PSO, and MBO after running
200 times independently on the multiple test functions.
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TABLE 2. The basic information of the test function.

TABLE 3. The function test results.

Table 3 lists the optimal values, average values, and stan-
dard deviations of the CSSO, SSO, PSO, and MBO algo-
rithms after independently being run 200 times. For a selected
test function, the CSSO algorithm exhibited the strongest
optimization performance, which was significantly better
than those of the MBO, PSO, and SSO algorithms. For
functions F1, F2, F3, F5, F7, F9, and F10, the optimal and
average values of the CSSO algorithm were the best, the

SSO exhibited the second-best performance, the PSO algo-
rithm exhibited poor performance, and the MBO algorithm
exhibited the worst performance. For function F6, the accu-
racy of the CSSO algorithm was improved by 2 as compared
to the basic SSO algorithm, and the overall stability of the
algorithm was better. For functions F4 and F8, the optimal
values of the CSSO algorithm and the MBO algorithm were
close to 0. However, in terms of stability, the optimization
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FIGURE 2. Comparison of convergence curves for function optimization.

performance of CSSO was far better than those of MBO and
SSO, while the optimization effect of PSO was relatively
poor. It is evident that the performance of the improved algo-
rithm displayed obvious competitive advantages. To visually
demonstrate the optimization performance of the CSSO algo-
rithm, the convergence iteration curves of 10 benchmark test
functions are presented in Figure 2.

From the 10 test function optimization convergence curves,
it is evident that the improved CSSO algorithm was better
than the PSO, MBO, and basic SSO algorithms in terms
of the convergence speed. Functions F1, F3, F4, F5, F6,
F7, and F8 are unimodal functions, which can more easily
reach the optimal value; thus, they are often used to test
the convergence ability of algorithms. From the function

convergence curves, it can intuitively be seen that the
improved CSSO algorithm achieved higher convergence
accuracy and overcame the problem of low accuracy in the
basic SSO algorithm. Moreover, there were multiple inflec-
tion points in the iterative process, which proves that the
improved algorithm easily jumped out of the local optimum
and converged to the optimum value at a faster speed. Com-
pared with the basic SSO algorithm, the improved CSSO
algorithm displayed improved optimization accuracy. For the
multimodal functions F9 and F10, the improved CSSO algo-
rithm had a faster convergence rate than the PSO, MBO, and
basic SSO algorithms, and the optimal solution found was
the best, as was the performance. In conclusion, it can be
seen from the convergence graph that the convergence of the
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FIGURE 3. Coverage effect of PSO.

CSSO algorithm was better than those of the PSO, MBO, and
basic SSO algorithms.

C. SIMULATION COMPARISON AND ANALYSIS
1) COMPARISON OF THE ALGORITHM COVERAGE EFFECTS
To verify the coverage effect of the proposed CSSO algo-
rithm, the optimal simulated coverage results of the PSO,
MBO, basic SSO, and proposed CSSO algorithms at different
iteration times are respectively shown in Figures 3-6. In the
simulation diagrams, a square is used to indicate the area
of 100 × 100 m2 to be detected by the HWSN, the symbol
‘‘�’’ is used to indicate the location of a single heterogeneous
sensor node, and a circle is used to indicate the range in

the monitoring area that the heterogeneous sensor node can
cover. The perception radius of each heterogeneous sensor
node was set as a random number within the interval [5,15].

As can be seen from Figures 3-6, as the number of iter-
ations increased, the coverage of the HWSNs of the four
algorithms all increased. After 1000 iterations, the coverage
of the HWSNs of the PSO algorithm was poor, that of the
MBO algorithm was average, that of the SSO algorithm was
better, and that of the CSSO algorithm was the best. After
100 iterations, the network coverage effects of the four algo-
rithms had overlapping areas. However, after 1000 iterations,
the proposed CSSO algorithm had the least overlapping
areas of the coverage of different nodes, whereas the
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FIGURE 4. Coverage effect of MBO.

PSO algorithm had the most. The coverage area of the nodes
of the MBO algorithm was more overlapped, while that of
the nodes of the SSO algorithm was less overlapped. The
proposed CSSO algorithm therefore improved the coverage
effect of the nodes, while also improving the working effi-
ciency of the nodes and reducing the cost of the network.

2) COMPARISON OF NETWORK COVERAGE UNDER
DIFFERENT NUMBER OF NODES
To increase the experimental effect, the coverage effect of
the network was increased under different numbers of nodes.
Figures 8-10 respectively present the network coverage
effects of 30, 40, and 50 sensor nodes in the case of 1000
iterations. In addition, the coverage rates of networks with
30, 40, and 50 nodes were compared, as shown in Figure 11.

As can be seen from Figures 8-10, as the number of itera-
tions increased, the network coverage of the four algorithms
gradually increased. The network coverage rates of the four
algorithms after 100 iterations are provided as a reference.
The network coverage rate of 30 nodes was greater than 0.65,
that of 40 nodes was greater than 0.68, and that of 50 nodes
was greater than 0.72. After 1000 iterations were completed,
the network coverage of 30 nodes was greater than 0.85, that
of 40 nodes was greater than 0.58, and that of 50 nodes was
greater than 0.92. In addition, it can be seen fromFigures 8-11
that regardless of whether the number of nodes was 30, 40,
or 50, the network coverage of the MBO algorithm was the
lowest, that of the PSO algorithm was the second-lowest,
that of the SSO algorithm was high, and that of the pro-
posed CSSO algorithm was the highest. The proposed CSSO
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FIGURE 5. Coverage effect of WOA.

algorithm improved the coverage effect of the nodes, while
also improving theworking efficiency of the nodes and reduc-
ing the cost of the network. Taking the number of sensor
nodes shown in Figure 11 as an example, the network cov-
erage rate of the MBO algorithm was 87.8%, that of the PSO
algorithm was 89.1%, that of the SSO algorithm was 92.9%,
and that of the proposed CSSO algorithm was 93.9%. The
main reason why the CSSO algorithm proposed in this article
is superior to the other three algorithms is that the CSSO algo-
rithm proposed in this article has a faster speed of finding the
optimal solution, jumping out of the local optimal solution,
and finding the optimal solution better than the other three
algorithms with higher accuracy.

3) COMPARISON OF NETWORK CONNECTIVITY
For HWSNs, continuous motion discretization is generally
used to calculate the connectivity of the network, i.e., the

network structure remains unchanged in a short period of
time. For a network at a certain moment, the calculation of the
connectivity rate of an HWSN is generally determined by the
traversal method of the sensor nodes. Assuming that a sensor
node is used as a reference, the nodes connected from its one-
hop, two-hop, and three-hop steps are sequentially searched
until the number of nodes connected with the initial sensor
node no longer increases. Themathematical calculation equa-
tion of the connection rate Ncon is as follows.

Ncon =
Nl
n

(20)

The parameter Nl is the number of adjacent nodes within
the communication range of the node, and the parameter n is
the total number of nodes in the entire sensor network. The
comparison of the network connectivity of the four network
coverage methods is presented in Figure 12.
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FIGURE 6. Coverage effect of SSO.

It can be seen from Figure 12 that as the number of sim-
ulation iterations increased, the network connectivity of the
four algorithms gradually decreased. The MBO algorithm
exhibited the lowest network connectivity rate; its decline
was large, and the average value was 0.41. The network con-
nectivity rate of the PSO algorithm was the second-lowest;
it also had a large decline, and the average value was 0.47.
The network connectivity rate of the SSO algorithm was
relatively high; its decline was low, and the average value
was 0.65. Finally, the proposed CSSO algorithm achieved
the highest network connectivity performance and the lowest
decline, and the average valuewas 0.78. Overall, the proposed
CSSO algorithm achieved the best network connectivity
performance.

4) COMPARISON OF NETWORK RELIABILITY
The reliability of the network is one of the important indica-
tors of the coverage performance of HWSNs. The network

reliability Rnet is composed of the network connectivity
reliability Q1, network connectivity rate Q2, and network
capacity Q3. The mathematical equation is as follows [30].

Rnet = 0.17Q1 + 0.5Q2 + 0.33Q3 (21)

The network connectivity reliability Q1 refers to the reli-
ability of end-to-end node interconnection. Generally, the
reliability matrix is calculated based on the distance between
the sensor nodes of an HWSN. Then, the average node con-
nectivity reliability value after 100 rounds is determined by
referring to the obtained reliability matrix and random edge
reliability matrix samples, and according to a Monte Carlo
analysis. The parameter Q2 is the connectivity rate of the
network. The network capacity Q3 is the network survival
probability, which is generally considered the ratio of the cur-
rent network node survival nodes to the total number of nodes
in the network. The comparison of the network reliability of
the four algorithms is presented in Figure 13.

VOLUME 9, 2021 18437



L. Cao et al.: Novel Coverage Optimization Strategy for HWSNs Based on Connectivity and Reliability

FIGURE 7. Coverage effect of CSSO under different number of nodes.

It can be seen from Figure 13 that with the increase in
the number of iterations, the network reliability of the four
algorithms gradually decreased. The network reliability of
the MBO algorithm had the largest decline, and the average
value was 0.52. The network reliability of the PSO algorithm
had a large decline, and the average value was 0.63. The
network reliability of the SSO algorithm presented a slow
decline in the first 60 rounds, and a larger decline after
60 rounds; this is mainly because the energy consumption
of the network was greater after 60 iterations. Moreover,
the average reliability of the network was 0.66. The network
reliability of the proposed CSSO algorithm exhibited the
lowest decline, and the network achieved the highest average
reliability of 0.82. It is therefore evident that the proposed
CSSO algorithm exhibited the highest network reliability.
The reason why the CSSO algorithm proposed in this article

has better network connectivity and reliability performance
than the other three algorithms is that the CSSO proposed
in this article has higher algorithm optimization accuracy in
the process of network connectivity and reliability optimiza-
tion. In the optimal coverage optimization problem of node
deployment, as the number of simulation polling increases,
the comprehensive consideration of network coverage, work
efficiency and load balance of our proposed algorithm is
stronger than the performance of the other three algorithms.

5) COMPARISON OF THE THREE-DIMENSIONAL NETWORK
ENERGY CONSUMPTION OF THE FOUR ALGORITHMS
The problem of network energy consumption has always
been a popular topic and concern of HWSN research, and
also restricts the research progress of network coverage.
By reasonably deploying nodes in the network, coupled with

18438 VOLUME 9, 2021



L. Cao et al.: Novel Coverage Optimization Strategy for HWSNs Based on Connectivity and Reliability

FIGURE 8. Coverage effect of 30 nodes.

FIGURE 9. Coverage effect of 40 nodes.

FIGURE 10. Coverage effect of 50 nodes.

node sleep/wakeup control, power control, etc., the network
energy utilization rate can be maximized, and the realization

FIGURE 11. Comparison of coverage.

FIGURE 12. Comparison of network connectivity.

FIGURE 13. Comparison of network reliability.

of energy balance can contribute to the achievement of the
optimal coverage performance of the network. The comp-
arison of the three-dimensional network energy consumption
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FIGURE 14. Comparison of the energy consumption of the four algorithms.

of the PSO, MBO, SSO, and CSSO algorithms is presented
in Figure 14.

It can be seen from Figure 14 that under the same num-
ber of sensor nodes and communication radius, the energy
consumption of the four algorithms was relatively low.
As the number of nodes and communication radius increased,
the energy consumption of the networks gradually increased.
The network energy consumption of the PSO algorithm was
the highest; most of the nodes exhibited high energy con-
sumption (as high as 0.38 J), and the energy consumption was
unbalanced. The network energy consumption of the MBO
algorithmwas relatively high, as was the energy consumption
of most nodes (as high as 0.18 J), and the energy consumption
was relatively balanced. The network energy consumption of
the basic SSO algorithm was relatively low, and the max-
imum energy consumption of the network nodes reached
0.12J. The proposed CSSO algorithm achieved the lowest

network energy consumption, and the energy consumption
of the nodes was also relatively balanced, with the highest
energy consumption of 0.02 J. Overall, the proposed CSSO
algorithm exhibited the lowest average energy consumption.

6) COMPARISON OF THE SIMULATION TIME OF THE
ALGORITHMS
The simulation time of an algorithm reflects the calculation
speed of the algorithm, and is also one of the important
indicators of network performance. The comparison of the
simulation time of the four algorithms in the cases of 30, 40,
and 50 sensor nodes is shown in Figure 15.

It can be seen from Figure 15 that when the number of
sensor nodes was 30, the network time consumption of the
four algorithms was relatively short, and the PSO algorithm
took the shortest time, namely 14.4 s. The proposed CSSO
algorithm took 16.2 s, the SSO algorithm took 16.4 s, and the
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FIGURE 15. Comparison of the simulation time.

MBO algorithm took the longest time, namely 36.8 s. When
there were 50 sensor nodes, the network time consumption
of the four algorithms was relatively long, and the PSO
algorithm took the shortest time, namely 24.3 s. The proposed
CSSO algorithm took 25.2 s, the SSO algorithm took 25.9 s,
and the MBO algorithm took the longest time, namely 61.7 s.
From the comparison of the simulation time consumption of
the four algorithms, it is evident that the simulation of the
proposed CSSO algorithm did not take long and can fully
meet the needs of the actual application environment.

Based on the simulation results, it is evident that due to the
introduction of the chaos mechanism in the proposed CSSO
algorithm, the diversity of the SSO algorithm was enhanced,
and the global optimization capability and convergence speed
of the algorithm were improved. The CSSO algorithm was
found to exhibit excellent performance in the optimization
of the deployment of heterogeneous wireless sensor nodes,
and achieved the best coverage effect. Therefore, the pro-
posed CSSO algorithm has strong adaptability and a fast
optimization speed, and the application of this algorithm to
the coverage optimization problem of HWSNs can signifi-
cantly improve the network coverage rate, thereby reducing
coverage blind spots.

VII. CONCLUSION
This article investigated the optimal coverage of the sensor
nodes in HWSNs. With the goals of reducing network costs
and improving network coverage and reliability, an optimal
coverage method for HWSNs based on an improved SSO
algorithm was proposed. To improve the global convergence
speed of the algorithm, a chaotic initialization method is used
to generate the initial population. In addition, the original
SSO algorithm has a poor convergence speed and search
ability. By improving the neighborhood search, global search,
and matching radius, a better convergence speed and search
ability can be achieved. In the iterative optimization of the

algorithm, the optimal solution is ultimately obtained by
simulating the movement of a spider colony, i.e., according
to the cooperation, mutual attraction, and mating process of
male and female spiders. The simulation results demonstrate
that the proposed improved CSSO algorithm has a strong
ability to jump out of the local optimum and quickly converge
to the optimal solution. On this basis, with the optimization
goals of improving network coverage and reducing network
costs, the optimal deployment plan of nodes is searched via
intelligent optimization, thereby effectively preventing cov-
erage blind spots and coverage redundancy in the network.

Although the proposed CSSO algorithm was found to
achieve the improved coverage performance and efficiency of
HWSNs, some sensor nodes in some regions are too clustered
during the application process. In future research, HWSNs
should be covered more evenly, and the area where nodes
gather should be reduced. Moreover, in the future, the cover-
age of mobile WSNs should be considered, and their optimal
coverage should be investigated.
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