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ABSTRACT As one of the important artificial intelligence fields, brain-like computing attempts to give
machines a higher intelligence level by studying and simulating the cognitive principles of the human brain.
Compared with the traditional neural network, the spiking neural network (SNN) has better biogenesis
and stronger computing power. In this paper, an SNN learning model based on an evolutionary membrane
algorithm is proposed to solve the problem of supervised classification. The proposed algorithm uses the P
system’s object, reaction rules, and membrane structure to solve these problems. Specifically, the proposed
algorithm can automatically adjust the learning parameters of the network by adjusting the synaptic weight
in the learning stage of the spiking neural model according to different application data, providing a
better solution model for balance exploration and exploitation. In the simulation experiment, effectiveness
verification research is carried out. The simulation results show that compared with other experimental
algorithms, the proposed algorithm has a competitive advantage in solving twelve supervised classification
benchmark problems through learning curves and quantified classification results.

INDEX TERMS Evolutionary membrane algorithm, P systems, spiking neural network, supervised
classification.

I. INTRODUCTION
Spiking neural networks (SNNs) are often referred to as
third-generation artificial neural networks, which are gen-
eralized approximate and parallel distributed processing
models [1]. Different from the traditional perceptron neural
network, SNN uses the spike ignition sequence for informa-
tion processing and uses the spiking time coding method to
encode the input variable as the spiking ignition time. The
neuronal simulation of SNNs is closer to reality, and the influ-
ence of time information is also considered. The SNN neu-
rons are not activated in each propagation iteration, and they
are only activated when their membrane potential reaches a
certain value. When a neuron is activated, it sends signals to
other neurons to increase or decrease its membrane potential.
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Spike neurons are the third-generationmodel of artificial neu-
ron development. Because spike neurons have the dynamic
firing characteristics of biological neurons and can deal with
the problem of time patterns, the study of spike neurons
has become an important topic in artificial neural networks
[2], [3]. SNNs provide a new highly biomimetic approach
for the development of artificial neural networks (ANNs) and
explore new research directions.

Compared with the continuous numerical ANN network,
the SNN network has the advantages of low power consump-
tion and high performance. Both signal transmission and
synaptic computation in the network are event-driven, and
signal encoding and transmission are similar to those in the
biological brain, which is more biologically rational [4]. To
apply the insights of biological neurons to machine learn-
ing and pattern recognition, SNNs need to be constructed
first. Similar to biological neurons, the SNN processes and
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transmits signals through input and output spikes. In addition,
SNN uses different spike neuron models to simulate and
interpret the information calculation process of biological
neurons. ANN uses a bionic method to process informa-
tion, and its different neuron types have different degrees
of bionics. Most of the current neural network models are
based on the second-generation perception neuron, which
uses input variables as the firing frequency of neurons to pro-
cess and transmit information. However, the results of brain
science research show that information in biological systems
is processed and transmitted by using precise spike firing
sequences. Inspired by this discovery, SNN greatly improves
SNN computing power by using the precise firing time of
spikes as a network information processingmethod [5]. SNNs
are the most biomimetic ANNs at present, have been widely
studied by scholars worldwide and have solved many prac-
tical problems [6]. For example, SNNs have made a series
of achievements in pattern recognition, robot navigation
and control, optimization problems, associative memory and
other aspects, which reflects their broad application prospects
[2], [7], [8].

At present, many researchers have proposed a series of
learning algorithms based on the in-depth study of the SNN
model. When an SNN is employed to solve real-world
problems, it needs to be configured first, including appropri-
ate spiking neurons, network topology, and efficient learn-
ing algorithms. However, the configuration of an SNN will
directly affect its generalization performance. Traditional
learning algorithms such as SpikeProp are usually slow and
may fall into local minima [9], which makes the performance
of the network model not optimal, and the network model
may have overfitting problems. These problems seriously
limit the practical application of SNNs.

As SNNs are still a relatively young and active research
field, currently proposed methods for training SNNs are lim-
ited. These learning algorithms mainly include the gradient
descent algorithm and the evolutionary algorithm. The gra-
dient descent algorithm used to train the ANN is extended
to train the SNN. Most gradient descent methods are used
only to adjust the weight of synaptic connections. However,
the complexity of SNNs and the discontinuous dynamics
of the spike neuron model make it very difficult to implement
the gradient descent algorithm. The main disadvantage of
the gradient descent algorithm is that it is sensitive to the
initial state of the SNN and easily falls into a local mini-
mum. Furthermore, if negative synaptic weights are allowed,
convergence is not possible. [10]. To more effectively solve
the above difficulties, using the evolutionary method config-
uration SNN has received increasing attention because these
methods in the absence of prior knowledge in this field have
the advantage of being intuitive [7], [8]. At present, evolu-
tionary algorithms, such as genetic algorithms (GA) [11],
particle swarm optimization (PSO) [12], differential evolu-
tion (DE) [13], and cuckoo search (CS) [14], are utilized to
adaptively learn the configuring synaptic weights and delays
of SNNs. Based on the self-learning ability of SNNs and the

adaptive ability of evolutionary algorithms, an evolutionary
spike neural network is proposed. An evolved SNN can auto-
matically adjust its weights according to the sample data from
the actual application. It is worth noting that each solution
representing the weights of the networks is obtained in a mul-
tidimensional solution space by an evolutionary algorithm.
Pavlidis et al. proposed the parallel differential evolution
algorithm for training supervised feedforward SNNs [15].
However, the algorithm is validated using the exclusive-OR,
diabetes, and Iris only, which does not reflect its advantages.
Jin et al. proposed the Pareto-based multiobjective genetic
algorithm and used latent coding to optimize the classi-
fication performance and connectivity of the spike neural
network [16]. However, the performance of the multiobjec-
tive GA was not compared against other training methods.
Vazquez et al. proposed the cuckoo search algorithm to train
a spiking neuron to be applied in a pattern classification
task [17]. The authors argued that the results obtained with
the spiking neuron model trained with the cuckoo search
algorithm were good. Vazquez et al. proposed a learning
strategy based on artificial bee colonies to train a spiking
neuron aiming to solve pattern recognition problems [18].
Saleh et al. proposed a hybrid harmony search algorithmwith
evolving SNNs for classification problems [19]. The findings
demonstrate that the proposed algorithm can achieve better
performance results in accuracy than the other experimental
algorithms. Abusnaina et al. proposed the enhanced-mussels
wandering optimization algorithm for pattern recognition
problems [10]. The obtained results indicate that the proposed
method is a competitive alternative in terms of classification
accuracy and training time. Hussain et al. proposed an eli-
tist floating-point genetic algorithm with a hybrid crossover
algorithm to train multilayer feedforward SNNs in a super-
vised manner [20]. The experimental results show that the
proposed algorithm has efficient computing power and bio-
logical plausibility. However, it only allows a single spike to
be emitted, so it cannot be applied to an SNN that allows
multiple spike times in each neuron. These experiences are
very useful for improving the generalization performance of
SNNs. Although thesemodels have been successfully applied
to some pattern recognition problems, there are still some
major defects in the training and design stages [2], [8].

Although some preliminary research results have been
obtained in the development of evolutionary SNNs, their
development is still in its infancy, and there are still many
problems to be solved. At present, the main problem of
SNNs is the low training efficiency of the learning algorithm.
To solve the above problems, this paper mainly explores a
learning algorithm with high learning efficiency and high
biogenesis, in line with the rules of biological cognition,
a wide application range, and the ability to control the output
mode of neurons. Therefore, based on previous work [13],
[14], [18], [19], [21], this paper aims to study the learning
algorithm based on the evolutionary membrane algorithm to
further improve the generalization performance of SNNs. The
evolutionary membrane algorithm is a heuristic algorithm
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influenced by the internal function and structure of the cell
and is an evolutionary algorithm (EA) [22], [23]. The main
advantage of the evolutionary membrane algorithm is that
it can adapt to the chaining environment. The evolutionary
membrane algorithm is used to generate high-quality solu-
tions to optimize and search for the solved problems by
introducing a chemical reaction optimization mechanism and
relying on the heuristic operations inspired by biological cells
to improve the global search capability. The evolutionary
membrane algorithm has been applied to many classification
models, such as artificial neural networks [24]. However,
the evolutionary membrane algorithm has not been applied to
optimize the presynaptic neurons of the SNN. In other words,
the learning algorithm is employed to learn the parameters of
the SNN adaptively. Based on our previous work [22]–[24],
a learning algorithm based on the evolutionary membrane
algorithm is proposed to find a series of optimal solutions
of SNNs. Subsequently, the learning algorithm is applied to
solve 12 supervised classification problems from the Univer-
sity of California at Irvine (UCI) repository [25]. To verify
the effectiveness of the proposed algorithm, it was compared
with DE [13], CS [14], PSO [12], CRO [21], harmony search
(HS) [26], and artificial bee colony (ABC) [27]. Experimental
results show that the proposed algorithm is superior to similar
learning algorithms in generalization performance.

The main contributions of this paper can be summarized as
follows.
• For the first time, the evolutionary membrane algorithm
is used as a supervised classification learning algorithm
for SNNs, and its three elements are realized according
to the characteristics of SNNs.

• The reaction rule provides a good SNN model through
the balance of exploration and exploitation based
on the search space so that the SNN output can avoid
overfitting.

• In the experiment, we show that the results of the pro-
posed algorithm are in great competition with those
of the experimental algorithms. Simulation results ver-
ify the effectiveness of the proposed algorithm as an
SNN learning algorithm for supervised classification
problems.

The rest of this paper is summarized below. Section II
discusses the concept of the Izhikevich neuron model and P
system. Section III describes the proposed algorithm in detail,
especially how to design objects, reaction rules and mem-
brane structures to optimize SNNs. In Section V, the pro-
posed algorithm is compared with the six state-of-the-art
evolutionary algorithms, and the simulation results of the
twelve classification problems from UCI are evaluated and
discussed. Finally, Section VI summarizes the conclusions of
this paper.

II. THEORETICAL BACKGROUND
A. IZHIKEVICH NEURON MODEL
The nervous system is defined by the presence of a particular
type of cellular neuron. Neurons differ from other cells in

many ways, but their most basic feature is that they trans-
mit messages through synapses. To communicate with other
cells, a synapse is a neuron-neuron connection that contains
molecular mechanisms for rapidly transmitting electrical or
chemical signals. The synaptic weight parameter determines
the strength of the connection between two neurons.

Next, we discuss a more specific neuron model, the Izhike-
vich model [28]. The model combines the advantages of the
Hodgkin-Huxley (HH) and leaky integrated-and-fire (LIF)
models. The HH model was proposed by Alan Hodgkin and
Andrew Huxley in 1952. Based on summarizing the data of
squid nerve stimulation potential, it became the prototype
of nerve cells with many different physiological structures.
Although the HH model can be better explained from a
biological point of view, the reality is that it is difficult to
accurately measure the various parameter values of nerve
cells (or themeasurement cost is very expensive), which often
prevents us from using this model. Therefore, from the point
of view of dynamic systems, researchers have designed more
concise neural models that still retain biological character-
istics. The leaky integrate-and-fire model is one of them.
The biological accuracy and computational complexity of the
Izhikevich model are close to those of the HH model and
LIF model. The HH model has the characteristics of high
calculation accuracy, but the number of calculations is large.
The LIF model has the characteristic of few calculations,
but it sacrifices computational precision. The bifurcation
method enables us to simplify many biophysically precise
HH neuron models into ordinary differential equations of
two-dimensional systems. Based on this, the mathematical
expression of the Izhikevich model is shown in Eq.1.

dv
dt
= 0.04v2 + 5v+ 140− u+ I

du
dt
= a(bv− u) (1)

If the membrane potential is higher than 30 mV, the reset
function is activated after spike emission in Eq.2.

ifv ≥ 30mV , then

{
v← c
u← u+ d

(2)

where v and u are dimensionless variables. a, b, c, d are
dimensionless parameters, and t is time. The variable v repre-
sents the membrane potential of the neuron, and u represents
the membrane recovery variable, which can explain the acti-
vation of the K+ ion current and the inactivation of the Na+

ion current and provide negative feedback for v.

B. P SYSTEMS
With the development of P system research, many computa-
tionalmodels are abstractly drawn from cells, tissues and neu-
ral systems. These computing models are mainly composed
of cell-like, tissue-like, and neural-likemodels [29]–[32]. The
membrane serves as the cell boundary, and the substances
contained in the cell are represented as the membrane com-
puting objects. The reaction between objects (substances)
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FIGURE 1. An example of the learning process of the spike neural network supervised learning algorithm.

and the flow of objects (substances) between membranes is
a calculation process of the membrane algorithm, in which
objects (substances) and their quantities change within the
membrane region. Different changes correspond to different
rules of evolution. In the P system, there are usually multiple
objects and multiple reaction rules. The principles of rule
execution are uncertainty and maximum parallelism [33].

If a P system is given, its membrane structure is deter-
mined. In addition, given the membrane structure, the ini-
tial model of the P system is given, and each membrane
contains all corresponding objects and evolutionary rules.
Starting with the initial pattern, the individual membranes of
the P system use the rules in an uncertain maximum parallel
manner. Each time the P system runs, it changes the current
pattern accordingly and enters a new pattern. After many
computations, the P system forms a series of patterns. When
there are no executable rules, the system shuts down. The
whole process is called the calculation of the P system, and
the object sent to the environment or the specified membrane
is the result of the calculation.

III. PROPOSED FRAMEWORK
In this section, we propose a new evolutionary algorithm
under the framework of the P system, namely, the supervised
learning algorithm of the spike neural network. The proposed
algorithm consists of objects, reaction rules and membrane
structures. First, the object is initialized, and the initialized
objects are divided into multiple object sets. Second, each
membrane updates the object by invoking a different reaction
rule while preserving all objects discovered by themembrane.
To promote the interaction between the membranes, the best
objects in the membrane are exchanged periodically. Then,
the globally optimal object of each membrane is updated
according to the Lévy flight, normal distribution and uni-
form distribution. Finally, all objects are output to the skin

Algorithm 1 The Pseudocode of the Proposed Algorithm
Require: Let N be the object size,Max_Gen be the number

of iterations,G be the number of elementary membranes,
and A be the evolved object set.

Ensure: Final Objects
1: Objects← Initialization(N )
2: Evaluate(Objects)
3: A← Objects
4: for i = 1; i < Max_Gen; i++ do
5: for j = 1; j < G; j++ do
6: Mem(j)← Evolving(Mem(j))
7: Evaluate(Mem(j))
8: A← A

⋃
Mem(j)

9: end for
10: Objects← A(1 : N , :)
11: end for
12: Final Objects

membrane region. The specific pseudocode of the proposed
algorithm is shown in Algorithm 1.

Taking the Iris dataset as an example, Figure 1 introduces
the training process of the supervised learning algorithm of
the spiking neural network.

The procedure in Figure 1 can be explained as follows:
• The four features of the Iris dataset serve as inputs to the
Izhikevich neuron model

• The decision variables of the evolutionary algorithm cor-
respond to the connection weights of Izhikevich neurons

• After calculation by the Izhikevich neuron model, it was
determinedwhether the threshold ofmembrane potential
was reached to excite the spike

• The possible classification of the current input character-
istics is calculated according to the number of excitation
spikes
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FIGURE 2. The flowchart of the proposed algorithm.

• According to the prediction result error, the evolutionary
algorithm is called to generate new weights until the
optimal classification results appear

The flowchart of the proposed algorithm is given in
Figure 2.

The pseudocode of the proposed algorithm is described
in Algorithm 1. Its specific characteristics are defined and
explained in the following sections.

A. OBJECTS
In the proposed algorithm, the object is the decision variable,
which is used to represent the synaptic weights in the spiking
neural network. To restrict the optimization range of the
object, it is necessary to give the upper bound and the lower
bound of the synaptic weights in the spiking neural network.
In the proposed algorithm, the upper bound of the object is set
as 20, and the lower bound is set as -20. After initializing the
parameters of the P system, the skin membrane is established.
An object in the skin membrane can be initialized according
to Eq. (3).

wi,j = wlj + (wuj − w
l
j)× r

1 ≤ i ≤ N

1 ≤ j ≤ D (3)

where N represents the total number of objects. D is
the dimension of a decision variable. wi,j is the value of the
j-th dimension in the i-th object. wlj is the lower value in the
j-th dimension of weight, and wuj represents the upper value

in the j-th dimension of weight. r denotes a random number
on the interval (0, 1).

B. MEMBRANE STRUCTURE
The proposed algorithm takes the cell-like structure as the ini-
tial mode of the P system. The structure of the proposed algo-
rithm is a two-layer structure composed of the skinmembrane
and several membranes. The skin membrane is the outermost
membrane of the membrane structure, which contains objects
within its region and evolutionary rules. In the P system,
a single membrane of the P system will make use of the
evolutionary rule within the membrane in an indeterminate,
maximum parallel manner when the initial mode of the P
system is determined. This helps speed up the optimization
of the proposed algorithm. To simplify the realization of the
membrane structure of the P system, the proposed algorithm
only uses a structure containing four elementary membranes
in the skin membrane.

C. REACTION RULES
In the proposed algorithm, a mechanism of the chemical
reaction optimization (CRO) algorithm calling rules is intro-
duced to evolve the objects in the membrane. These reaction
rules of CRO are reimplemented as the reaction rules of
the proposed algorithm to simulate the process of evolving
objects of molecular interaction. CRO consists of four basic
reaction rules, namely, onWall, decomposition, interaction
and synthesis, with self-organization, self-assembly and other
functions. If objects in the membrane collide, one of these
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Algorithm 2 Pseudocode for the Calling Logic of These Rules
Require: N : The number of objects (molecules); Objects: The set of objectives.
Ensure: O:The evolved objectives.
1: while sizeof (Objects) 6= 0 do
2: if random > Molecule_Collision‖i == N then
3: Randomly select an object(oi) from Objects and delete it from Objects
4: if oi.numofhits > alpha then
5: O = O

⋃
decomposition( oi);

6: else
7: O = O

⋃
onWall(oi);

8: end if
9: else

10: Randomly select two objects(oi, oj) from Objects and delete them from Objects
11: if oi.KE <= beta&&oj.KE <= beta then
12: O = O

⋃
synthesis( oi, oj);

13: else
14: O = O

⋃
interaction( oi, oj);

15: end if
16: end if
17: end while
18: return O

four rules is called. In the proposed algorithm, there are only
two cases of single object evolution and two object evolution
in a membrane. The largest number of colliding molecules in
the membrane is 2. We provide pseudocode for these rules
in Algorithm 2. Refer to the literature [21] for the specific
implementation form of these four rules. For an object, Eq.4
gives the evolution rule for a single object. The object in
the cell has the characteristics of random walk or Brownian
motion. The proposed algorithm introduces the Lévy flight to
change the information of different dimensions of the object.

w′ = w+ α ⊕ Lévy(λ) (4)

The proposed algorithm use α = 1 and λ = 1.2.
For both objects, Eq.5 gives the evolution rules for both

objects. We use a normal distribution or random variate to
express the randomness of the object in the membrane region.

w′1 =

{
w2 + (w2 − wo) ∗ normrnd ∗ 0.12, r < 0.1
w1 + (wo − w2) ∗ r, otherwise

w′2 =

{
w1 + (w1 − wo) ∗ normrnd ∗ 0.12, r < 0.1
w2 + (wo − w1) ∗ r, otherwise

(5)

IV. FITNESS FUNCTION
To evaluate the object of the proposed algorithm, it is nec-
essary to design the fitness function of the learning algo-
rithm for the SNN model. The fitness function is based on
the synaptic weights of the Izhikevich neuron model (the
object of the proposed algorithm). The synaptic weight of
the SNN was adjusted by implementing reaction rules, and
the firing rate of neurons was generated by the Izhikevich
neuron model. Better synaptic weights can be generated by

this fitness function in Eq.6.

r̄j =
B∑
i=1

ni,j
B
,

f =

∑C
j=1 argmin|n− r̄j|

B
1 ≤ i ≤ B, 1 ≤ j ≤ C (6)

where r̄ is the average fire rate of the Izhikevich neuron
model. ni,j is the spike number of the i-th sample and j-th
class label. B is the total number of classification data. C is
the total number of classification labels.

V. EXPERIMENTAL STUDIES
To verify the training effect of the algorithmmentioned in this
paper, benchmark datasets are selected from theUCIMachine
Learning Repository to test the learning effect of the proposed
algorithm. With regard to this, we selected twelve supervised
classification benchmarks to analyze the performance of the
proposed algorithm and provide insights. First, we describe
the benchmark function and evaluation indicator used in the
experiment. Second, we give a brief comparison of the latest
experimental algorithms and provide the experimental setup
used in this study. Finally, the comparison results of exper-
imental algorithms under different benchmark functions are
discussed.

A. TEST PROBLEMS AND EVALUATION INDICATORS
1) TEST PROBLEMS
The experiment involves 12 benchmark datasets from theUCI
Machine Learning Repository [25]. The datasets used in the
experiment included Iris, Wine, Diabetes, Heartstatlog, Iono-
sphere, Sonar, Aggregation, Vowel, Bupa, Cancer, Thyroid,
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TABLE 1. The details of the twelve benchmark datasets.

and WDBC. Table1 gives details of the twelve benchmark
datasets.

Each dataset is divided into two subsets, one of which is
allocated as the training set and the other as the test set. The
training dataset is allocated for SNN to find the best param-
eters, and the test dataset is used to prove the performance
of the best solution provided by the proposed algorithm and
the test dataset is used to demonstrate the algorithm’s perfor-
mance in providing the best solution.

We designed a cross-validation function. Its function is to
randomly select train data and test data from the sample in
proportion. The dataset is divided into a training set and a
test set, and the category ratio of the training set and test set
is required to be the same as that of the original dataset. The
category ratio of the training sets is generally greater than
or equal to 0.7. The input parameters of the function are the
dataset matrix, corresponding class label, number of classes,
and proportion of the training dataset. The training dataset
and corresponding class label are returned, and the test set
and corresponding class tags are also determined.

2) EVALUATION INDICATORS
The classification performance indicator (CPI) can be used to
judge the performance of related algorithms. Its expression is
shown in Eq.7.

CPI =
n
N

(7)

where n is the number of correct classifications by evolving
SNN. N is the total number of actual classifications.

3) EXPERIMENTAL CONDITIONS
We chose six experimental evolutionary algorithms, DE [13],
CS [14], PSO [12], HS [19], ABC [18], and CRO [21],
to compare with the proposed algorithm to evaluate its per-
formance.

CPI is used to compare the solving performance of all
experimental algorithms. It is worth noting that a higher
experimental algorithm value in CPI means better per-
formance on different benchmark datasets from the UCI
Machine Learning Repository.

All experiments run on aWindows 10 Professional Edition
with a 2.5 GHz Intel Pentium quad-core i7-4710MQ and

TABLE 2. The parameters of Izhikevich neuron model.

12GB of RAM.All experimental algorithms are implemented
in MATLAB 2018b.

Among the neuron models, the Izhikevich model has
the advantages of high-precision and simple calculation
compared with other neuron models. In this experiment,
the Izhikevich model was selected. The parameters of the
Izhikevich neuron model are set in Table2.

Because the results of evolutionary algorithms are charac-
terized by a random search process, 20 repeats are performed
on each of twelve benchmark datasets, and statistical results
are attained to evaluate the statistical performance of these
algorithms. The population size of all algorithms is 40, and
the maximum number of iterations is set to 20. The boundary
value of each solution is set from -20 to 20.

B. RESULTS OF SUPERVISED CLASSIFICATION PROBLEMS
The performance of the proposed algorithm is evaluated by
comparing the CPI value with that of the experimental algo-
rithm. The statistical results of CPI are used to judge the
performance of all experimental algorithms.

1) COMPARING THE RESULTS OF EVOLUTIONARY
LEARNING ALGORITHMS
Figure1 shows the learning process of all experimental algo-
rithms on 12 supervised classification datasets. As seen from
Figure 3, the change in the learning accuracy value during
the iteration process can be seen. It can be seen that with
the increase in iteration times, all the experimental algorithms
finally converge. We use the convergence of different colors
to represent the learning curve results of the experimental
algorithms. The red line represents the learning curve of the
proposed algorithm, the blue line represents the DE algo-
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FIGURE 3. The learning curve of the proposed algorithm on 12 datasets.

rithm, the green line represents the PSO algorithm, the black
line represents the CS algorithm, the purple line represents
the HS algorithm, and the blue and green lines represent
the ABC algorithm. It can be seen from the learning curve
that the proposed algorithm is superior to these experimental
algorithms in 12 supervised classification datasets, which is
related to the membrane structure and reaction rules. These
mechanisms can balance exploration and exploitation well,
help jump out of local optimality and find approximate global
optimality.

To further analyze the classification results of the proposed
algorithm in the supervised classification problems, Figure 4
gives the confusion matrix of the proposed algorithm on the
12 supervised classification datasets. In Figure 4a, the pro-
posed algorithm misclassifies a sample of category 2 into
category 1 in the Iris dataset. In Figure4b, the algorithm we
proposed misclassified 5 samples of category 2 and 9 sam-
ples of category 3 into category 1 in the Wine dataset. In
Figure4c, the proposed algorithm misclassified 16 samples
of category 2 into category 1 in the Diabetes dataset. In
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FIGURE 4. The confusion matrix of the proposed algorithm on 12 datasets.
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TABLE 3. Statistical results of experimental algorithms for training datasets on CPI.

TABLE 4. Statistical results of experimental algorithms for testing datasets on CPI.

Figure4d, the proposed algorithm misclassified 25 samples
of category 2 into category 1 in the Heartstatlog dataset. In
Figure4e, the proposed algorithm misclassified 9 samples
of category 2 into category 1 in the ionosphere dataset. In
Figure4f, the proposed algorithm misclassified 9 samples of
category 2 into category 1 in the Sonar dataset. In Figure4g,
the proposed algorithm misclassified 13 samples of category
2 into category 1 in the Bupa dataset. In Figure4h, the pro-
posed algorithm misclassified 26 samples of category 2 into
category 1 in the WDBC dataset. In Figure4i, the proposed
algorithm misclassified 21 samples of category 2 into cat-
egory 1 in the Thyroid dataset. In Figure 4j, the proposed
algorithm misclassified 1 sample of category 2 into category
1 in the Cancer dataset. In Figure 4k, the proposed algorithm
is consistent with the predicted value and actual value on
category 1 and category 3, while 51 samples of category 2 and
1 sample of category 6 are misclassified into category 1, but
the worst is that all samples of categories 4 and 5 are incor-
rectly classified into category 1. In Figure 4l, the proposed
algorithm is consistent with the predicted value and actual
value on category 1 and category 5, while 21 samples of
category 2, 5 samples of category 3, 67 samples of category 4,
37 samples of category 6, and 11 samples of category 7 are
misclassified into category 1.

The above results may be due to the small number of
training samples for these categories. The number of training
samples will directly affect the learning ability of the feature.
When the training samples are too small, they cannot learn
enough information to correctly identify the corresponding
classification.

In addition, to verify the effectiveness of the proposed algo-
rithm, we conducted experiments and compared the quan-
titative results with other experimental algorithms. Table 3
gives the comparison results obtained by all experimental
algorithms of the training datasets on CPI. It can be seen

that the proposed algorithm is superior to other algorithms
in all supervised classification benchmark problems. We can
easily see that the CS algorithm is superior to DE, PSO, and
CRO. CRO also obtains good results on more train datasets.
Compared with other algorithms, PSO has the worst results
on all training datasets.

Above are the simulation results based on the training
datasets. To further verify the effectiveness of the proposed
algorithm, test datasets are used to verify the trained network.
The simulation results of CPI for test datasets are shown
in Table 4. Compared with other experimental algorithms,
the proposed algorithm can still obtain the optimal results
on most supervised classification benchmark test datasets.
As seen from the simulation results in Table 4, the results
of CS are ranked second among other algorithms other than
Wine and Diabetes. CRO had the best results in aggregation
and cancer, and it also had good results, especially in theWine
andDiabetes dataset. Clearly, CRO is superior to DE and PSO
on all test datasets.

2) DISCUSSIONS
In summary, we selected 12 supervised classification datasets
from different application fields to verify the effective-
ness of the proposed algorithm. In the simulation experi-
ment of the learning curve in Figure 3, the results of the
proposed algorithm are compared with those of the exper-
imental algorithms. We can easily find that the proposed
algorithm has a faster convergence rate, especially for the
2-classification problem. By observing the results of the
confusion matrix in Figure 4, we can see that the proposed
algorithm can achieve good results in most supervised classi-
fication datasets, but in some categories with fewer samples,
the prediction accuracy may be affected to some extent. The
simulation results in Tables 3 and 4 show that the proposed
algorithm is effective for training SNNs and can generate
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better weights of SNN to avoid overfitting. Other experi-
mental algorithms make the network model perform poorly.
According to the above experimental results, we can conclude
that the proposed algorithm is an effective use of the three ele-
ments of the membrane algorithm. The proposed algorithm
is insensitive to the variation in various parameters, which
is conducive to the wide application of various problems.
However, the proposed algorithm does not perform well in
the problem of classification above three class labels and the
problem of a small number of samples.

VI. CONCLUSION
The research work in this paper is to improve the prediction
accuracy of pulsed neural networks in supervised classifica-
tion problems by combining the P system and chemical reac-
tion optimization methods. According to the characteristics
of the spike neural network problem, an effective learning
algorithm is proposed to realize the three elements of the
P system, which improves the accuracy and robustness of
the prediction model on supervised classification problems.
Furthermore, the proposed algorithm introduces three ele-
ments of the P system to find the optimal weight of the SNN.
These mechanisms enhance the diversity of candidate solu-
tions, avoid local minima, improve the global optimization
ability of the algorithm, and thus avoid the SNN overfitting
problem.

Experimental results show that the proposed algorithm is
effective and has advantages over the simulation algorithms
in the experiment. Therefore, in this paper, SNNs based
on evolutionary membrane algorithm optimization are effec-
tively applied to supervised classification, which promotes
the development of SNNs in the application field. Using the
evolutionary membrane algorithm to learn the parameters
of SNNs can improve the theoretical research of network
supervised learning algorithms. In addition to the greedy
learning algorithm, the work of this paper also provides a new
perspective for SNN learning on supervised classification
problems.

Because SNNs are in the stage of rapid development,
they have shown great computing power and application
prospects. In this paper, the precision of the learning algo-
rithm of SNNs is solved. Before SNNs can be successfully
applied to various tasks, there are still many problems to
be solved, including the design of learning algorithms for
complex deep network structures, the study of multineuron
andmultispike network learning algorithms, and the improve-
ment of the reaction rules of the learning algorithm to enhance
the classification accuracy for the supervised classification of
small samples.
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