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ABSTRACT The coupling of communication networks plays an indispensable role in modern power
systems; however, it also leads to many problems due to cascading failure. Although most current research
focuses on the single-layer, non-interacting system and physical layer network, few studies have combined
the complex network theory to ignore the influence of communication networks. To address this problem,
this paper introduces a cascading failure model of a cyber physical power system (CPPS) that considers
the operation characteristics of the communication layer, especially the influence of transmission delay and
connectivity on stability control. First, the influence mode of the communication layer failure node acting on
the physical layer is analyzed, and the interaction mechanism between the communication layer and physical
layer is clarified. Furthermore, the propagation process of failure in the CPPS system is modeled, and the
influence of information transmission delay on the stability control process is considered. In this manner,
the development process of cascading failure in a CPPS system is described accurately. Finally, according to
the loss rate of the physical layer load, the influence of the communication layer node is evaluated to verify
the accuracy of the model. This paper also provides a practical model of a CPPS system, which is helpful
for building a secure and reliable energy Internet.

INDEX TERMS Cascading failure, communication delay, complex network, cyber physical power system,
stability control.

I. INTRODUCTION
As the energy Internet develops, the scale of power sys-
tems expands, and communication construction speed sig-
nificantly improves. Modern power systems have gradually
evolved into a communication coupling network composed of
a physical power grid and communication network, or cyber
physical power system (CPPS) [1]–[5]. CPPS is used to trans-
fer useful data and control signals between the measurement
point and the power system control center. As the inde-
pendence between the communication layer and the physi-
cal layer increases, the CPPS enables the close correlation
between computing, communication, and power resources.

The associate editor coordinating the review of this manuscript and
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The communication layer provides sensing, communica-
tion, computing, and control support for the normal opera-
tion of the physical layer [6]. The physical layer supplies
the energy needed for the operation of the communica-
tion layer equipment [7]; however, it also introduces new
vulnerabilities: access to network attacks due to increased
information sharing, risk of attacks on key equipment, and
threats to reliable system operation. The coupling relation
between layers makes system failure possible between the
communication and physical layers, which could then cause
a cascading failure [8]–[10]. Cascading failure is one of the
most serious problems in power systems and may result in
substantial economic losses and large-scale damage to power
users [11]–[13].

To avoid these serious problems, recent research has stud-
ied the characteristics of cascading failure and has proposed
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approaches from various angles to achieve improved preci-
sion in the CPPS cascading failure model. However, current
research on this model is mostly focused on the physical
layer [14]–[18]. For example, [19] introduces two types of
transitions in cascading failure blackouts, including total
generator capacity limits and power flow limits of network
lines. Reference [20] has found that, in the physical failure
transmission process, load distribution leads to the problem of
power flow limitation. Other researchers such as [21] used the
complex network theory and percolation theory to describe a
dual-layer coupling model. [22] proposed a comprehensive
model considering all the structures of the CPPS, including
setting the random coupling strength between two layers. The
majority of researchers believe that communication schedul-
ing control behavior is completely reliable; however, commu-
nication network node failure may lead to the interruption of
communication between nodes with some service transmis-
sion timeout and other known problems. Even though there
are a few studies considering operational characteristics, [23]
is the first attempt to model the interdependency between the
networks with known topologies, while ignoring the influ-
ence of communication delay.

The critical aspect in the study of cascading failure ismodel
authenticity relating to the effectiveness of the cascading
failure process: 1) the physical layer determines the power
grid structure and line power flow based on the law of Kirch-
hoff’s voltage; 2) the communication layer determines the
delay caused by process and transmission— real-time data
determines the control command of the physical layer; 3) the
coupling between the layers determines whether the physi-
cal layer has information dependence on the communication
layer and the communication layer has power dependence on
the physical layer, and whether the coupling strength is not
100%. [24]–[27] In this study, the cascading failure model
based on existing research content was improved. The CPPS
cascading failure model considers the running characteristics
of the communication layer and studies the influence of
decreasing network connectivity and increasing communica-
tion delay caused by communication node failure. This novel
study focuses on the following:

1) We establish a two-layer model of a CPPS system
considering communication transmission factors: system
topology, energy flow transmission, information flow trans-
mission, and inter-layer coupling relationships were consid-
ered comprehensively.

2) Based on the CPPS two-layer model, we analyzed the
advantages and disadvantages of the existing classical per-
colation theory, and we proposed a cascading failure model
of the CPPS that considered the operation characteristics of
the communication layer, mainly the influence of information
transmission delay on the effectiveness of stability control
instructions during power system scheduling.

3) In our experiment, we calculated examples of a cas-
cading failure model by examining the communication layer
node used to measure the influence that a concrete synthesis
method has on an IEEE 39 double network, an ER - ER

double network, a BA -BA double network, and a WS - WS
double network.We utilized a typical cascading failure model
comparison to illustrate the accuracy of the model used for
node influence assessment and the degree of differentiation.

The remainder of this paper is organized as follows: In
Section II, we survey the existing cascading failure model
described in the current literature; In section III, we abstract a
CPPSmodel through relative knowledge and background and
describe the running characteristics of each layer and the cou-
pling relationships. Based on the CPPS model, we combine
the communication characteristics into three phases of the
failure process and analyze their influence on communication
failure. In Section IV, we evaluate the performance of our
model, and in Section V, we present the conclusion.

II. RELATED WORK
The establishment of a cascading failure model was origi-
nally conceived to reduce large-scale blackout and economic
loss. Initially, many researchers established a model based on
reductionism and differential algebraic equations; although
the complex network theory was spread widely, a single net-
work had been applied to the model simulation rather than an
independent network. For example, in [28], a hidden failure
model based on power law behavior was proposed, which
prevented cascading failure overloads and subsequently led
to increased system reliability and reduced blackout risk. [29]
addressed two problems: attack-induced cascading break-
downs and the detection of range-based attacks on links,
revealing vulnerabilities on real-world networks. None of
these studies considered interacting networks or the running
characteristics of each layer. Therefore, the limitations of
these studies point out the need for a way to construct a more
robust network.

To overcome the defects of reductionism, [21] first
described the feasibility of a power grid dual-layer coupling
network by applying complex network theory. Their research
indicated that, compared to single networking, network cou-
pling increased the vulnerability of the network. It set a prece-
dent for studying the CPPS cascading failure model from the
perspective of structural characteristics. Since then, studies
based on this idea have focused on describing the structural
characteristics of CPPS systems more accurately. [20] further
considered that in the physical failure transmission process,
load distribution leads to the problem of power flow limi-
tation. This was contrary to the common infectious model
where nodes only influence those nearby. The local node
in a physical power grid failure may cause a remote power
flow across limits, thus influencing a distant node. With-
out considering the possible influence of the communication
layer and investigation on the coupling effect, it is difficult
to accurately describe the failure process by modeling CPPS
cascading failures based on only a physical layer [30]–[35].
Therefore, [23] considers the control role of the communi-
cation layer and the influence of the uninterruptible power
system (UPS), which can schedule the power flow state of the
physical layer and reduce the influence range of failure at the
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physical layer. To some extent, UPS could block the influence
of physical layer failure on the communication layer, but it is
believed that the control function of the communication layer
is completely reliable.

In fact, the communication layer is not a faultless or ideal
model, and there aremany normal factors limiting the running
characteristics of the communication layer. [36] proposed that
the failure of the communication layer may lead to a cas-
cading failure in the power grid and introduces an improved
cascading failure model that analyzes the dynamic process of
communication failures in a wide-area protection system.

In contrast to other studies, we propose a cascading fail-
ure model considering the operation characteristics of the
communication layer. It mainly considers the communication
delay and stability control process sent to the physical layer,
which more closely reflects actual circumstances.

III. THE PROPOSED MODE
This section comprehensively analyzes the CPPS system
topology, power flow transmission characteristics, informa-
tion flow transmission characteristics, and coupling relation-
ships between layers. The CPPS system model is established
and then proposed considering the working characteristics of
the communication layer cascading failure model, and system
communication and physical coordination failure processes
are described.

A. THE CPPS MODEL
The CPPS system is a dual-layer coupling network that is
deeply integrated between the physical power grid and the
communication system [37]. Based on the topology, CPPS
can be abstracted as a weighted undirected graph, and an
adjacency matrix and a coupled edge matrix are used to
represent the connection relationship between single-layer
nodes and inter-layer nodes. The dynamic characteristics
of the communication layer and physical layer are respec-
tively modeled. The physical layer implements electrical
energy transmission from power generation to electricity
production. The communication layer monitors transmission
between stations and control centers, notes differences in
their transmission characteristics, and realizes system oper-
ations and evolution states through the dynamic superpo-
sition of discrete state information and continuous power
processes. Figure 1 illustrates a section of network topol-
ogy characteristics and the physical power flow transmission
characteristics that establish the physical model Gp. Using
the topological characteristics and communication business
transmission characteristics, we establish a communication
layer model, Gc. Starting from the inter-layer coupling rela-
tionship, ED, the CPPS system model can be expressed as the
physical, communication, and couplingmatrices of collection
ξ
(
Gp,Gc,ED

)
.

1) PHYSICAL LAYER MODEL
The physical layer is the current-carrying part of the
energy flow in the CPPS system that always calls the

FIGURE 1. CPPS model.

traditional grid. To simplify, only a high-voltage transmission
network physical layer of 220 kV and above is considered,
and the internal structure is ignored. Substations or power
plants can be abstracted as nodes of the physical layer, and
transmission lines can be abstracted as physical edges. Mul-
tiple lines in the unified direction can be merged to eliminate
multiple edges and self-loops.

The subscript p represents the CPPS power grid. The
physical layer can be represented as the network Gp(Vp,Ep)
with Np nodes and Mp edges and by the adjacency matrix
Ap =

(
rij
)
Np×Np

, where the adjacency matrix element is
the reactance value, and the corresponding element is ∞ if
no edges exist between nodes. The electric parameters of
the nodes in the physical layer include generation output
power, Pg, load power, Pl , phase angle, δ, and so on. The
electric parameters of the connected edges include reactance
r and line power flow power P, which meet Kirchhoff’ s
law of voltage and current. The power flow of the connected
edges can be calculated according to the power of the nodes,
the voltage of the balance nodes, and the phase angle as shown
in Formula 3-1. The tolerance coefficient, γ , is defined to
represent the relation γ = PMaxij

/
Pij between the limit of

the connecting flow and the initial working current, which is
generally set to 1.5.

P = Bδ (3-1)

2) COMMUNICATION LAYER MODEL
The subscript c represents the CPPS cyber network. The
communication layer can be represented as the network
Gc(Vc,Ec) withNc nodes andMc edges, and by the adjacency
matrix Ac =

(
dij
)
Np×Np

, where the adjacency matrix element
is the distance between nodes, and the corresponding element
is∞ if no edges exist between nodes.
This study mainly considers the influence of information

transmission delay on the effectiveness of stability control
instructions in power system scheduling. Figure 2 shows the
reliability requirements of typical production control opera-
tions. Under a normal working state, the communication layer
can meet the real-time requirements and business reliability
needs of the transmission production control dispatch center.
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FIGURE 2. Reliability requirements of production control business.

Through access to system information at each station termi-
nal, if there is a limitation or imbalance in power flow at
the physical layer, the stability control is implemented, and
feedback control information is communicated to the system
to achieve ‘‘closed-loop control.’’ However, when the com-
munication layer is damaged, the connectivity of the com-
munication layer decreases, and the delay of circuitous routes
increases. The dispatching center cannot perceive the system
condition correctly; therefore, it makes improper decisions.
As a result, monitoring and control abilities are weakened
and failure spreads further. Therefore, the effectiveness and
real-time performance of the control instructions in the com-
munication layer as well as the production control business
exchange processes are the basic operational requirements.

The key factor affecting the validity of the communica-
tion layer data is whether the dispatching center can accu-
rately perceive the actual state of the physical power grid.
To represent the influence of communication layer damage
on the decision-making effectivity of the system, the physical
layer state information obtained by the communication layer
scheduling center through situational awareness is defined as
the physical layer mirror model Gjp.

Gj
p = Gp −1 Gp (3-2)

where Gp is the actual state of the physical layer, and 1Gp
is the acquisition error. The communication layer dispatching
center updates the database in real time according to the infor-
mation collected by the terminal of the plant and forms the
physical layer mirror model. The electrical parameters of the
mirrormodel indicate that there is a line power flow overshoot
or power imbalance in the physical layer. The dispatching
center performs optimization calculations according to the
electrical parameters of the mirror model to generate stability
control instructions. The objective function and constraint
conditions are shown in Equations (3-3) through (3-7). fLL(G)
expresses current control strategy system load reductions, Fk
represents the trend on line k , LSu expresses cutting load on
node u, PMing and PMaxg represent the minimum and maximum
power, respectively, Puv denotes the line tide between nodes
u and v, PMaxuv expresses the maximum capacity that the
corresponding line allows in a short time, and Lu is the load

of node u.

min f LL(G) (3-3)∑
k∈in(u)

Fk −
∑

k∈out(u)
Fk+

∑
g∈g(u)

Pg = Lu−LSu
(3-4)

Puv = Buv (δu − δv) (3-5)

PMin
g ≤ Pg ≤ PMax

g (3-6)

Puv ≤ PMax
uv (3-7)

The transmission delay of the communication route is the
key factor affecting the real-time performance of the com-
munication layer. Considering the sufficient bandwidth of
the backbone optical transmission network and the strong
data-forwarding ability of optical transmission equipment,
the influence of communication congestion is not considered
in this study. There are two main aspects of the service end-
to-end transmission delay: optical transmission equipment
processing delay and optical fiber link transmission delay.
The delay formula of the communication layer service from
source node u to target node v is as follows:

T (u,v) = 2T1 + T2×N (u,v)+
Ln1
c

(3-8)

T1 is the transmission delay of upper and lower equipment
in the service; T2 is the transmission delay of intermediate
equipment, which is approximately 10µs. N (u, v) is the total
equipment between node u and target node v; c is the speed
of light in vacuum (3 × 10^5 km/s); L is the transmission
distance; and n1 is the refractive index of the optical fiber,
with a typical value of 1.48.

3) COUPLING RELATIONSHIP
The coupling relationship between the communication layer
nodes and physical layer nodes in the CPPS system is the
basis of the interaction between the communication space and
physical grid. The coupling relationship changes dynamically
with the operation state of the CPPS system [9], [38]–[41].
On one hand, the function and shape of CPPS system nodes
are different; thus, there are many connection types, such
as one-way tight coupling, one-way loose coupling, and
two-way loose coupling. On the other hand, in different states
of the CPPS system, the coupling between nodes can be
‘‘connected and active’’ (working properly), ‘‘disconnected
and active’’ (single-layer failure), and ‘‘disconnected’’ (total
failure). This coupling relationship can be abstracted into
two processes: information transmission and energy sup-
ply. Specifically, the information transmission process is a
two-way action relation that represents the information acqui-
sition process of the physical power grid and the stability con-
trol process of the communication layer to the physical layer,
while the energy supply process is a one-way action relation
in which the physical power grid provides the necessary
energy source for the normal operation of various intelligent
terminals in the communication space. The communication
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and the physical layer nodes often have a master-slave rela-
tionship, and based on this ‘‘one-to-one’’ corresponding rela-
tion, the simulation model is set up.

This novel study uses the concept of a coupling edge
to describe the information and energy exchanges between
the communication layer and physical layer and defines the
directivity and coupling strength of the coupling edge to
describe various coupling relations existing in the power
system. According to the direction of the coupling side, the
coupled side matrix representing the communication layer
and the physical layer of the power system includes the
information dependence of the physical grid on the informa-
tion network and the energy dependence of the information
network on the physical grid. The coupling strength of the
inter-layer nodes is reflected by the coupling edge matrix ED.
The matrix element ρu−vρu−v is 0 ≤ρu−v ≤ 1. ED represents
ED =

{
Ec−p,Ep−c

}
, where Ec−pEc−p represents the coupled

side matrix of the information network depending on the
physical network, and Ep−cEp−c represents the coupled side
matrix of the physical network depending on the information
network. The matrix elements represent the coupling strength
of the normal operation of the communication layer and
power nodes.

B. SYSTEM CASCADING FAILURE MODEL
To facilitate the determination of the working state of nodes in
each layer during cascading failure development, the follow-
ing assumptions are made in this section for the simulation
scenario and node state: 1) In this study, a scheduling center
is set up in the communication layer; it is assumed that it
has high reliability, is not affected by system failure, and can
maintain normal operation. 2) The DC power flow equation
is used to calculate the steady-state electrical parameters of
the physical layer nodes in the development of cascading
failure without considering the transient process after failure
occurrence. 3) If the communication layer nodes continue
connectingwith the dispatching center and the coupling phys-
ical layer nodes have not failed, the communication layer
nodes are working normally; if the communication layer
nodes continue connecting with the dispatching center but the
coupling physical layer nodes have failed, the communication
layer nodes are in a high-risk working state that can cause
probabilistic failure in each iteration. The probability is equal
to the coupling strength ρ. 4) If the physical layer nodes
belong to the maximum working connected subset or ‘‘power
island’’ and the coupled communication layer nodes have
not failed, the physical layer nodes are working normally;
conversely, if the coupling communication layer nodes have
failed, the physical layer nodes are in a high-risk working
state that can cause probabilistic failure in each iteration. The
probability is equal to the coupling strength ρ.
Figure 3 shows the complete implementation process.

1) INITIAL FAILURE
Some nodes in the communication layer fail because of equip-
ment aging, hardware defects, attacks, and so on. The failure

FIGURE 3. Cascading failure model.

of nodes leads to a decrease in communication layer connec-
tivity. The communication layer nodes N∼c0 after the initial
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failure nodes are removed can be expressed as

N∼c0 = Bµ0
(µ0,Nc) (3-9)

Nc represents the original system communication layer
node set, and µ0 represents the initial failure node set.
Bµ0 (µ0,Nc) calculates the complement set of µ0 in the
universal set Nc.
The normal operation of the communication layer nodes

requires communication with the scheduling center to deter-
mine whether complement nodes relate to the scheduling
center and to obtain the working subset of the communication
layer after the initial failure nodes are removed. The operation
is represented as

(Gc0,Nc0) = F(Gc,N∼c0) (3-10)

In the original communication layer network Gc, the
Floyd–Warshall algorithm is used to calculate the shortest
distance between nodes in the node setN∼c0 and the scheduling
center [42]. The shortest distance is infinite, indicating that
there is no effective connection between the node and the
scheduling center. This node and its associated edges are
removed from the network, and the communication layer
working subsets, Nc0, and the communication layer network,
Gc0, are finally obtained after the initial failures.

2) PHYSICAL LAYER FAILURE ANALYSIS
The initial failure of the communication layer diffuses to the
physical layer through the interlayer coupling relationship—
the connectivity and electrical properties of the physical layer
change. If there is power flow across the limit or power
imbalance in the lines, the dispatching center conducts sta-
bility control according to the power parameters that can be
monitored. Presently, if the decline in connectivity of the
communication layer increases or decreases the transmission
delay, and some information cannot be effectively transmit-
ted, the optimal stability control effect cannot be obtained.
The operations involved include identifying the physical layer
working subsets and simulating stability control processes.
• Identifying physical layer working subsets: The phys-

ical layer nodes corresponding to the newly added failure
nodes in the communication layer are removed from the
physical layer working subset based on the coupling strength
probability. The set of remaining nodes is represented as

N∼p11 = Bρυ1(ρυ1,Np) (3-11)

υ1 is the set of nodes on the physical layer coupled to the
communication layer’s new failure nodes. Np is the working
subset of the physical layer, and Bρυ1 (ρυ1,Np) is the com-
plement calculation. The normal operation of physical layer
nodes needs to be in the operational ‘‘power island.’’ The con-
nected components of the physical layer network are obtained
by the Tarjan algorithm. According to the DC power flow
equation, the generation power in the connected component
can be judged tomeet all or part of the load demand. Themax-
imum connected component that meets the demand is defined

as the ‘‘main network,’’ and the other connected components
that meet the demand are ‘‘power islands.’’ Nodes belonging
to the ‘‘main network’’ and ‘‘power islands’’ constitute the
working subset of the physical layer, thus removing nodes
that are not part of the working subset and node-related edges
from the physical layer network. We define K (Gp,N∼p11) in
the operation above to obtain the working subset node Np11
and the physical layer network Gp11.

(Gp11,Np11) = K(Gp,N∼p11) (3-12)

• Simulating stability control processes: The communica-
tion layer working nodes collect the electrical parameters of
the physical layer nodes and send them to the dispatching
center, and the transmission delay of the acquired information
is calculated. A transmission delay that is greater than the
delay thresholdMaxT is considered as a transmission failure.
This requirement is given in Figure 2. The corresponding
data in the physical layer image model is not updated. N j

p12
represents the set of nodes at the physical layer that can be
detected by the scheduling center and meets the following
requirements:

N j
p12 ≤ Np11 (3-13)

According to the information received, the dispatching center
takes the minimum load loss as the objective function to carry
out an optimization calculation and defines SC(Pj12,N

j
p12) to

represent the stability control operation of updating electrical
parameters.

P j∼12 = SC(P j12,N
j
P12) (3-14)

Pj12 represents the electrical parameters in the physical layer
mirror model of the dispatching center, andPj∼12 represents the
electrical parameters after stability control.

The dispatching center updates the electrical parameters
to the working nodes of the communication layer along with
the control instruction. A control information transmission
failure occurs when the transmission delay is greater than the
thresholdMaxT , and the node receiving the control informa-
tion adjusts the electrical properties according to Pj∼12 . The
power flow calculation of the physical layer power grid was
performed again, severely overloaded lines were cut out, and
the working subset of the physical layer was updated to obtain
the working subset Np1 and the physical layer network Gp1.

(Gp1,Np1) = K(Gp11,Np11) (3-15)

3) COMMUNICATION LAYER FAILURE ANALYSI
New physical layer failure nodes cause the coupling commu-
nication layer node to lose energy depending on a probability.
The probability of failure is the coupling strength, removed
from the working connected subset of the communication
layer. In Phase 1, the Floyd-Warshall algorithm is used to
confirm the communication layer working nodes set Nc1 and
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the communication layer network Gc1.

N∼c1 = Bρµ1
(ρµ1,Nc0) (3-16)

(Gc1,Nc1) = F(Gc0,N∼c1) (3-17)

The CPPS cascading failure development process can
be summarized as a continuous iterative process between
Phase 2 and Phase 3 triggered by the initial node failure of
Phase 1. Formula 3-15 outputs the physical layer working
subsets Np1 and physical layer network Gp1 at the end of
each iteration, and Formula 3-17 outputs the communication
layer working subsets Nc1 and communication layer network
Gc1 at the end of each iteration; these are used as inputs for
iterations 3-11, 3-12, 3-16, and 3-17. After the end of each
iteration, if there are no new failure nodes in the results of
the previous iteration or system physical layer collapse. Then,
the cascading failure iteration process ends, and the influence
of nodes is calculated.

IV. EXPERIMENT ANALYSIS
To express the accuracy and discrimination of our model, this
section implements experiments in the IEEE 39 dual-layer
network, ER-ER dual-layer network, BA-BA dual-layer net-
work, andWS-WS dual-layer network, we compare proposed
model to three typical cascading failure models: Brummitt
model [20], the Buldyrevmodel [21], andKorkali model [22].

A. EXPERIMENT NETWORK AND ENVIRONMENT
In this study, experiments were conducted on four types
of CPPS datasets with different structural characteristics:
the IEEE 39 nodes system, ER random network model,
BA scale-free network model, and WS small world net-
work model. Through the MATLAB MATPOWER func-
tion, we called the IEEE 39 system whose nodes and lines
information are shown in Figure 4(a). The IEEE 39 node
system is composed of 10 generator nodes, 21 load nodes,
12 transformer nodes, and 46 transmission lines. The topo-
logical structure of the system is shown in Figures 4(b). This
study constructs the communication layer topology based
on the IEEE 39 node system topology. The nodes on the
communication layer correspond to the nodes on the physical
layer, and then ten percent of the links in the communication
layer are reconnected randomly without links, which leads
to self-looping or repetition. Considering the communication
delay from each node to the dispatching center, this study
chose the node with the shortest average path to act as the
dispatching center.

To fully consider the influence of topology characteristics
on the accuracy of the cascading failure model, this study
synthesizes the ER-ER dual-layer network, the BA-BA dual-
layer network, and the WS-WS dual-layer network based
on the ER random-network model, BA scale-free network
model, and the WS small-world network model, respectively.
The concrete synthesis method is as follows: first, a physical
layer network with the same scale as the IEEE 39 system is
generated, and the electrical parameters of IEEE 39 system

FIGURE 4. Information of IEEE39.

FIGURE 5. Influence assessment results of some nodes in IEEE 39
dual-layer system.

nodes are randomly assigned to new network nodes. Second,
the power flow at the edge of the physical layer network is
calculated as the initial power flow according to the gen-
eration and load of the nodes. Finally, the ‘‘one-to-one’’
corresponding communication layer network is generated,
the coupling relationship is established, and the link of a few
communication layers is reconnected. The link connection
weight of the communication layer is the random assignment
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FIGURE 6. τ values of the model in this paper and different models in different systems.

of node communication distance under the condition that the
initial delay is less than the delay threshold MaxT (u, v).
The model implementation platform consisted of Python

and MATLAB. Python partially realizes the two functions
of CPPS system generation and coupling iteration, while
MATLAB partially realizes four functions: parameter input,
failure setting, physical layer power flow calculation, and
influence calculation. Python and MATLAB call each other
through command line instructions, share comma-separated
values (CSV) file data, and realize power flow calculation
with the help of MATPOWER, an open-source power system
simulation package provided by MATLAB [43].

B. IMPACT MEASUREMENT INDEX
When cascading failure is terminated, the load loss of the
physical layer represents the influence of node failure on the
system transmission function. Therefore, this study measures
the influence of node failure from the perspective of system
function loss and defines the load loss rate RLL , whose value
is the proportion of cascading failure loss load in the initial

load of the physical layer. Equation 4-1 gives the specific
formula.

RLL = 1−
∑

i∈Nfinal
p

P li

/∑
i∈N initial

p
P li (4-1)

In the formula, Pli represents the load of node i, N initial
p

is the working subset of the initial physical layer nodes, and
Nfinal
p is the working subset of the physical layer nodes when

the cascading failure terminates.

C. SIMULATION RESULTS ANALYSIS
Tomeasure node influence using the cascading failure model,
after setting the initial failure of the node, we obtained the loss
rate of the physical layer load as node influence. Owing to
the existence of coupling strength, there is randomness in the
results; thus, it is necessary to take the average value for mul-
tiple simulations. The following are the results of 100 sim-
ulations. In the IEEE 39 dual-layer system, the influence
assessment results of some nodes obtained using the cascad-
ing failure model are shown in Figure 5.
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FIGURE 7. Influence measurement results of the four models.

Under the model in this study, with an increase in the
coupling strength ρ, the influence of the communication layer
node increases, and the order of the influence of the node also
changes. This is because when ρ is small, the communication
layer failure mainly spreads in this layer. As ρ increases, the
probability of physical layer coupling node failure increases,
which affects the stability of the power flow in the physical
layer and expands the influence. The results show that the
effect of coupling strength on the model is consistent with
the actual situation.

To further illustrate the accuracy and differentiation of
the cascading failure model proposed in the application of
the CPPS communication layer node impact measurement,
this section compares the results with three typical cascading
failure models.

1) RESULT ACCURACY
Because the goal of node influence measurement is to acquire
the first K nodes, the communication layer nodes were
ranked in descending order according to the measurement
values generated by the cascading failure models. Kendall’s
Tau(τ )coefficient was used to measure the accuracy of the

ranking results obtained by the model in this study. Equa-
tion 4-2 shows the τ calculation formula. The greater τ is, and
the closer the score is to the other three models, the higher the
accuracy of the model.

τ =
Nums − Numd

1
2n(n− 1)

(4-2)

Nums is the consistent logarithm, Numd is the inconsistent
logarithm, and the value of τ is between -1 and 1. A value
of 1 indicates that the measurement results of node influence
under the two indicators are completely consistent, and a
value of -1 indicates that the results are completely incon-
sistent.

Figures 6(a-d) depict the consistency between the three
classic cascading failure models and the model in this study
under different experiment networks. Overall, the consistency
between the model in this study and the three models was
high, generally more than 0.7, indicating that the ranking
results obtained by the model in this study were accurate and
could be verified in multiple models.

Because of the different system factors considered by each
model, the consistency relationship between our model and
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FIGURE 8. Average discrimination degree AD.

other models is analyzed in detail as follows: 1) The model
consistency τ values between the Brummitt model and the
proposed model are above 0.85, while the τ values in the
Korkali model decrease along with decreases in ρ. Although
the Brummitt and Korkali models are consistent with the
model proposed in this paper, the physical failure propagation
method and the communication transmission layer risk have
not been considered. However, the Korkali model introduces
a communication layer control function, making the model
more useful; 2) Buldyrev model consistency is associated
with its network structure. In the WS-WS dual-layer system,
the sequencing result difference is greater, and the node
importance difference is small. Only the Buldyrev model
based on dependency node load power is used, and the phys-
ical sort results are sufficiently accurate. The above analysis
shows that the differences in consistency relationships among
the models are consistent with the differences in the model
theories.

2) RESULT DISCRIMINATION
Node heterogeneity causesmost nodes to have different influ-
ences. A good cascading failure model should reflect this
heterogeneity and distinguish the influence of nodes as much
as possible.

Fig.s 7 (a-d) illustrate the influence distribution of the
first 8-bit nodes (except for the No. 16 dispatching center)
obtained by the hierarchical model in the dual-layer IEEE
39 system. The influence of nodes in the system varies, and
the influences of many nodes are concentrated between 0 and
0.1, which cannot explain the difference in the differentiation
degree of each model. To quantitatively compare the discrim-
inant effect of each model, the average discriminant degree,
AD, is defined as follows:

AD =
∑nρ

i=1

dif i
nρNc

(4-3)

nρ is the number of discrete points of the coupling strength
ρ, dif i is the number of different impact measurements given
by the current ρ failure model, and Nc is the number of
communication layer nodes. The greater the value of AD,

the more detailed the classification of the influence of the
cascading failure model on nodes. The maximum value of
AD is 1, which indicates that all nodes in the network have
different measurement values. The minimum value of AD is
1
/
NC , and the influence strength value of the communication

layer nodes is the same. Figure 8 shows the AD values of four
types of cascading failure models in the four experimental
systems. It can be seen that the cascading failure model
proposed in this paper has the best discrimination degree for
measuring node influence.

V. CONCLUSION
The purpose of this paper is to propose an improved cascading
failure modeling method for the Cyber Physical Power Sys-
tem. This method considers the operational characteristics of
the communication layer of the CPPS; facilitates the analysis
of the overall vulnerability of the system; provides guidance
for system planning and design, optimization, and upgrading;
and meets the development needs of the energy Internet.

However, for use with actual networks, the modeling
granularity of the communication layer module needs to be
refined. For example, in some access networks, the equipment
has limited processing capacity, failure leads to the prolifera-
tion of network data, and communication congestion affects
the failure development process. Therefore, the addition of
smooth communication layer transmission can aid further
research.
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