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ABSTRACT To cope with the shortage of available licensed spectrum, 4th Generation Long Term Evolution
(4G LTE) is expected to be deployed also in the unlicensed spectrum. This raises the problem of the
coexistence of multiple operators. Obviously, a Software Defined Networking (SDN) based control approach
can utilize the radio bandwidth by coordinating between multiple LTE-Unlicensed (LTE-U) operators.
Within SDN control plane, there is a well-known issue namely the Controller Placement Problem (CPP)
which has a major impact on the efficiency of the control plane. This paper addresses theWireless Controller
Placement Problem (WCPP) when the SouthBound interface (SBi) is based on 4G LTE unlicensed. The
proposed solution improves the throughput, link failure probability and the transparency on the SBi from
concurrent transmissions on the control plane. Two heuristic solutions are considered, one is a simulated
annealing based and the other is a ray-shooting based. The simulation results show that they are fast
and efficient and the ray-shooting based heuristic out-performs the simulated annealing based heuristic.
In addition, it is shown that the transparency improves in bigger networks.

INDEX TERMS LTE, placement, SDN, simulated annealing, wireless, stochastic geometry.

I. INTRODUCTION
The rapid proliferation of media-rich mobile devices has
brought a dramatic increase in mobile data traffic. The main
solutions to the rapid increase in traffic are: i) increased
spectral efficiency through advanced physical andMAC layer
techniques to support more bits/s/Hz per node [1]; ii) network
densification via deployment of more small cells to improve
the area spectral efficiency [2]; iii) addition of more radio
spectrum to increase bandwidth [3].

Licensed spectrum can provide predictable high-quality
services with high spectral efficiency, but the need for more
licensed spectrum is never-ending [4]. However, the licensed
spectrum below 6 GHz is limited. Hence, there is increasing
interest on the part of mobile operators to leverage unlicensed
spectrum.

Even though unlicensed spectrum has been used to offload
data traffic via Wi-Fi networks, Long Term Evolution (LTE)
in unlicensed spectrum (LTE-U) with the 4G-LTE radio com-
munications technology enables mobile operators to make
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efficient use of unlicensed spectrumwhilemanaging a unified
radio network. This provides new opportunities to alleviate
spectrum scarcity and boost network capacity. In contrast to
licensed spectrum, unlicensed spectrum is open to different
kinds of Radio Access Technologies (RATs) as long as they
comply with the regulations [5].

For instance, the introduction of LTE-U will inevitably
contend with Wi-Fi for access to the unlicensed spec-
trum. Due to the lack of inter-RAT compatibility gener-
ated by the different RAT specifications (i.e., a centralized
scheduling protocol in LTE and a different MAC protocol
based on the Distributed Coordination Function (DCF) in
Wi-Fi), no information exchange, and asynchronous opera-
tion, the co-channel deployment of multiple RATs will cause
increased interference to each other and potential degradation
of the overall system performance.

In the literature, coexistence between multiple RATs has
been discussed for the licensed spectrum [6], [7]. Striving to
overcome these challenges, the LTE-U forum was formed by
Verizon, Alcatel-Lucent, Ericsson, Qualcomm, and Samsung
in 2014 and generated the technical specifications based on
the 3rd Generation Partnership Project (3GPP) Rel. 10/11/12,
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including coexistence specifications and minimum perfor-
mance specifications for operating LTE-U base stations and
consumer devices [8]. It targets early deployment in countries
without Listen-Before-Talk (LBT) requirements, such as US,
China and Korea.

The initial LTE-U specifications only focus on Supple-
mental DownLink (SDL) operations, where the unlicensed
spectrum is used solely for downlink transmission. To sup-
port coexistence and fair sharing of the unlicensed band,
the LTE-U forum specified three solutions: opportunistic
SDL, channel selection, and time-domain operation using
Carrier Sensing Adaptive Transmission (CSAT).

In opportunistic SDL operation, the unlicensed spectrum
will be available when there is no user in the coverage or
there is no data in the buffer for users in the coverage.
Channel selection can effectively avoid interference in low
to medium density scenarios by selecting a clean channel
based on channel measurements. The performance of random
channel selection was analyzed in [9] which proposed chan-
nel selection for LTE-U by randomly selecting one channel
unoccupied by Wi-Fi.

Software Defined Networking (SDN) has recently evolved
as a new concept to simplify network architecture by sep-
arating and centralizing the control functionality from the
data forwarding path of networking devices. To date SDN
has mainly been applied to cellular networks to reduce the
signaling load and is also gaining significance for resource
management in interference, capacity limited access and
backhaul networks.Meanwhile, there are increasing efforts to
adapt SDN to the cellular world. For instance the Open Net-
working Foundation (ONF) designed a framework to modify
the standard South-Bound interface (SBi) called OpenFlow
to support mobile networks. In addition, many recent studies
have been devoted to leveraging SDN concepts to improve
traffic handling, mobility management, and overhead reduc-
tion in cellular networks [10], [11].

The rapid growth of networks requires a flexible archi-
tecture between the controllers and the switches, but cannot
be guaranteed by wired networks. The wireless medium can
provide the required flexibility by deploying the network
infrastructure (SBi) and adjusting it to changes in loads.
However, the shared wireless medium behaves differently
from the wired one since it is vulnerable to radio interfer-
ence, noise, fading signals and other RF phenomena. For
example, in a wired SDN, the latency on the SBi is based
on the Euclidean distance of the multi-hop path between the
switch and its assigned controller, whereas models for latency
in wireless networks require a good understanding of the
wireless propagation effects and are generally very involved
(such as probabilistic models like Rayleigh or Rice’s fading
models [12]). In addition, the performance of the wireless
network is measured by factors that do not exist in a wired
network, such as link failure probability that is negligible in
wired networks.

In the context of SBi optimization, one of the major (and
still open) issues is the Controller Placement Problem (CPP)

which was first defined by Heller et al. [13]. It is a dominant
research issue in the architecture of the control plane. The
CPP focuses on the structure of the control plane; i.e., the
number of controllers, their locations and the assignment
function of the data plane switches to controllers.

This paper extends our previous work [14] and proposes
a solution to the CPP in the case of LTE-U networks
(LTE-U-CPP), by taking the complexities of the wireless
medium between the control plane and the data plane into
account and considering the model of two coexisting cellular
LTE-U operators that share the common unlicensed bands.
An architecture is proposed in which the controllers commu-
nicate with the evolved Node Bs (eNBs) of the data plane
through LTE-U channels.

To investigate the efficiency of the wireless control plane,
an objective function is proposed which is a weighted sum of
three objectives: spatial throughput, spatial link failure proba-
bility and transparency. The transparency is a new metric that
is defined as the marginal latency on the data plane caused
by the co-channel interference that is added by the control
plane. The relation between the aforementioned metrics and
the initial controllers placement is shown by simulations.
The contribution of this work is as follows:
1) A novel model for the metrics of the LTE-U-CPP that

are specific to the cellular SDN i.e., throughput and link
failure probability on the SBi.

2) An objective function for the LTE-U-CPP (Section V)
consisting of the weighted sum of the spatial through-
put, spatial link failure probability and transparency..

3) An analysis and use of simulations to show the rela-
tionship between the wireless metrics on the SBi and
the placement of the control plane.

4) A simulation of the two proposed heuristic algorithms
and a demonstration of their efficiency.

The remainder of this paper is organized as follows.
Section II lists the existing solutions for the wired and
wireless SDN placement problem. Section III presents the
network model and Section IV describes the prformance
metrics. In Section V the LTE-U Controller Placement Prob-
lem is introduced and a detailed model description is pro-
posed. Later on in this section the objective function and
the constraints are proposed. Then in Section VI the heuris-
tics for solving the objective function are presented, and in
Section VII the simulations that were conducted are shown
and a discussion about the outcomes is provided. Section VIII
concludes with a few remarks and suggestions for further
research.

II. RELATED WORK
This section reviews the state of the art in solving the CPP.
The difference between existing solutions lies mainly in the
metrics that affect the control plane performance such as the
latency of packet transmission on the SBi and the resiliency
of the control plane. For instance, in [15] the controllers are
located as close as possible to the switches to decrease the
latency on the SBi, whereas in [16] the latency calculations
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considered the backup routes to increase resiliency, so that the
controllers were placed differently. In both cases the latency
depended solely on the Euclidean distance because the SBi
was a wired interface.

Recently, there has been increasing interest in a wireless
SBi in which the controllers communicate with the data plane
switches over a wireless channel. Mazied et al. [17] claimed
that the integration of SDN to 5G networks requires a wireless
SBi in which the controllers communicate with the data plane
over a wireless channel. However, a wireless SBi is more
complicated and suffers from other shortcomings such as
radio interference. For instance, merely in terms of the latency
on the SBi, the controllers will have to be placed closer to the
switches, while this would increase the radio interference and
the link failure probability. Note as well that the latency and
link failure probability are probabilistic metrics and are more
complicated to model.

Previous works by the authors [14], [18] discussed related
works in the wired SDN domain. Other comprehensive sur-
veys of the CPP solutions for wired SDNs can be found
in [19]–[23]. In the following, the solutions are only reviewed
for the CPP for wireless SDNs, which is the topic of this
research.

The CPP for SDNwas first introduced byHeller et al. [13].
They defined the CPP and the metrics for evaluating a solu-
tion for the initial placement of the control plane. The average
propagation latency on the SBi, based on the Euclidean dis-
tance, was the main objective. The challenges and opportu-
nities of Wireless Software Defined Networks (WSDN) were
first suggested by Chaudet and Haddad [24].

The Wireless CPP (WCPP) was introduced by Abdel-
Rahman et al. [25], [26] who initially proposed two different
deterministic solutions for the CPP for wired SDNs and
focused on the load of the control messages on the controllers.
Their objective was to minimize the number of SDN con-
trollers constrained by their response time and introduced the
WCPP based on a Time Division Multiple Access (TDMA)
mechanism where both the control plane and the SBi were
wireless. In a different work Abdel-Rahman et al. [26] pro-
posed a solution to the CPP in Software Defined Cellular Net-
works (SDCN) that considers the uncertainty in cellular user
locations. They formulated a static joint stochastic controller
placement and eNB-controller assignment problem to mini-
mize the number of controllers needed to control all eNBs.

Kobo et al. [27] proposed the CPP for Software Defined
Wireless Sensor Networks (SDWSN). Recently,
Alharthi et al. [28] proposed a dynamic scheme for software
defined drone networks. The objective of their solution is
to minimize the number of drones that operate as SDN
controllers and adjust their locations dynamically as the con-
trolled nodes adjust their locations to meet changing mission
requirements.

In previous works [14], [18] the authors proposed the
WCPP for Wi-Fi based SDN networks where the SBi is
a Wi-Fi based interface whose controllers communicate
with the data plane APs using a Carrier Sense Multiple

Access (CSMA) protocol. The communication between the
controllers and the communication between the APs is also
Wi-Fi based. Models for the wireless metrics (latency, link
failure probability and transparency) were put forward and it
was shown that their objective function minimizes the sum
of these metrics on the SBi. In addition, it was shown by
simulations that the solution to theWCPP is affected by these
metrics.

This paper considers that in order to design an efficient
wireless control plane it is necessary to perform a compre-
hensive investigation of the wireless metrics that affect the
wireless SBi such as the Signal to Interference Ratio (SIR)
and link failure probability. All the works above provide
important insights into the solution for the WCPP, but they
do not consider the building blocks of the wireless channel.
Specifically, they do not examine the impact of the metrics of
the wireless channel on the placement problem.

The conclusion of this section notes that the research of
the CPP is increasingly being applied to wireless networks.
However, none of the solutions have tackled the LTE-U case.
The following presents the first optimization function and
heuristics for the LTE-U-CPP case.

III. SYSTEM MODEL
Wang et al. [29] proposed a framework for a multi-Radio
Access Technologies (multi-RAT) heterogeneous network
which consist of an LTE-U tier and a Wi-Fi tier. This paper
extends and adapts their work to model the wireless metrics
of the proposed architecture.

Throughout this paper, E [X ] is used to denote the expec-
tation of a random variable X, P (A) to denote the probability
of an event A, and LX (·) to denote the Laplace transform
of a random variable X. The list of notations can be found
in Table 3 (in Appendix B). The table includes a reference to
the first appearance of each notation.

A. NETWORK MODEL
An LTE-U based WSDN network architecture is considered
here. The network consists of multiple separate sub-networks
where each of them is an LTE-U operator. Without loss of
generality, in order to simplify the mathematical models it
was decided to model two LTE-U operators. The architec-
ture is composed of two logical parts: the data plane and
the control plane. In the data plane, an LTE-U User Equip-
ment (LUE) connects to the network through an LTE-U base
station referred to as an eNB. The locations of eNBs are
modeled by two independent homogeneous Poisson Point
Processes (PPPs) for each operator; i.e.,8L1 with density λL1
and 8L2 with density λL2. The LUE is also modeled as an
independent PPP with density λLU .

Figure 1 depicts an example of the network model.
Operator1 has controller c11 that is assigned to eNBs
e11, e12, e13 and controller c12 that is assigned to eNBs
e14, e15. Operator2 has controller c21 that is assigned to
eNBs e21, e22, e23 and controller c22 that is assigned to eNBs
e24, e25.
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FIGURE 1. LTE-U-CPP network model.

Since the performance analysis and metrics formulation
(Section IV) is similar for both operators, the notations 8L
and λL are used, which refer to each of them. This is just to
simplify the mathematical models. However, in the objective
function (Equation (20)) each operator is represented by a dif-
ferent set of parameters. Therefore the required placement for
the two LTE operators is independent. Hence, the simulation
results show different placement and performance for the two
operators (Figures 3, 6, 7).

In this paper the focus is on the downlink (DL) transmis-
sion since the traffic load in the DL is significantly higher
than in the uplink (UL) [30]. In addition, in some technologies
(e.g. in 4G) DL and UL are different in terms of MAC
mechanism used. Therefore, it is difficult to introduce in the
same paper and same model, parameters and mechanism that
behave so differently. The UL justifies in itself an important
future work.

The transmission power of an eNB is assumed to be fixed
to a given value FL and an LUE transmits in a given value
FU [29]. Both large-scale path loss and small-scale fading are
considered. The power of a signal received by an LUE or an
eNB located at a point y from an eNB, LUE or controller that
is located at x is FL |x-y|−α hxy. FL is the transmission power
of an eNB, |x-y| denotes the distance between x and y, α > 2
is the path loss exponent, and hxy denotes the channel power
gain. The channel fading gain is considered to be independent
and identically distributed (i.i.d.) across each link and each
time slot, and to follow the exponential distribution with unit
mean; i.e., Rayleigh fading. Since the focus of this paper is an
interference-limited system, the background thermal noise is
ignored.

All the network paths are assumed to be 1-hop; i.e., only
direct paths from two network nodes are considered. The
initial placement of the control plane is also investigated.

B. MAC MODEL
In the following, all eNBs are considered to have infi-
nite backlog and operate in unlicensed band with slotted
time. In order to avoid interference, LTE-U employs an

ALOHA-like MAC scheme, where each eNB transmits inde-
pendently with probability βL in each time slot.Uenbi denotes
the retention indicator of the ith eNB. The retention indicator
of a given eNB is the probability that this eNB currently
transmits and is defined as follows [29]

P
[
Uenbi = 1

]
= βL (1)

As such, 8̃L which is the set of active eNBs in each time slot
that form a thinned PPP and is defined as follows

8̃L =
{
xi ∈ 8L |Uenbi = 1

}
(2)

where λ̃L is the density and is defined as follows

λ̃L = βLλL (3)

8L is the PPP of LTE-U.

IV. PERFORMANCE METRICS
In this paper stochastic geometry is used tomodel the network
elements (controllers, eNBs and LUEs) as PPPs. Stochas-
tic geometry is considered as a powerful mathematical tool
to analyze cellular and Wi-Fi systems [31]–[34]. Therefore
instead of calculating the average throughput and the average
latency on the SBi, the spatial throughput and the spatial
latency are calculated.

The performance metrics of an LTE-U network are: spatial
link failure probability, spatial throughput, spatial latency and
transparency defined as follows:

1) Spatial link failure probability (SBi): In the proposed
model the transmitters on the SBi (Definition 1) are
replaced by an equivalent continuum of transmitters
which are spatially distributed in the network. This
means that the transmitting power is now considered as
a continuum field all over the SBi [35]. In this context,
the network is characterised by eNBs and controllers
density λL and LUEs density λLU . The LUEs are not
part of the SBi but they create interference on the SBi.
For eNBs, it is assumed that the transmission is
successful if the received Signal to Interference
Ratio (SIR) is above a predefined threshold. Let θL
be the SIR threshold for eNB. The spatial link failure
probability is then defined as (Section IV)

PL , P[SIR < θL] (4)

2) Spatial throughput (SBi): In the literature, spatial
throughput can also be referred to as area spectral
efficiency [36]. Spatial throughput is a measure of
how efficiently a limited frequency spectrum is utilized
by the physical layer protocol, and sometimes by the
media access control (the channel access protocol). For
formal definition see Section IV-B.

3) Spatial latency (SBi): Only 1-hop paths between con-
trollers and eNBs are considered. Therefore, the spatial
latency on the SBi is straight forward from the spatial
throughput.

4) Transparency: The transparency [14] is the marginal
growth of the spatial latency on the data plane relative
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to what it was before the introduction of the control
plane (Section IV-D).

A. SPATIAL LINK FAILURE PROBABILITY FOR LTE-U
Let the typical eNB enbe ∈ 8̃L be located at the origin o and
the assigned controller is cL . The SIR at enbe is given as

SIR =
FL |xL |−α hc0
IL + IC + IU

(5)

where |xL | is the distance between enbe and cL . FL is the
transmission power of an eNB and hc0 is the channel power
gain.

The LBT mechanism that is used prevents concurrent
transmissions. However, it still does not guarantee complete
protection from collisions since sensing of the medium is
performed at exactly the same time, then it will still result
in a collision.
IL is the interference caused by the set of active eNBs

except eNB enbe and is defined as

IL =
∑

enbei∈8̃L\enbe

FL
∣∣enbei ∣∣−α henbi0 (6)

where
∣∣enbei ∣∣ is the distance between eNB enbei and eNB

enbe. henbi0 is the channel power gain. 8̃L is the set of all
active eNBs.
IU is the interference caused by the set of all LUEs and is

defined as

IU =
∑

luei∈8̃U

FU |luei|−α hluei0 (7)

where |luei| is the distance between luei and eNB enbe.
hluei0 is the channel power gain and FU is the transmission
power of a LUE. 8̃U is the set of all active LUEs.
IC is the interference caused by the set of all controllers

except for the controller ce = η(enbe) that is associated with
eNB enbe and is defined as

IC =
∑

ci∈C\ce

FC |ci|−α henbi0 (8)

|ci| is the distance between ci and enbe. henbi0 is the channel
power gain.

Given the SIR threshold θL for the eNB, the spatial link
failure probability of a typical eNB is given by [29]

PL , P[SIR < θL]

= E|enbL |
[
EUenbL

[
P
[
SIRL < θL | |enbL | ,UenbL

]]]
(9)

UenbL is the retention indicator of an eNB enbL . For a detailed
formulation see Appendix A.

B. SPATIAL THROUGHPUT
The spatial throughput of LTE-U network is defined as [29]

R = λLPL log (1+ θL) (10)

using Equation (9) the spatial throughput of LTE-U network
is approximated by [29]

R '
λL log (1+ θL)

1
βL
+ θ

( 2
α
)

L

∫
∞

θ
−

2
α

L

1

1+u
α
2
du

(11)

C. SPATIAL LATENCY
The purpose of the spatial latency used in this paper is mainly
for calculating the transparency and evaluating the perfor-
mance of the SBi. For this purpose only, a simpler definition
for the spatial latency on the SBi is chosen, since only 1-hop
paths between controllers and eNBs are considered.

Ls =
1
R

(12)

D. TRANSPARENCY
If SDN is not considered, it is well known that the eNBs will
only suffer from interference generated by other eNBs and
LUEs. By contrast, when SDN is considered and controllers
are deployed, the amount of interference on the data plane
increases due to this new concurrent transmission, which
impacts the spatial latency on the data plane. In other words,
the introduction of the control plane affects the data plane
since they coexist on the same spectrum. The transparency is
the marginal growth of the spatial latency on the data plane
relative to what it was before the introduction of the control
plane. The density parameter of the entire network increases
after installing the controllers from ν1 to ν2.
The spatial latency function of density ν is calculated based

on Equation (10) where λL = ν.

L (ν) , L (λL = ν) =

1
βL
+ θ

2
α

L

∫
∞

θ
−

2
α

L

1

1+u
α
2
du

ν log (1+ θL)
(13)

Let ν1 be the density parameter without the controllers
i.e., the number of eNBs and LUEs per km2. Let ν2 be the
density parameter on the network considering the controllers
as well. Then, the transparency is defined as follows

T =
L(ν2)− L(ν1)

L(ν1)
(14)

V. LTE-U CONTROLLER PLACEMENT PROBLEM
Consider a network represented by an undirected graph G
(V,E) where V represents the set of network nodes: con-
trollers, eNBs and LUEs. E represents the set of all wireless
links. The set of controllers is denoted by CwhereC ⊆ V and
C =

{
c11, .., c1k1

}
∪
{
c21, .., c2k2

}
with k1 and k2 controllers

for each operator respectively. The set of all eNBs is denoted
by En =

{
enb11, .., enb1m1

}
∪
{
enb21, .., enb2m2

}
where m1

and m2 is the number of eNBs for the two operators and
En ⊆ V . Since the network model for the two operators are
identical, in the remainder of this paper the notation ci, 1 ≤
i ≤ m is used for a controller. Each controller ci is placed
at a location denoted by ψ(ci). Therefore, a placement of
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controllers is denoted by:

9 = {(c1, ψ(c1)), (c2, ψ(c2)), . . . , (ck , ψ(ck ))} (15)

The set of all possible placements of controllers is denoted
by 9̂. Denote the controller assigned to eNB enbi by η(enbi).
Denote by ξ (ci) the set of all eNBs that are assigned to
controller ci. An assignment function of eNBs to controllers
is denoted by:

1 = {(c1, ξ (c1)), . . . , (ck , ξ (ck ))} (16)

The set of all possible assignments of controllers to eNBs is
denoted by 1̂. Equations (17) and (18) make sure that each
eNB is assigned to exactly one controller.

k⋃
i=1

ξ (ci) = En (17)

∀i, j ∈ {1..k} , i 6= j ξ (ci) ∩ ξ (cj) = ∅ (18)

A solution for the LTE-U-CPP is a set {k1, k2, 9,1} which
consists of four elements:

1) k1, k2 are the minimal number of controllers for each
operator.

2) 9 is the optimal location of the controllers.
3) 1 is the assignment function of all eNBs to k clusters.

The set E is the sum of the following groups of wireless links:
1) wireless links between the controllers
2) wireless links between the eNBs
3) wireless links between each eNB and its assigned

controller
4) wireless links between each LUE and its assigned eNB
Definition 1: The wireless SBi - denotes the wireless link

between two network nodes x and y by (x, y). The set of
wireless links on the SBi is defined as

3SBi =

m⋃
i=1

(η(enbi), enbi) (19)

By definition the SBi does not include the links between
eNBs, links between the controllers and the links between
LUEs and the eNBs.

The objective is to find a placement 9 for all controllers
and assignment1 between the controllers and the data plane
network elements such that the sum of the link failure proba-
bility of the two operators C1,1 and C2,1, the spatial through-
put C1,2 and C2,2 and the transparency C1,3 and C2,3 is
minimized.

Based on the proposed network architecture and the afore-
mentionedmetrics, the objective function for the LTE-U-CPP
can be modeled as shown in Eq. (20).

Minimize
1∈1̂,9∈9̂

2∑
i=1

3∑
j=1

{
λi,j · Ci,j(1,9)

}
(20)

subject to:
∑
e∈En

xec ≤ Nports; ∀c ∈ C (21)

∑
c∈C

xec = 1; ∀e ∈ En (22)

∑
e∈ξ (c)

f (e) ≤ µ(e); ∀c ∈ C (23)

where Ci,j and λi,j are defined as follows. Ci,j denotes the dif-
ferent metrics used in the objective function where C1,1,C2,1
are the spatial link failure probabilities for the two opera-
tors, C1,2,C2,2 stand for the spatial throughput metric and
C1,3,C2,3 for the transparency. Since these metrics differ by
nature it is necessary to introduce some coefficient parame-
ters denoted by λ. These parameters define the impact of each
performance metric on the results of the objective function.
The exact dosage of these parameters is set by the operator
with the following constraints:

−1 ≤ λi,j ≤ 1; ∀ 1 ≤ i ≤ 2, 1 ≤ j ≤ 3 (24)
2∑
i=1

3∑
j=1

λi,j = 1 (25)

It is noted that the spatial throughput should be maximized
while the spatial link failure probability and the transparency
should be minimized and therefore λ1,2 < 0 and λ2,2 < 0.
Constraint (21) guarantees that the number of eNBs that

are assigned to controller c does not exceed c’s port capacity
Nports. xec equals 1 if eNB e assigned to controller c and
0 otherwise. Constraint (22) guarantees that each eNB is
assigned exactly one controller. Constraint (23) guarantees
that the number of packets per second that must be sent to
the controller, which is denoted by f(e) (for instance because
there is nomatch on the eNB’s look-up table), does not exceed
the number of packets/second a controller can process, which
is denoted by µ(c).

VI. HEURISTIC ALGORITHMS
The objective function (Equation (20)) uses six decision vari-
ables and three constraints, some of which are functions of
stochastic variables. The placement problem is a K-Median
problem which is already proved to be NP-Hard [37]. There-
fore, a brute force or K-Median algorithm cannot solve this
objective function in reasonable time even in a small num-
ber of network nodes. In addition, the K-Median algorithm
is based on a hill-climbing search and since the objective
function uses six decision variables with different behavior,
the function may have several extremum points which make
it impossible to solve with such an algorithm. Therefore,
this section presents two heuristic approaches for solving
the LTE-U-CPP. The first (Section VI-A) is a simulated
annealing based algorithm, and the second (Section VI-B) is
a Ray-Shooting based algorithm.

A. SIMULATED ANNEALING BASED ALGORITHM FOR THE
LTE-U-CPP
To provide a fast solution, a simulated annealing based heuris-
tic is proposed in this section. Simulated annealing is use-
ful for finding a global optimum for problems that have a
large search space and many local optima. It is based on a
probabilistic method which was proposed independently by
Kirkpatrick, Gelatt and Vecchi [38] as well as Cerny [39].
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This algorithm was inspired by the metropolis algorithm
for the cooling of materials by slowly lowering the tempera-
ture. In this algorithm worse solutions are also accepted with
some probability. This way the algorithm will not stop at a
local minimum when there is a different global minimum.
This is done by using a control parameter known as temper-
ature such that the probability of accepting worse solutions
decreases with the temperature. Hence, it allows the algo-
rithm to explore the search space at higher temperatures and
helps in the convergence at lower temperatures. Furthermore,
the probability of accepting worse solutions decreases with
the difference between the objectives of the current and new
solutions. The input to the algorithm is the network graph
and the annealing schedule. The algorithm returns the best
solution encountered during the traversal. For a proof of
convergence see [40].

Algorithm 1 Clustering Algorithm Based on Hill Climbing
With Simulated Annealing (HetNet-LTE-U-CPP-SA)
1: Input: G(V ,E),Tb,Te, Imax , θ
2: Output: 9opt , valopt

3: T ← Tb, valopt ← inf , i← 1
9← RandomPlacement()
val← PlacementEvaluation(9)

4: while T ≥ TE do
5: if (ConstraintsCheck(9) = true) and (val < valopt )

then
9opt
← 9, valopt ← val

6: end if9 ′← Neighbor(9) using Alg. 2
val ′← PlacementEvaluation(9 ′)
2← val ′ − val
r ← random[0..1]

7: if P(9 ′,2,T ) ≥ r then
8: 9 ← 9 ′, v← val ′

9: end ifi← i+ 1
10: if completed Imax iterations then

T ← T · θ, i← 1
11: end if
12: end while

return 9opt , valopt

Algorithm 1 shows the LTE-U-CPP-SA, a simulated
annealing based algorithm used to solve the objective func-
tion. The annealing schedule is limited by the starting temper-
ature Tb and the ending temperature Te (line 1). Imax iterations
are made at each temperature and the temperature decre-
ment is 2. The algorithm begins with an initial temperature
(line 3) and gradually decrements (line 10) until it reaches an
ending temperature (line 4). The starting temperature must
be selected very carefully; i.e, it should not be too high or too
low. Generally, the starting temperature is set to 1 and the end-
ing temperature is set to a small value such as 0.00001. In this
case, the ending temperature was 10−10. The ending temper-
ature may not be zero because the probability of accepting the
worst moves approaches zero as the temperature approaches

zero. Then, the starting point is chosen randomly. In each
iteration, the objective value and the constraints are calculated
and compared to the current best solution (line 5). A better
solution is chosen but a worse solution is also accepted
with a probability P(Pl ′,2,T ) (line 8). Otherwise, another
neighbor of the current solution is generated (line 6). The
process continues until the temperature reaches an ending
temperature. The simulated annealing parameters used in this
paper are depicted in Table 1.

TABLE 1. Simulated annealing parameters.

Algorithm 2 Perturbation Operator for Simulated Annealing
(SA-Perturb)
Input: G(V,E), 9(placement)
Output: 9neighbor
C← set of all clusters
cn← randomly chosen controller
γ ← mutation factor close to zero
�← Gaussian random number generator
Shift controller cn by γ ·�
Reassign all eNBs to controllers using
K-Nearest-Neighbor algorithm
9neighbor ← new placement
return 9neighbor

One of the most sensitive stages in the simulated annealing
algorithm is choosing the perturbation of the current place-
ment. A perturbed placement may consist of a change in con-
troller number or a change in their location. Obviously, this
results in a new assignment function of APs and eNBs to con-
trollers. The current placement was perturbed by randomly
adding or removing one controller and then choosing a con-
troller and altering its placement using Gaussian mutation.
After the perturbation, all the APs and eNBs were reassigned
to their nearest controller using a K-NearestNeighbor algo-
rithm. The perturbation operator is described in Algorithm 2.
Analysis and Discussion: Let n be the number of net-

work elements (eNBs and controllers). LTE-U-CPP-SA goes
through O(logn) temperature steps. For each temperature,
the search examines O(n) attempted and accepted changes.
The computation rejects a change of the current tour in
O(1) time. If a change is accepted, the average path reversal
involvesO(n) exchanges. Consequently, the run time T(n) of
LTE-U-CPP-SA has the complexity:

T (n) = O((n2 + n) · log n) (26)

Since most steps take place at low temperature, where most
changes are rejected, the O(n · log n) term is not negligible
compared to the O(n2 · log n) term.
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The calculated running time complexity is generally con-
sidered as a fairly low complexity, and therefore the heuristic
can be considered fast. For instance, Liu et al. [41] compared
the running time of a simulated annealing based heuristic to
an enumeration algorithm and showed that simulated anneal-
ing is more efficient.

B. RAY-SHOOTING BASED ALGORITHM FOR LTE-U-CPP
Peretz [42] proposed the Ray-Shooting (RS) heuristic algo-
rithm for extracting static-output-stabilizing-feedback, with
approximately minimal-norm, for Linear Time-Invariant
(LTI) systems [43].

FIGURE 2. Ray-shooting algorithm.

Figure 2 shows an example of using the RS algorithm. The
algorithm searches for the global minimum of the function
y= f(x) in D. The algorithm starts at point A and ‘‘shoots’’ an
arrow at a random angle α1 until it intersects with the function
f(x) at point B. Then, the algorithm ‘‘shoots’’ an arrow in
the opposite direction at a random angle α2 towards point C.
This process continues until the algorithm converges up to
a threshold ε close to point D. The Ray-Shooting works as
follows (Figure 2): point A is chosen randomly on the graph
of the function. From point A a random ray is shot towards
the boundary of the search space. Starting from the ray head,
the ray is sampled and the height of the function over the sam-
pled points is compared to the height of the sampled points
of the ray (the red and green vertical arrows). Once a lower
point is reached - point B in the illustration - the ray sampling
and function evaluations are stopped and a new random ray is
shot from B in the opposite direction. The new ray is sampled
and a lower function value at point C in the figure is found.
Shooting rays from point C does not lead to any improvement
greater than ε and the current iteration ends. Then, another
iteration starts the same way and so on. The function f(x) may
be of un-limited arguments and each argument is translated
to a specific dimension in the ray’s movement. In addition,
multiple arrows can be shot in parallel. This is an advantage
in a multi core system where each ray may be simulated in
a different thread that is running on a different core. The
algorithm is guaranteed to converge (in probability) to the
global minimum of the function, if a sufficient number of
iterations is allowed. Practically, the algorithm can be stopped
if no improvement is detected within a window of 20% of
the allowed number of iterations. The function need not be

smooth or even continuous but only well defined and measur-
able over some compact domain, and the neighborhood of the
global minimum value should have a non-negligible measure.

Further descriptions of the algorithm, the convergence
proof and complexity calculations can be found in [44]–[46].

In this paper the RS algorithm was adapted to solve the
proposed objective function. The LTE-U-CPP-RS heuristic
based on the RS algorithm is proposed. The LTE-U-CPP-RS
heuristic uses three rays for the three metrics in the objective
function (Equation (20)).

The LTE-U-CPP-RS algorithm has two advantages that are
important for the LTE-U-CPP:

1) An unlimited number of dimensions: the proposed
objective function consists of three different metrics
and the placement solution for the LTE-U-CPP consists
of a location for the controllers and an assignment
of eNBs to controllers. The proposed objective func-
tion was defined as multi-dimensional such that each
metric and each location coordinate assignment func-
tion can be assigned a different dimension. This way,
the search scheme simulated by shooting rays searches
multiple variables concurrently. Hence, a solution for
the LTE-U-CPP can be effectively calculated by the
LTE-U-CPP-RS algorithm.

2) Multiple rays: The LTE-U-CPP-RS algorithm supports
the use of multiple rays. The algorithm can ‘‘shoot’’
multiple rays in parallel, thus making the run time
of the algorithm shorter. The simulation application
can simulate multiple rays on multiple threads such
that on a multi-core system the running time of the
LTE-U-CPP-RS algorithm can improve significantly.

Section VII shows by simulations that the LTE-U-CPP-RS
heuristic outperforms the LTE-U-CPP-SA heuristic.

VII. SIMULATION RESULTS
In this section, The LTE-U-CPP is solved with simulations
of the two proposed algorithms LTE-U-CPP-SA and LTE-
U-CPP-RS. The influence of the LTE-U metrics (latency,
throughput, link failure probability and transparency) on
the placement calculations of the LTE-U-CPP is evaluated.
Unless otherwise specified, the transmission power of eNB
and controller are assumed to be FL = FC = 44dBm, while
the SIR threshold for eNB is θL = 0dB. The transmission
power of LUE is assumed to be FU = 23dBm. The path
loss exponent is α = 4 [29], and the retention probability
of eNB is βL = 1 [29]. Intel Core i5-2400 CPU @ 3.10GHz,
3101MHz, 4 Cores, running Matlab RS2015a was used for
the simulation.

The simulation area was 10 km× 10 km and the simulation
results were averaged over 2000 iterations. The average
results are presented for statistical reliability. The proposed
LTE-U-CPP-SA and LTE-U-CPP-RS heuristics are evalu-
ated on different sizes of networks. It was assumed that
the controller software runs on a server with maximum
access bandwidth of 10Gbps and capacity of 7.8 · 106

packets/second to serve 160 bytes packet size according to
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TABLE 2. Simulation parameters.

OpenFlow v 1.2 specifications [47]. The simulation parame-
ters are depicted in Table 2.

A. REQUIRED NUMBER OF CONTROLLERS
One of the most important results of the LTE-U-CPP is the
number of controllers that is required for the performance
of the control plane. Although a large number of controllers
means that the controllers are closer to the eNBs on average
and the spatial link failure probability decreases, there is more
interference and the SIR decreases.

FIGURE 3. Required number of controllers vs. number of eNBs
LTE-U-CPP-SA and LTE-U-CPP-RS.

Figure 3 shows the required number of controllers vs. the
number of eNBs for both heuristics. In general the required
number of controllers is seen to be greater for higher numbers
of eNBs. However, adding a data plane node can increase
or decrease the number of required controllers unpredictably
because an additional network node adds interference to the
network which changes all the wireless metrics (through-
put, link failure probability, etc.) and the assignment of data
plane nodes to controllers. Hence, the network configuration
changes. For instance, the results of the SA heuristic show an
unusual behaviour of the function for 70 and 110 eNBs was

observed. A similar behaviour was observed by the results of
the RS heuristic.

We observe that the LTE-U-CPP-RS calculates a lower
number of controllers which is obviously closer to the
optimum.
Summary: The LTE-U-CPP-RS heuristic calculates a

lower number of controllers which is closer to the optimum..

B. OBJECTIVE VALUE
Figure 4 shows the objective value vs. the number of eNBs
that was calculated by both heuristics. The error bars show the
results variation of all the simulation iterations. In most net-
work configurations the calculations of the LTE-U-CPP-RS
heuristic are seen to produce lower objective values. This
shows that the results of the LTE-U-CPP-RS heuristic are
closer to the optimum.

FIGURE 4. Objective value vs. number of eNBs.

Summary: The calculations of the LTE-U-CPP-RS heuris-
tic have lower objective values.

C. SPATIAL THROUGHPUT
Figure 5 shows the spatial throughput vs. the number of eNBs
for the two heuristics. The results deviate rapidly because
every change in the data plane changes the structure of
the network completely (the same behaviour was observed
in Figure 3).

The LTE-U-CPP-RS heuristic appears to show smaller
differences between the two operators. The results are more
reliable since both operators have the same number of net-
work elements in each instance of the simulations.
Summary: The results that are calculated by the

LTE-U-CPP-RS are more reliable.
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FIGURE 5. Spatial throughput vs. number of eNBs LTE-U-CPP-SA and
LTE-U-CPP-RS.

FIGURE 6. Spatial latency vs. number of eNBs LTE-U-CPP-SA and
LTE-U-CPP-RS.

D. SPATIAL LATENCY
Figure 6 shows the spatial latency vs. the number of eNBs for
the two heuristics. The results deviate rapidly because every
change in the data plane changes the structure of the network
completely (the same behaviour was observed in Figure 3).

The LTE-U-CPP-RS heuristic appears to show smaller
differences between the two operators. The results are more
reliable since both operators have the same number of net-
work elements in each instance of the simulations.
Summary: The results that are calculated by the

LTE-U-CPP-RS are more reliable.

E. TRANSPARENCY
The transparency is a measurement of the performance cost
paid in installing the controllers. The controllers add interfer-
ence on the data plane which reduces the SIR and increases
the spatial latency.

Figure 7 shows the transparency of the required control
plane placement vs. the number of eNBs for both heuris-
tics. In general, the transparency appears to decay as the
number of eNBs increases. This is because in large net-
works (more network nodes) the marginal interference that is
added by an additional controller is less significant. Hence,
the transparency is low. This is an interesting observation
which shows that for larger networks the cost of using the
wireless SDN architecture is lower. It is also observed that the
LTE-U-CPP-RS calculates lower transparency.

FIGURE 7. Transparency vs. number of eNBs LTE-U-CPP-SA and
LTE-U-CPP-RS.

Summary: The transparency decays as the number of
eNBs increases. The LTE-U-CPP-RS heuristic outperforms
the LTE-U-CPP-SA by calculating lower transparency.

When the results of the LTE-U-CPP-SA heuristic are com-
pared to the results of the LTE-U-CPP-RS heuristic the fol-
lowing is observed:

1) The two operators have the same density of eNBs
and the same set of λ coefficient parameters in the
objective function. The difference between the two
operators lies in the scattering of the eNBs. In addi-
tion the probabilistic nature of the LTE-U-CPP-SA
and the LTE-U-CPP-RS heuristics produces different
results for the two operators. However, no major dif-
ference is expected. The spatial latency results of the
LTE-U-CPP-RS heuristic in Figure 6 show practi-
cally similar results for the two operators, which is
more accurate than the results of the LTE-U-CPP-SA
heuristic.
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TABLE 3. List of notations.
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TABLE 3. (Continued.) List of notations.

2) The transparency is the marginal latency that the con-
trollers add to the data plane. Therefore, the trans-
parency is expected to be lower for larger networks.
In Figure 7 the results of the LTE-U-CPP-RS heuris-
tic show an emphatic decay compared to the results
of the LTE-U-CPP-SA heuristic. In addition, the
LTE-U-CPP-RS heuristic shows closer results for the
two operators.

3) In Figure 7 the LTE-U-CPP-RS heuristic is shown to
produce lower transparency.

4) The quality of the placements can also be measured by
the number of controllers required. An accurate algo-
rithm can calculate the optimum number of controllers
precisely. Figure 3 shows that the LTE-U-CPP-RS
heuristic calculates a lower number of controllers on
average than the LTE-U-CPP-SA heuristic.

5) The most significant advantage of the LTE-U-CPP-RS
heuristic over the LTE-U-CPP-SA heuristic is shown
in Figure 4 where the objective values calculated by the
LTE-U-CPP-RS heuristic are generally lower.

VIII. CONCLUSION AND FUTURE PLANS
To the best of our knowledge, this paper is presume to be the
first to address the issue of the CPP for SDN based LTE-U
networks. In the proposed network two LTE-U operators
share the same LTE-U bandwidth.

The proposed objective function calculates the optimal
placement for the control plane of both coexisting operators.
In the objective function 3 metrics were considered: the
spatial throughput, the spatial link failure probability and
the transparency. Two heuristics were also presented to solve
the objective function: a simulated annealing based algorithm
LTE-U-CPP-SA and a ray-shooting based algorithm
LTE-U-CPP-RS. The simulation results show that the
LTE-U-CPP-RS heuristic calculates better and more accurate
results than the LTE-U-CPP-SA heuristic.

For future work, the plan is to tackle the CPP problem in the
case of heterogeneous LTE based networks for shared Wi-Fi
and cellular technologies.

APPENDIX A
SPATIAL LINK FAILURE PROBABILITY FOR LTE-U
Given the SIR threshold θL for the eNB, the link failure
probability of a typical eNB is given by [29]

PL , P[SIR < θL]
= E|enbL |

[
EUenbL

[
P
[
SIRL < θL | |enbL | ,UenbL

]]]
=

∫
∞

0
P[SIR < θL | |enbL | = τ,UenbL = 1]βL f|zL |(τ )dτ

(27)

where

f|enbL |(τ ) = 2πλL · τ · exp(−πλLτ 2) (28)

Therefore, the conditional link failure probability of the typ-
ical eNB is [29]

P[SIR < θL | |enbL | ,UenbL = 1]

= LIL ||enbL |,UenbL (
θL |enbL |α

FL
) (29)

Let Z (s; a, b) = π (s · a)
2
a
∫
∞

b2(s·a)−
2
a

1

1+u−
a
2
du, then

The conditional Laplace transform of IL is given by [29]

LIL ||enbL |,UenbL (s) = exp
(
−2λ̃L

∫
∞

|zL |

sFLr−α

1+ sFLr−α
rdr
)

(30)

where λ̃L = βLλL
By substituting s = θL |enbL |α

FL
, Eq. (30) into Eq. (29)

one can obtain the conditional link failure probability. Then,
by substituting Eq. (29) into Eq. (27), one can obtain the
spatial link failure probability.

APPENDIX B
LIST OF NOTATIONS
See Table 3.
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