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ABSTRACT Disease is one of the main factors affecting crop growth. How to reflect the external morpholog-
ical features of the disease and completely retain the color and texture information of the disease area is one of
the key research issues for crop disease segmentation. Meanwhile, aiming at the problem of low segmentation
accuracy with traditional convolution neural network-based methods in the crop disease leaf image, this
paper proposes a spatial pyramid-oriented encoder-decoder cascade convolution neural network for crop
disease leaf segmentation. The network consists of a region disease detection network and a region disease
segmentation network. Region disease detection network is a kind of network combining cascade convolution
neural network with spatial pyramid. This method connects the three-level convolution neural network
model, where the structure of the three-level neural network model varies from simple to complex. Different
crop disease leaf features are extracted from the different neural network levels. And images are screened
to complete the detection of crop disease leaf. What’s more, a space pyramid pooling layer is added to each
network level. This pooling strategy does not require fixed size input, which increases the size selection
of input model. The region segmentation network is established based on the Encoder-Decoder structure.
The multi-scale convolution kernel is used to improve the local receptive field of the original convolution
kernel and accurately segment the crop disease leaf area. Finally, we conduct experiments on the crop disease
leaf images under different conditions, the results show that the proposed method has higher segmentation
accuracy. In terms of Precision, Correct segmentation, over-segmentation and under-segmentation indexes,
etc., the average values of proposed method are more than 90%. The average dice similarity coefficient
is over 95% under different background. Moreover, it can meticulously reflect the external morphological
features of the crop disease leaf and relatively better retain the color and texture information.

INDEX TERMS Crop disease leaf segmentation, spatial pyramid, encoder-decoder cascade convolution
neural network, pooling strategy.

I. INTRODUCTION

Crop disease is one of the important factors affecting crop
yield and quality [1]. In order to improve the quality and
yield of the main crops in production, it is necessary to
make effective diagnosis and treatment for the crop diseases
encountered in the process of crop growth. Traditional crop
disease diagnosis requires experts to go into the field, which

The associate editor coordinating the review of this manuscript and

approving it for publication was Kumaradevan Punithakumar

is often time-consuming and laborious. At the same time, due
to the influence of various external environmental conditions
and subjective factors, artificial diagnosis and treatment of
many diseases can easily lead to subjective misjudgment.
Since the symptoms of most diseases are mainly on crop
leaves, the occurrence and types of diseases can be deter-
mined by observing the characteristics of crop leaves. The
traditional way of judging diseases by artificial observation
has some problems such as subjectivity, blindness and low
efficiency [2], [3].
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In recent years, with the continuous development of
computer vision technology, it has become a trend to use
automatic detection methods to judge crop diseases, which
can effectively solve the shortcomings of artificial disease
judgment.

In the process of crop disease leaf image detection,
the accurately segmentation of disease area directly affects
the accuracy of disease recognition [4], [5].

There are many segmentation methods for crop disease
leaf image, which can be divided into traditional image
segmentation method and deep learning-based segmentation
method. Traditional crop disease leaf image segmentation
methods contain four categories: threshold-based, clustering-
based, classification-based and graph theory-based segmen-
tation [6]-[9]. In threshold-based method, the key threshold
point is found to segment the crop disease leaf image. This
method is suitable for the crop disease leaf image segmenta-
tion under simple background. The clustering-based method
classifies the disease region according to the different pix-
els of the image, but it requires many iterations to deter-
mine the optimal clustering point during the segmentation
process, which reduces the timeliness of the segmentation
method. The classification-based method uses a variety of
image features to train the classifier, and adopts the trained
classifier to classify the pixel points to achieve segmentation.
It needs to complex feature extraction algorithm in the fea-
ture extraction stage, so this method is less practical. The
graph theory-based method maps the original image to an
undirected weight graph and performs image segmentation
by solving the optimal solution of the function. This method
is suitable for the condition with simple background or low
pixel similarity. The above traditional image segmentation
method is only applicable to the crop disease leaf image
with a simple background. When the color of crop disease
area is similar to the background or the boundary is fuzzy,
the traditional image segmentation methods are difficult to
distinguish the object and background, so the segmentation
effect is poor.

Recently, due to the development of deep learning tech-
nology, it has become a trend to use convolution neural net-
work (CNN) to perform image semantic segmentation. Many
scholars have tried to use CNN to solve the problem of crop
disease leaf image segmentation [10]-[13].

Liu [14] combined Markov and CNN to complete the
segmentation of cotton disease image. This method used
CNN to extract image deep semantic features and combined
with the relative relationship between the feature map pixels
to construct the conditional random field energy function
and conduct optimization training. Liu [15] trained the rice
disease leaf image segmentation model based on the full
convolution neural network (FCN) using the data set of rice
disease to complete the rice disease leaf image segmentation
under a complex background. Zhao [16] combined FCN and
Conditional Random Field (CRF) to segment grape disease
leaves. In this method, CRF was used as a probability graph
to describe the detailed information of the image in the
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segmentation process, so the training time in this network
model is long. Xiong [17] combined super pixel segmentation
with CNN to achieve field rice spike segmentation in different
growing periods. However, the segmentation effect were poor
under complex background. Li [18] designed a greenhouse
cucumber disease recognition system based on CNN. In the
pretreatment stage, the system combined the compound color
features with CNN to realize the complete segmentation of
different diseases. Ahmad [19] proposed a strawberry leaf
disease detection method based on AlexNet, which was effec-
tive in the strawberry leaf disease detection, but the detection
effect was poor in the case of occlusion. Pound [20] used
CNN to segment different parts of wheat, such as root tip,
spike tip and spike base, and achieved good results. Since
CNN needed to preprocess the original image, the universal-
ity of this method was poor. The above deep learning-based
image segmentation methods have achieved high segmen-
tation accuracy in the different crop disease leaf images.
Wen [21] proposed an end-to-end detection-segmentation
system to implement detailed face labeling. Yin [22] intro-
duced a deep guidance network to segment the biomedical
image, which consisted of a guided image filter module to
restore the structure information through the guidance image.
Opbroek [23] investigated kernel learning as a way to reduce
differences between training and test data and explore the
added value of kernel learning for image weighting. Also a
new image weighting method was proposed that minimized
maximum mean discrepancy between training and test data,
which enabled the joint optimization of image weights and
kernel. Wang [24] developed a new class of hierarchical
stochastic image models called spatial random trees (SRTs)
which admitted polynomial-complexity exact inference algo-
rithms.

However, the existing segmentation methods based on
deep learning can only complete the segmentation task for a
single plant disease, and cannot solve the segmentation prob-
lem with many plant diseases, which reduces the practica-
bility of the segmentation method. Moreover, some network
models are complex, which is difficult to extend them to other
crop disease recognition tasks. The established deep learning
network model needs many parameters to train the network,
which is difficult to satisfy the real-time demand for crop
disease leaf segmentation.

In the image processing with multi-convolution neural net-
works, a single convolution network model is often designed.
In this way, the features collected by the neural network
are relatively single, which makes the generalization perfor-
mance of the network model be poor. It usually has good
effects for some specific problems. As a result, a cascade
convolution neural network was proposed in CVPR2015.
By connecting convolution neural network models with
different structures, the model can gradually extract fea-
tures. The model structure varies from simple to complex.
It is relatively easy to start the convolution neural net-
work, i.e., rough feature extraction process, which is equiv-
alent to roughly carry out the first-level classification of
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FIGURE 1. Structure of cascade CNN.

the input images. The classification results are input into
the second-level convolution neural network model, which
is more complex than the previous level. The extraction
process of image features will also be more detailed. After
this image classification, the required results are input into
the most complex network (third-level) to carry out the
final feature extraction. Finally, the classification results are
obtained. The model uses different models to extract fea-
tures, which reduces the detection time and improves the
accuracy.

Therefore, aiming at the problem of crop disease
leaf segmentation, this paper proposes a spatial pyramid-
oriented encoder-decoder cascade convolution neural net-
work (abbreviated to SPEDCCNN) and applies it to
the crop disease leaf image segmentation under differ-
ent environments. Therefore, our main contributions are as
follows:

> This paper proposes a spatial pyramid-oriented
encoder-decoder cascade convolution neural network
for crop disease leaf segmentation.
The network consists of a region disease detection
network and a region disease segmentation network.
Region disease detection network is a kind of network
combining cascade convolution neural network with
spatial pyramid. This method connects the three-level
convolution neural network model
A space pyramid pooling layer is added to each network
level. This pooling strategy does not require fixed size
input, which increases the size selection of input model.
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The region segmentation network is established based
on the Encoder-Decoder structure.

The multi-scale convolution kernel is used to improve
the local receptive field of the original convolution ker-
nel and accurately segment the crop disease leaf area.
Finally, experiments on the crop disease leaf images
under different conditions show that the proposed
method has higher segmentation accuracy.

Il. RELATED WORKS

In recent years, the research in the object detection field
mainly focuses on the uncontrollable part, which will affect
the final effect of object detection. In addition, it is difficult to
generate better generalization ability only by using the model
with a single structure, which makes the robustness of the
model in practical application low. Therefore, the three main
difficulties in object detection are as follows:

a. The object has too many variable cases in the complex
scene;

b. There are too many possible pseudo-objects in the
image;

c. The single structure has weak robustness with variable
conditions.

In view of the above problems, the cascade convolution
neural network model proposed by Liu [25] effectively solves
the main difficulties. The structure of the cascade convolution
neural network is shown in figure 1.

It can be seen from figure 1 that the network model
is mainly composed of a three-level convolution neural
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network. The candidate box (ROI) is obtained through the
simple fixed size window. Each level includes a dichotomous
network (12-net, 24-net, 48-net), and a calibration network
(12-calibration, 24-calibration, 48-calibration). The three net-
work levels have the different resolutions of the input image.
The gradually increasing of resolution is mainly to improve
the recognition accuracy, which can reduce the running time
and improve the efficiency of the model. The structure of this
network varies from simple to complex. The simple network
is used for rough feature extraction, while the complex net-
work is devoted to accurate classification.

For most of the current CNNss, the size of the input image
is required to be fixed, which requires the CNN to resize the
image before training or testing. However, in data preprocess-
ing, the original image is cropped to a uniform size. When the
scale of the input image changes, the traditional CNN will
not be able to realize the multi-scale input. Meanwhile, more
data information will be lost in this process compared with the
multi-scale pre-processing process, which will have a certain
impact on the subsequent training and testing.

To solve this problem, He [26] proposed a spatial pyramid-
ing (SP) pooling method to solve the scale variation problem
of input data. Since the convolution layer and the pooling
layer do not require fixed-size inputs, the full connection
layer requires fixed-size input. Assuming that the size of the
input image is 100 x 100, and the 5 x 98 x 98 feature graph
will be generated after five 3 x 3 convolution kernels. When
the size of the input image becomes 102 x 102, the same
operation will result in a 5 x 100 x 100 feature map. Then
the input of the two sizes will get 25 x 25 and 26 x 26
feature graphs after 2 x 2 pooling respectively. Therefore,
it can be seen that the convolution layer and the pooling layer
can process images with any input size. However, the full
connection layer has a requirement for the input size. Suppose
that the last convolution layer has 50 outputs and the next
full connection layer has 1000 neurons, the dimension of this
connection matrix is 50 x 1000. If the input image size is
different at each time, then the matrix dimension connected to
the full connection layer will be changed, making it impossi-
ble to train or test the network. Therefore, the space pyramid
pooling algorithm is to add a space pyramid pooling layer
before the full connection layer, which ensures that the input
images with any size is processed as the same dimension. The
convolution neural network with pyramidal pooling is shown
in figure 2.

It can be clearly seen that the input image does not need
to be preprocessed after introducing pyramid pooling, which
realizes the multi-scale input of convolution neural network.

Figure 3 shows a traditional network architecture model.
The fully connection layer is behind the convolution layer.
Adding a pyramid pooling layer before the fully connection
layer solves the problem of different input image sizes. It can
be seen that the pyramidal pooling layer is to carry out three
pooling operations on the feature map obtained from the
previous convolution layer. The uppermost pooling operation
is pooling the original feature map. In the middle, the feature
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Algorithm 1 SP Pooling

Input: eigenmatrix after convolution pooling X € R4*?.
Output: eigenvector after space pyramid pooling F.

Step 1. calculating w = cell(a/n), h = cell(b/n), stridel =
floor(a/n),stride2 = floor(b/m),n = 1,2,3...;

Step 2. The obtained parameters are used to pool the eigen-
matrix X, then it obtains the features f1, f2, and f3;

Step 3. Connecting the obtained features and getting the
new feature F.

map is divided into four parts for pooling. At the bottom, the
feature map is divided into 16 parts for pooling. This can form
a 21-eigenvector input to the fully connection layer, which
solves the problem of inconsistent input image size.

In the case of different size of image input, assuming that
the obtained size of the feature map after convolution pooling
is a x a. The number of pyramid pooling is n, so the side
length of each window is win = cell(a/n). The pooling strides
are strides = floor(a/n). Finally, after pyramid pooling, n
pooling operations will be formed as shown in figure 5. These
pooling operations will adopt the basic pooling method (such
as maximum pooling), but with different window sizes and
moving steps.

This paper is organized as follows. Section 2 introduces the
related works for this paper. In Section 3, we present the pro-
posed image segmentation method. In Section 4, we describe
experimental results. A conclusion with open problems ends
the paper in Section 5.

1ll. PROPOSED CROP DISEASE LEAF SEGMENTATION
METHOD

The structure of the proposed segmentation model is shown
in figure 4. Because the crop disease leaf area has the higher
pixel similarity with the normal area of the leaf. And the
acquired image contains a lot of background noise. Therefore,
the cascade convolution neural network is combined with
the spatial pyramid to establish the region disease localiza-
tion network (named RDL-NET), which is used to detect
the leaf disease area to reduce the influence of background
information on the segmentation effect. The region disease
segmentation network based on Encoder-Decoder model
architecture (named RSED-NET) is established for crop leaf
disease segmentation.

In SPEDCCNN, the scale-independent cascade convolu-
tion neural network is used to obtain the features in different
crop disease leaf image scales. The output result of RDL-NET
is input into RSED-NET. Then the localized disease leaf
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FIGURE 4. Structure of SPEDCCN model in this paper.

area is segmented. Most of the existing deep learning-based
segmentation methods adopt the end-to-end segmentation
structure, which is directly used for the image segmenta-
tion task, but it is unable to localize the specific location
to be segmented in the image, this approach reduces the
segmentation efficiency. In this study, the proposed method
combines RDL-NET and RSED-NET to improve the seg-
mentation accuracy. After the localization of the crop disease
leaf area in the image by RDL-NET, the visual saliency of
the SPEDCCNN network is enhanced, which promotes the
segmentation speed of the new model.

The image to be detected is input in the network for feature
classification, if it is judged as the crop disease leaf image,
then the image will be input into the first correction network;
otherwise, it will delete this image directly and judge the
next image. In the second-level dichotomy network, the same
operation is carried out as before. The obtained crop disease
leaf is processed by the non-maximum suppression (NMS)
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and finally the crop disease leaf area is obtained in the
original image. The model has better recognition accuracy
when testing the standard data sets. In addition, due to the
simple network structure in the first two layers, the detection
rate of the overall model is also improved, and the detection
time is significantly reduced compared with other traditional
networks.

A. IMAGE ACQUISITION

The experimental images were collected at the Datian Experi-
mental Base in Zhengzhou city, Henan Province from May to
August, 2017. In order to fully consider the impact of natural
light on the segmentation effect, shooting was conducted
at 8:00, 10:00, 16:00 and 18:00 every day. The leaves of
main crop diseases included corn great spot, corn round spot,
wheat stripe rust, wheat anthracnose, cucumber target spot
and cucumber brown spot [27]. A total of 900 crop disease
leaf images were taken with 150 images of each disease
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Wheat anthrax Cucumber target disease  tan disease

FIGURE 5. Crop disease leaf images.

leaf. It was collected with a Cannon EOS650D digital cam-
era, without supplementary light source, and was shot about
15-30cm away from the crop leaf. In order to improve the
training efficiency of the network model, the images were
re-sized as 256 x 256 pixel. The instances of crop disease
leaf images are shown in figure 5.

The crop disease leaves data sets contain 650 training sets,
125 verification sets and 125 testing set. The training set is
input into the segmentation network model and the weight
parameters of the model are trained. The validation set is used
to determine the structure of the model. And the complexity
of the model is controlled and the model parameters are
optimized. The testing set is utilized to test the segmentation
effect of the proposed model.

B. RDL-NET MODEL

Although the cascade convolution neural network has excel-
lent performance in the field of crop disease leaf detection,
it does not support the multi-scale input, which leads to the
information loss of the images in the pre-processing stage
of the model. The spatial pyramid pooling algorithm solves
the multi-scale input problem of convolution neural network.
Therefore, this paper proposes a scale-independent cascade
convolution neural network leaf detection algorithm and com-
bines with the advantages of space pyramid pooling algorithm
in the RDL-NET model.

The structure of the model is shown in figure 6. Pyramid
pooling layer is added before the full connection layer of
the convolution neural network. The unified channel number
of pyramid pooling is 5, so that each level of convolution
neural network supports multi-scale input, and the structural
complexity of the overall network is from simple to complex.
In order to carry out image detection faster, the proposed
algorithm in this paper does not set up the calibration net-
work. In this way, the whole model only has three convolution
neural networks, which will greatly speed up the training and
detection speed.

RDL-NET network mainly consists of 4 convolution lay-
ers, 4 pooling layers, 3 SPP pooling layers, 3 FC layers and
3 output layers. All convolution kernels are set as 3 x 3, and
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the stride is set as 1. In order to keep the same dimension with
the input image, the parameter pad is set to 1 with the way of
boundary expansion to complete the edge of the convolution
layer. The Pooling layer size is set as 3 x 3, the Pooling
window is set as 2 x 2, and the sliding step size is set as 2. The
sliding window of n x n is used to carry out the convolution
operation on the feature map output by the convolution layer.
The convolution layer obtained through the sliding window
is mapped into a feature vector, and the feature vector is
input to the classification layer and the regression layer. The
classification layer is used to determine whether it is a normal
area or a disease area. The regression layer is used to locate
the the disease area.

In the process of detecting disease leaf areas, The center
point of the sliding window is defined as the anchor point,
and each slide of the window corresponds to three scales
and three aspect ratios respectively. Therefore, each slide will
generate n = 9 anchor points and also generate the same
number of area detection boxes. The detected disease leaf
image is compared with the original manual labeled image,
and the error between the detected value and the real labeled
value is calculated by using two different loss functions.

Leis(pis p7) = —lglpipi + (1 = p{)(1 = pi)] (1)
Position loss function is:
Lyeg(ti, ) = R(t; — t]) ()

where, R(x) is the regularization loss function, i.e,

0.5x2, x| <1
R(x) = 3)
|x| — 0.5, others
The overall loss function is:
1
LUpi}. (t) = — > Le(pi p})
Ncls i
1
FA—— > piLig(ti 1) ()
Nreg ;

where X is the weight coefficient. p; represents the disease
probability of the detection area. p is the real labeled class,
where p¥ = 0 represents the background and p¥ = 1 repre-
sents the disease area. N¢j; and N, are regular terms used
to avoid over-fitting. i is the index value of the detected
candidate region. #; is the position parameter of the original
coordinate box, and ti* is the actual coordinate of the candi-
date region.

C. RSED-NET MODEL

The structure of RSED-NET is similar to SegNet, which
is mainly composed of encoder network, decoder network
and Softmax classifier. The encoder network is constructed
based on VGG16 network structure. However, because the
detailed features of crop disease leaves are relatively com-
plex, it is difficult to extract complex features by using tra-
ditional convolution kernel. In order to extract the features
of complex leaves diseases in the image, it is necessary to
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FIGURE 6. RDL-NET model.

increase the number of convolution layers or introduce multi-
ple dimensional convolution kernels. However, only stacking
the simple convolution layer will reduce the nonlinear change
of the model, so that the image features extracted by each
convolution layer are the same. The introduction of multiple
dimensional convolution kernels will only greatly increase
the amount of parameter calculation, lead to the increase
of training time and reduce the efficiency of the model.
Therefore, the multi-scale convolution kernel is used in the
encoding network instead of the original convolution kernel.
By introducing different scale convolution kernels into the
same convolution layer, different scale features of the image
are obtained, and then these features are fused to obtain the
multi-scale feature map of the original image.

SegNet network can obtain accurate semantic
segmentation results mainly due to the design of its decoding
network. The SegNet network model has a higher segmen-
tation precision than the fully convolution neural network
(FCN) by recording the maximum pooling level index in
the encoder network and using the index factor to directly
up-sample in the decoder network. RSED-NET uses the same
decoder network as SegNet, mainly including convolution
layer (Conv1-Conv14) and up-sampling layer (up-sampling1-
up-sampling5). The convolution layer is used to extract the
deep feature of the multi-scale feature map obtained by the
encoder network, and the up-sampling layer is used to restore
the image resolution. The crop disease leaf segmentation
is equivalent to a dichotomy problem. The purpose of leaf
segmentation is to distinguish the normal part from the
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diseased part. Therefore, the channel number of Conv14 in
the decoding network is set as 2, followed by a pixel level
classifier Softmax. The number of classifiers is also set as 2.
On the basis of the above analysis, the leaf disease seg-
mentation network (RSED-NET) is constructed as shown
in figure 7, which mainly includes two sub-networks, encoder
network and decoder network. Where, the convolution layer
number in encoder network and decoder network is 13, and
the convolution layer size corresponding to the pooling index
is the same. The stride of each convolution layer is set as 1.
In order to keep the dimensions of input and output images
unchanged, the boundary extension parameter (Pad) is set as
1. The maximum pooling operation is adopted for pooling
layer (pooling1-pooling5). The size of pooling layer is 2 x 2,
the sliding step is set as 2. The sampling scale is set as 2.

D. MODEL TRAINING

During CNN training process, a large number of training
samples are needed to update the network model parameters
to improve the performance of the network. SPEDCCNN is
trained by using the constructed training data set, which can
obtain a better network with high segmentation accuracy and
fast operation speed. However, when the number of training
samples is small or the content of training sets is similar, the
model is prone to over-fitting or poor segmentation effect. In
order to improve the training efficiency and segmentation per-
formance of the network model, SPEDCCNN adopts transfer
learning to train the network. By using transfer learning to ini-
tialize model parameters, the extracted features of the model
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FIGURE 7. RSED-NET model.

have the level-layer characteristics. Shallow network is used
to extract low-level features of the image, and deep network
is used to extract high-level semantic features of the image.
The low level features include color, edge and other primary
information. The low-level features obtained by training the
network with different data sets are similar. Therefore, when
the data set size is small, the low level information obtained
from the large-scale data set is transferred to the network
model to be trained by transfer learning, which not only
solves the over-fitting problem of the model, but also reduces
the training time of the model.

The performance of the model is evaluated mainly by
calculating the difference between the segmented image and
the labeled image. The training is evaluated by calculating
the cross entropy between the labeled image and the seg-
mented image. The cross entropy function is a commonly
used model performance evaluation index in neural net-
works. The smaller cross entropy denotes the better training
effect. In the training process of SPEDCCNN, the cross
entropy of each pixel point between the labeled image and
the segmented image is calculated. The average pixel cross
entropy loss function is used to evaluate the training effect of
SPEDCCNN. The average cross entropy loss function is
denoted as follows:

loss(p, q) = Y _ (= Y _ p(x)1g qx)) ©)
N X

where p(x) is the pixel classification vector of the labeled
image. g(x) is the pixel classification vector of the segmented
image. N is the total number of pixels contained in the image.
X is the feature vector of the input image, and x is the feature
vector of each pixel of the input image.

After the pixel loss value is obtained according to equa-
tion (1), the loss value is transmitted back to each convolu-
tion layer of the network model using the back propagation
algorithm. The weight parameters of the convolution layer
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are updated. After many repeated iterations, the training is
completed until the output loss value is stable.

E. ALGORITHM DESCRIPTION
Next, the technical procedures of the proposed method are
given as below:

Step 1: training stage. The datasets are from public crop
leaf data set and collected from real field crops. 80% and
20% of the samples are used for model training and testing,
respectively.

Step 2: testing stage. In the testing stage, the image to
be detected needs to be preprocessed. First, Pyramid image
processing is used to scale images into groups containing
different sizes. Then all the images are operated with the
sliding window mechanism, where the sliding window size
is 24 x 24 to generate all candidate boxes. The position
information of all candidate boxes in the original image is
labeled. And all candidate boxes are put into the trained
neural network model. At this time, the model will delete the
non-disease images in the candidate box and keep the disease
images in the candidate box. Following networks perform this
operation in turn until the last layer reaches the final candidate
box. Finally, the candidate boxes with high overlapped areas
are deleted by non-maximum suppression (NMS) to obtain
the final disease leaf region, and then the detected disease
leaf region is marked in the original image according to the
position information of the candidate boxes.

Input: The images to be detected.

Output: The detected crop disease leaf image area.

Step 2.1: The training samples are used for model training.

Step 2.2: The image is preprocessed to get ROL.

Step 2.3: In RDL-NET model, all obtained candidate win-
dows are put into the trained first-level convolution neural
network. The screened candidate windows at the first level
are put into the second level convolution neural network.
The obtained candidate window from the second-level is put
into the third-level convolution neural network, which is used
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to detect the leaf disease area to reduce the influence of
background information on the segmentation effect.

Step 2.4: The region disease segmentation network RSED-
NET is established for crop leaf disease segmentation.

Step 2.5: The final candidate window is processed by the
NMS, and the overlap greater than 0.5 is removed.

Step 2.6: According to the position information of the
candidate window, the detected disease leaf region is marked
in the original image.

IV. EXPERIMENTS AND ANALYSIS

The proposed model is verified on the crop disease leaves
image data set and compared with the state-of-the-art models
including Hseg [28], FCN8s [29], SegNet [30], JointSeg [31]
and DeepLab [32] segmentation algorithms. The experi-
mental software environment is Ubuntu 16.04 LTS, Mat-
lab2017a. The hardware environment is Intel core 17-7550k,
CPU@3.60GHz, RAM32GB and GTX1060Ti GPU. The
deep learning development framework is Matconvent.

A. EXPERIMENT PARAMETER SETTING AND TRAINING
PROCESS ANALYSIS

Batch training is used in the experiment. The training set,
validation set and testing set are input into the network model
with batches. The training set contains 650 images. Ten
images are used as a batch. So 65 batches are required to
complete the training of the model. In order to ensure the
training efficiency and segmentation accuracy of the model,
the Epoch is set as 700, and the iteration number is set as
250000 times. Gradient descent and back propagation algo-
rithms are used to update the weight parameters of the model.
The learning rate is set as 1 x 107!, In order to prevent
over-fitting of the SPEDCCNN model, the momentum factor
is set as 0.99. The weight parameters are modified locally
by using the validation set. The change curves of loss value
and accuracy of training set and verification set are shown
in figure 8.

As can be seen from figure 8, the loss value of training set
and verification set decreases with the increase of iteration
number. However, the variation range of the training set is
relatively large, because the parameters need to be trained
many times in the model initial stage. When the iteration
number increases continuously, the loss value of the training
set tends to be stable. The curve of the verification set changes
slightly. And with the increase of iteration, the loss value of
the verification set decreases gradually. When the iteration
number is 200000, the loss value tends to be stable. The
main reason is that the validation set optimizes the model
parameters and improves the model performance. The accu-
racy curve generally tends to increase. With the increase
of iteration, the pixel classification accuracy is improved.
Where, the top-1 accuracy represents the accuracy of dividing
pixels into two categories, namely the normal leaf area and the
disease leaf area. The top-5 accuracy represents the accuracy
rate of dividing pixels into multiple categories, that is, the
misclassification probability of disease leaf area and normal
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FIGURE 8. The curve of loss and accuracy.

leaf area. From figure 8, the pixel segmentation accuracy
is increasing. When the loss value is basically converged,
the top-1 accuracy of the model reaches the highest level,
indicating that the model has achieved the best training effect.

In the training stage, firstly, the training convergence and
the training speed of the model are displayed when the size
of input training image patch is 12 x 12 and 24 x 24 with the
spatial pyramid pooling layer in the model. Then the training
convergence and speed of the model with or without a spatial
pyramid pooling layer are compared when the input image
size is 24 x 24.

When the input image size is 12 x 12 and 24 x 24, the
training convergence is shown in figure 9. As can be seen
from figure 9, the convergence of the two input sizes is almost
the same and there is not much difference. However, there is
a big difference in the training time. The model with 12 x 12
will train about 3000 samples per second. When the input
size is 24 x 24, the model will only train about 750 samples
per second. The main reason is that when the model structure
and parameters are exactly the same, if the image size is
smaller, the data amount is smaller too, and the model is easier
to calculate the parameters.

It can be inferred that with the spatial pyramid pooling
layer, the convergence is almost the same when the size of
the input image is different. It will converge smoothly when
the training number is about 8000. In other words, the size
of the input image will not affect the convergence of the
model.

Then, when the size of the input image is 24 x 24, the
training effect of the model with pyramid pooling layer and
without pyramid pooling layer is compared as shown in fig-
ure 10. As can be seen from the figure, with the same training
data, the convergence of the model will be relatively earlier
after adding the pyramid pooling method. The main reason
for this is that pyramid pooling layer is a feature extraction
process from coarse to fine, which can screen out key infor-
mation from the whole image more quickly and has better
generalization ability for data. Therefore, adding pyramid
pooling layer will make convolution neural network model
converge earlier.
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FIGURE 10. Training comparison with/without SPP.

B. VISUAL ANALYSIS

In the training process of the convolution neural network, the
convolution layer is used to extract the features of the input
image, and the features extracted by different convolution
kernels are different. Where, the shallow convolution kernel
mainly extracts the primary features of the image including
color and contour, etc,. Deep convolution kernel extracts
more semantic features of the input image including texture
and detail features. To better display the different features
extracted by different convolution kernels, the convolution
kernel and feature map are visualized. Figure 11 and fig-
ure 12 show the convolution kernel and the feature map
obtained by different convolution layers, respectively.

As can be seen from figure 11, the convolution ker-
nel (Kernell~Kernel3) shows relatively rough information,
while the convolution kernel (Kerneld~kernel5) shows more
detailed features. In figure 12, the feature graphs obtained
by the convolution layer (Conv1~Conv3) are mainly contour
features, while the feature graphs obtained by the convolution
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FIGURE 11. Convolution kernel of Kernel1~Kernel5.
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FIGURE 12. Feature map of Convi~Convs.

layer (Conv4~Conv5) mainly include texture features. The
visualization results in figure 11 and figure 12 fully reflect
the weight sharing in convolution neural network. With the
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convolution layers increasing, the model acquires more
detailed features of the input image. The different convolution
kernels can obtain different features during the model train-
ing. Each convolution kernel pays attention to the different
parts of the image, and can fully learn the significant area,
which plays a significantly role in image accurate segmenta-
tion.

C. COMPARISON RESULTS
200 crop disease leaves images from natural scenes are used
as test sets to verify the effect of SPEDCCNN. In order
to more objectively evaluate the segmentation effect, Pre-
cision (P), Recall (R) and Average F value are introduced
as evaluation indexes to measure the difference between the
segmentation results and the actual labeled images [33].
Where, the Precision is the consistency between the
detected disease leaf area and the real disease leaf area. Recall
is the proportion of correctly segmented samples in the total
sample. The average F value takes segmentation precision P
and recall rate R into comprehensive consideration to reflect
the overall accuracy. Because the segmentation time is the
key technical index to evaluate the practicability of the model,
the single image segmentation time is used as the time index
to measure the segmentation speed. P, R and F are calculated
as follows:

TP
P=— (6)
TP + FP
P
= TP EN @
+ FN
2.P-R
F = (8)
P+R

where, TP is the overlap part between the segmentation
results obtained by the network and the original disease leaf
area. TN is the overlap part between the segmented normal
leaf area and the original normal leaf area. FP is the seg-
mented result that does not belong to the disease leaf area.
FN is the segmented result that does not belong to the normal
leaf area.

The segmentation results obtained by different segmenta-
tion methods are shown in figure 13. It can be seen from
the segmentation results that the Hseg segmentation method
mistakenly segments most of the normal areas as the disease
areas and fails to complete the segmentation task of crop
disease leaf. FCN8s network model has a better segmentation
effect than Hseg. It is not difficult to see from the segmen-
tation results that this method can be used to segment the
general contour of the disease, but the segmentation effect
of the small disease leaf is poor. SegNet segmentation net-
work can achieve better segmentation effect. However, Seg-
Net has a poor segmentation effect on the disease leaf edge
area. The JointSeg network model has a better segmentation
effect than SegNet in terms of the edge area, and it can
realize complete segmentation of the detailed parts in the
disease leaf image. However, the segmentation results are
greatly influenced by the light. It obviously mis-segments the
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FIGURE 13. The segmentation effect with different methods.

disease leaf with strong light. DeepLab24 network model
can completely segment the disease leaf areas and has a
good effect on the detailed edge areas. But it cannot segment
the disease leaf if the disease areas are adhesive, which
results in poor segmentation effect. In the proposed method,
the RDL-NET model is used to locate the disease leaf area.
Then RSED-NET model based on encoder-decoder network
is used to segment the localized disease leaf area to ensure
the integrity of the segmentation. Since the edge part of the
disease in the leaves is difficult to be segmented and it is easy
to be mis-segmented, the morphology optimization layer is
used to optimize the segmentation results, which not only
ensures the segmentation integrity of the disease leaf area, but
also enhances the segmentation effect of the detailed parts.

In order to quantify the segmentation performance of dif-
ferent segmentation methods, P, R, F and single image seg-
mentation time are calculated as shown in table 1. In here,
we also compare the famous machine learning methods
Gaussian process regression (GPR), support vector machine
(SVM), extreme learning machine (ELM) and artificial neu-
ral network (ANN) [34]. Note that all the best values are
bolder.

As can be seen from table 1, the P, R and F of
SPEDCCNN method are the highest (87.59%, 72.61% and
88.83%, respectively). The values of GPR, SVM, ELM and
ANN are relatively low. Although DeepLab model uses
the same segmented network as SPEDCCNN, SPEDCCNN
has higher performance evaluation indexes. Because the
region localization network is built by SPEDCCNN in the
first phase, which can accurately locate the disease leaf
part and reduce the missegmentation rate. FCN8s uses the
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(2) SPEDCCNN

FIGURE 14. The segmentation effect with different methods in different
complex backgrounds.

deconvolution process to restore the image resolution opti-
mization segmentation results. However, the down-sampling
operation in this method weakens the feature extraction capa-
bility, resulting in poor segmentation effect on the small
disease leaf areas. Therefore, the segmentation performance
value is poor. Compared with the traditional threshold-based
Hseg segmentation method, SPEDCCNN is far superior to
Hseg in terms of P, R, F. The main reason is that Hseg sets a
fixed threshold for image segmentation, so the segmentation
result is poor. SegNet and JointSeg are both based on cavity
convolution. Cavity convolution can enlarge the local recep-
tive field of the original convolution kernel. However, some
disease leaf areas take up a small proportion in the whole leaf,
so the two segmentation methods have lower performance
than SPEDCCNN.

According to the above results, it can be judged that
SPEDCCNN has a good segmentation effect, the segmenta-
tion result is close to the real value, which can satisfy the
high-precision requirements of crop disease leaves image
segmentation in the natural state.

However, the boundary of crop disease leaf area image is
relatively complex and occupies only a small area. The simi-
larity of some disease leaf areas and normal leaf areas is high,
which leads to the difficulty in distinguishing the boundary
between normal area and disease leaf area. Therefore, it can
be seen from table 1 that the segmentation performance with
the SPEDCCNN algorithm is still low.
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TABLE 1. Performance comparison with different methods.

Method P/% R/% F/% Time/s
GPR 58.67 59.71 59.13 0.48
SVM 60.41 62.55 61.62 0.51
ELM 62.86 61.26 61.09 0.44
ANN 61.77 60.83 61.12 0.38
Hseg 69.83 63.97 83.52 0.33

FCNS8s 63.90 61.64 81.63 0.56

SegNet 72.94 66.82 84.27 0.82

JointSeg 74.71 68.35 85.38 0.59

DeepLab 79.02 70.96 86.46 0.71

SPEDCCNN 87.59 72.61 88.83 0.19

TABLE 2. Performance comparison with GPR methods in different
complex backgrounds.

Background

. P/% R/% F/% Time/s

condition
soil background 53.62 52.71 53.14 0.33
leaf shading 54.78 55.63 54.96 0.34
multiple leaves 55.67 53.21 54.58 0.36
leaf defect 54.93 55.21 54.86 0.34
disease adhesion 53.68 52.19 53.22 0.35
complicated lighting ~ 54.78 53.08 5.33 0.33

TABLE 3. Performance comparison with SVM methods in different
complex backgrounds.

Background P%  R%  Fl% Time/s
condition

soil background 58.69  87.25 5831 0.29
leaf shading 5936 58.74  58.99 0.31
multiple leaves 60.37 59.22  59.68 0.44
leaf defect 59.38 5825  59.16 0.42
disease adhesion 58.94 58.66  58.52 0.43
complicated lighting  59.87 57.29 58.16 0.44

TABLE 4. Performance comparison with ELM methods in different
complex backgrounds.

Background P%  R%  Fl% Time/s
condition

soil background 63.87 6457 64.12 0.31
leaf shading 6493  62.56  63.88 0.34
multiple leaves 65.91 6347  64.57 0.33
leaf defect 64.57 6278  63.63 0.35
disease adhesion 66.72 63.84  64.89 0.35
complicated lighting ~ 65.28 6245  63.71 0.32

In terms of the single image segmentation time, the
segmentation time of SPEDCCNN is less than that of
other segmentation algorithms. Because SegNet and JointSeg
are constructed by cavity convolution, the network model
requires a large amount of training time, resulting in a
lower segmentation efficiency. The segmentation time of the
SegNet and JointSeg is 0.82s and 0.59s, respectively. Hseg
method does not need to train the model, but it needs to
perform morphology operation on each image after segmen-
tation, so much segmentation time is needed. FCN8s requires
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TABLE 5. Performance comparison with ANN methods in different
complex backgrounds.

TABLE 9. Performance comparison with JointSeg methods in different
complex backgrounds.

Background P%  R%  F/% Timels Background P%  R%  F/% Timels
condition condition

soil background 71.65 69.28  70.32 0.29 soil background 83.68 74.69  84.27 0.78
leaf shading 7296 7055  71.34 0.31 leaf shading 82.53 7393  83.71 0.79
multiple leaves 72.65 7091  71.82 0.28 multiple leaves 80.71 7276 82.49 0.84
leaf defect 73.09  71.57  72.24 0.31 leaf defect 78.64  72.09  82.05 0.81
disease adhesion 72.38 69.88  71.21 0.32 disease adhesion 80.07 71.09  81.07 0.77
complicated lighting 7299  71.64  71.38 0.33 complicated lighting ~ 80.13 7247  83.48 0.79

TABLE 6. Performance comparison with Hseg methods in different
complex backgrounds.

TABLE 10. Performance comparison with Deeplab methods in different
complex backgrounds.

Background

condition P%  R%  F% Time/s Background P%  R%  Fl% Timels
soil background 78.63 68.91 80.91 0.37 soil background 86.84 76.96 8538 0.59
leaf shading 77.54 67.49 80.04 0.40 leaf shading 85.42 75.58 84.87 0.61
multiple leaves 75.73 66.63 78.97 0.41 multiple leaves 83.75 74.43 8371 0.63
leaf defect 7396 6542 7743 051 leaf defect 83.13 7409  82.79 0.66
disease adhesion 74.93 66.49  75.36 0.57 disease adhesion 83.07 7594  81.14 0.59
complicated lighting ~ 72.72 66.05 76.43 0.48 complicated lighting ~ 85.39 73.73 83.08 0.68

TABLE 7. Performance comparison with FCN8s methods in different
complex backgrounds.

Background P%  R%  Fl% Time/s
condition

soil background 7998 7094  81.63 0.36
leaf shading 78.68  69.83  81.08 0.39
multiple leaves 78.17 69.06  80.36 0.44
leaf defect 7749 6749  80.09 0.48
disease adhesion 77.02 66.01 80.45 0.52
complicated lighting ~ 77.13 67.08  78.79 0.45

TABLE 8. Performance comparison with SegNet methods in different
complex backgrounds.

Background

. P/% R/% F/% Time/s
condition

soil background 81.76  72.27  83.52 0.52
leaf shading 80.71 71.56  83.07 0.50
multiple leaves 79.47 70.23  81.84 0.54
leaf defect 78.68  71.16  81.02 0.61
disease adhesion 78.21 72.43 80.27 0.57
complicated lighting ~ 79.13 71.07  79.74 0.59

deconvolution to restore the resolution of the image during
segmentation, thus increasing the segmentation time of a
single image.

The training in SPEDCCNN is carried out with a cascade
way. The region localization network and the region segmen-
tation network are trained separately, and the transfer learning
is used, which not only reduces the hardware requirements,
but also reduces the training time. Therefore, the SPEDC-
CNN method can meet the real-time requirement of image
segmentation for disease leaf image.

In order to verify the robustness of the proposed model,
different segmentation algorithms are used to perform seg-
mentation tests on crop disease leaf images under a variety
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TABLE 11. Performance comparison with SPEDCCNN methods in
different complex backgrounds.

Background P%  R%  F% Timels
soil background 87.52 7917  89.27 0.19
leaf shading 87.16 7836  90.12 0.21
multiple leaves 87.14 7859  89.34 0.23
leaf defect 86.92 78.71 91.25 0.27
disease adhesion 87.38  78.61  89.67 0.17
complicated lighting  87.71  78.25  89.92 0.24

of complex backgrounds. The complex background mainly
includes the soil background, leaf shading, multiple leaves,
leaf defect, disease adhesion and complicated lighting condi-
tions in the image to be segmented.

For each complex background, 20 images are selected for
robust comparison test, and the segmentation effect is shown
in figure 14. Tables 2-11 show the segmentation results with
different methods in different complex background images.

As shown in figure 14, the SPEDCCNN model is almost
unaffected by the environment and can effectively segment
the crop disease leaf area with a variety of complex back-
grounds. SegNet misclassifies a large area of background
areas as disease leaf areas under soil background. DeepLab
has good segmentation effect, but it is not accurate enough for
small disease leaf area. Under leaf occlusion, the above seg-
mentation methods show false segmentation results, where
Hseg method is the most serious, it cannot segment the
occluded disease leaves. Under multiple leaves condition,
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the above segmentation methods cannot segment the occurred
disease leaf areas in multiple leaves completely. In the case
of leaf defect, different segmentation methods show differ-
ent missegmentation situations. DeepLab method mistakenly
segments the disease leaf areas into normal areas. However,
Hseg method mistakenly segments the normal region as the
disease region. For the disease adhesion condition, due to
the high similarity of different disease leaf areas, the above
segmentation methods cannot segment the leaf with disease
adhesion. For complex light, because the light intensity is
enhanced, the segmentation complexity is increased, which
results in the poor disease leaf area segmentation.

SPEDCCNN can effectively segment disease leaf areas in
different scenes and has higher stability. The segmentation
effect is less affected by natural conditions, which can meet
the segmentation task of crop disease leaves in different
scenes.

It can be seen from the above tables, the SPEDCCNN has
the best performance, the maximum and the minimum of P,
R, F have little difference, which shows that SPEDCCNN
has strong robustness under different scenarios. The other
segmentation algorithms have higher segmentation accuracy
under the soil background condition, which indicates that
the soil background has little influence on the segmentation
results of different methods. In the leaf occlusion, multiple
leaves and leaf adhesion conditions, the index value is unsta-
ble, but the overall index value is fluctuated within a small
range, it indicates that the other segmentation methods can
adjust to a slightly complex segmentation scene. When the
leaves in disease adhesion and complex light, the value is
decreased, which indicates that disease adhesion and com-
plex light have a great influence on the segmentation effect.
In terms of the segmentation time on a single image, SPED-
CCNN is lower than other segmentation methods. The aver-
age segmentation time on a single image in multiple scenes
is 0.21s.

The following is the segmentation result for the dis-
ease adhesion of cotton leaf image to further explain the
advantage of SPEDCCNN as shown in figure 15. In here,
we use the different evaluation indexes due to the specificity
of disease adhesion. It contains Correct segmentation (C),
over-segmentation (O) and under-segmentation (U).

Ni

A=A 100% )
Numpayy
Numgo

0O=——— x100% (10)
Numagpy
Ni

U= 100% (11)
Numgyy,

where Numyayp is the total number of disease spots, Numgy
is the number of correct disease spots. Numgp is the
over-segmented number of disease spots. Numy is the
under-segmented number of disease spots. Table 12 shows
the comparative segmentation statistical results.

It also demonstrates that SPEDCCNN can eliminate the
noise and fine structure in the original image. It can suppress
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FIGURE 15. Comparison results of cotton leaf adhesions between
proposed method and other five methods.

under-segmentation and over-segmentation, which has the
best segmentation effect compared with other methods.

Ring disease Brown spot Anthracnose Leaf spot Cotton
boll blight

In this paper, there are also segmentation error cases
in the leaf adhesion segmentation as shown in figure 16.
As shown in figure 16(a), in the rectangular box, there are
actually three disease spots, but the SPEDCCNN method only
detects two disease spots, so it exists under-segmentation
case. In figure 16(b), the disease spot in the rectan-
gular box is one. However, the SPEDCCNN method
detects two disease spots resulting in over-segmentation
case.

In the next paragraph, we make comparison with other
state-of-the-art methods including IHI [35], ABC-FCM [36],
MRCRG [37] on the public disease image sets: Arkansas
Plant Diseases Database (https://www.uaex.edu/yardgarden/
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TABLE 12. Performance comparison with different methods in different TABLE 13. Comparison of segmentation results.
complex backgrounds.

Back d Leaf image IHI [;gﬁ MRCRG SPE%CCN
Method ackgroun A (6] U Time/s . -
condition Cotton blight disease ~ 0.8228 0.8537 0.8945 0.9379
Ring disease 70.2 243 5.9 0.33 Cotton leaf spot 0.8579 0.8962 0.9015 0.9473
Brown spot 61.7 31.8 6.9 0.32 Cotton powdery 0.8677  0.8994 0.9155 0.9635
Anthracnose 66.4 26.9 6.9 0.34 mildew
Hseg Leaf spot 733 19.8 73 0.39 Solanulzlligégj\sl:l blight  0.8793 0.9014 0.9265 0.9811
Cotton boll
blight 72.1 18.4 9.6 0.33
Average 68.7 243 73 0.34 TABLE 14. Mutual information for segmentation result.
Ring disease 35.8 56.4 7.5 0.36
Brown spot 359 58.5 52 0.35 B
Leaf image THI ‘;Jéf/[ MRCRG P E?iICCN
Anthracnose 37.1 49.9 12.6 0.33 : :
FCNSs Cotton blight disease 0.815 0.854 0.893 0.959
Leaf spot 40.6 50.3 8.8 0.37 Cotton leaf spot 0.796 0.887 0.901 0.961
Cott(.)n boll 322 572 103 038 Cottoq powdery 0.805 0.874 0.899 0.968
blight mildew
Average 363 544 3.9 036 Solanumlmgum blight  0.811 0.872 0.921 0.979
disease
Ring disease 84.6 16.9 2.3 0.43
Brown spot 78.5 18.1 33 0.49
Anthracnose 86.1 10.3 3.6 0.44
SegNet
Leaf spot 88.3 9.8 1.9 0.48
Cotton boll
blight 81.6 12.5 5.8 0.43
Average 83.8 13.4 34 0.45
Ring disease 71.9 4.6 31.6 0.31
Brown spot 71.3 3.7 25.8 0.32
Anthracnose 72.2 6.8 21.7 0.39
JointSeg
Leaf spot 67.9 5.1 27.8 0.36
Cotton boll
blight 80.4 4.5 15.9 0.41
Average 71.3 4.9 24.5 0.36
Ring disease 81.5 3.8 14.7 0.11 (b) Original image and over-segmentation result.
Brown spot 80.8 4.1 15.1 0.12 FIGURE 16. The Cotton leaf disease segmentation error case.
Anthracnose 85.1 39 10.9 0.11
DeepLab
Leaf spot 81.6 2.5 15.8 0.13
Cotton boll
blight 82.5 5.7 11.8 0.17
Average 82.3 4.1 13.6 0.18
Ring disease 95.9 2.1 1.9 0.08
Brown spot 93.3 3.1 3.5 0.09 FIGURE 17. The sample leaf disease images.
SPEDCCN Anthracnose 90.4 4.8 6.7 0.11
N
Leaf spot 97.9 0.7 1.4 0.12 . T . .
c e 511)30 | We use dice similarity coefficient (DSC) to evaluate the
otton bo.

blight 91.1 34 5.4 0.14 segmentation efficiency.

Average 03,7 27 18 0.12 The calculation of DSC is as follows.

DSC = 2TP/(2TP + FP 4 FN) (12)
resourcelibrary/diseases/) and NARO (https://www.gene.
affrc.go.jp/index_en.php). The samples are shown in where TP, FP, FN are explained in section 3.3. The results are
figure 17. displayed in table 13.
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Different segmentation method
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FIGURE 18. Performance of segmentation methods.

Different segmentation method
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FIGURE 19. Performance of segmentation methods.

TABLE 15. Sensitivity for segmentation result.

ABC- SPEDCCN
IHI FCM MRCRG N

Cotton blight disease 0.854 0.925 0918 0.957

Cotton leaf spot 0.905 0917 0.924 0.979

Cotton powdery 0.923 0.931 0.928 0.972
mildew

Solanum nigum blight ~ 0.911 0.922 0.936 0.983
disease

It can be seen clearly from above Table 13 that the proposed
segmentation method in this paper can effectively segment
regions from plant diseases and ensure the maximum sim-
ilarity rate. This means that the SPEDCCNN method has
successfully segmented the disease leaf area. According to
the Table 4, the value related graphical representation is
shown in figure 18. It can be clearly seen from figure 18 that
the SPEDCCNN method ensures that the performance val-
ues of different plant leaves, such as cotton fusarium wilt
leaves, cotton macula leaves, cotton powdery mildew leaves
and cymbidiae fusarium wilt leaves are relatively good. The
segmented sections have useful information for analyzing
disease-related features and information. Then the mutual
information of the segmented regions is shown in Table 14.
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TABLE 16. Specificity for segmentation result.

. ABC- SPEDCCN
Leaf image IHI FCM MRCRG N

Cotton blight disease 0.953 0.961 0.959 0.979

Cotton leaf spot 0.962 0.964 0.965 0.984

Cotton powdery 0.965 0.972 0.971 0.979
mildew

Solanum nigum blight ~ 0.972 0.976 0.986 0.993
disease

Different segmentation method

SPEDCCN

MRCRG

ABC-FCM

E

0.78 08 0.82 0.84 0.86 0.88 0.9 092 0.94 0.96 0.98 1

W Solanum nigum blight disease M Cotton powdery mildew M Cotton leaf spot M Cotton blight disease

FIGURE 20. Sensitivity performance of segmentation methods.

Different segmentation method
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E

0.

o

3 094 095 0.96 0.97 0.98 0.99 1

W Solanum nigum blight disease M Cotton powdery mildew B Cotton leaf spot M Cotton blight disease

FIGURE 21. Specificity performance of segmentation methods.

It can be clearly seen from above Table 14 that the indi-
cators of the SPEDCCNN method in this paper effectively
reflect several information of the disease. It guarantees the
maximum value of mutual information, which means that
segmented regions based on SPEDCCNN methods have valu-
able information. According to Table 5, the relative graphs of
mutual information values are shown in figure 19.

As can be seen from figure 19, the SPEDCCNN method
ensures that different plant leaves, such as cotton fusarium
wilt leaves, cotton porphyry leaves, cotton powdery mildew
leaves and tarragon fusarium wilt leaves, have high mutual
information values. The segmented sections have useful
information for analyzing disease-related features and infor-
mation. We also adopt the sensitivity and specificity metric
to examine the accuracy of the segmented region as shown in
table 15 and 16.
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The above tables 15 and 16, clearly indicates that the
SPEDCCNN method has high values (98.3% of sensitivity
and 99.3% of specificity) about affected disease with effective
manner. The sensitivity and specificity values related graphi-
cal representation are shown in figure 20,21.

Thus, from the above analysis, the SPEDCCNN approach
successfully recognizes the plant leaf blight disease from
cotton and Solanum nigrum images when compared to the
other methods.

V. CONCLUSION

Aiming at the traditional crop disease leaf image segmenta-
tion problems, this paper proposes a spatial pyramid-oriented
encoder-decoder cascade convolution neural network. Firstly,
the region localization network (RDL-NET) is used to accu-
rately locate the disease leaf part to reduce the background
interference. Then the region segmentation network (RSED-
NET) based on encoder-decoder structure is used to accu-
rately segment the disease leaf area. In order to verify the
robustness of SPEDCCNN, the SPEDCCNN and other seg-
mentation methods are tested in different scenes. The P,
R, F, A, O, U results show that the SPEDCCNN model
can complete the disease segmentation task under differ-
ent scenarios with exceeding 90% values. In terms of seg-
mentation time, SPEDCCNN is superior to other segmen-
tation methods. The segmentation time on a single image
is only 0.21s, it indicates that SPEDCCNN can satisfy the
requirement of crop disease leaf segmentation. The final
experiment results show that the proposed method in this
paper has high segmentation accuracy and fast operation
speed.

However, this new method can only complete the seg-
mentation task in a small range of scene. We still face two
challenges as follows:

1) For a large range of scene or harsh environments,
it needs to be further researched.

2) Also some different and complex crop disease types will
bring challenges to the precise segmentation.

3) When the adhesion of the disease is particularly similar,
and the size of the disease is overlapped, there will be a partial
under-segmentation condition.

In the future, we will further compare the potential benefits
and limitations of the existing image segmentation methods
and explore a robust, fast and accurate disease leaf image
segmentation method.
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